A good understanding of wind turbine noise propagation is relevant to better measure the impact of turbines on the environment. In this study, we developed numerical simulations to study the impact of a 2D hill on the sound propagation for a turbine in non flat terrain. The simulations employed a propagation model derived from the linearized Euler equations, solved in a moving frame following the wavefront. The wind turbine noise was modeled using a point source approach. The flow structure in the atmospheric boundary layer and the wind turbine wake were obtained from large-eddy simulations. We find that the wind turbine wake acts as a waveguide that focuses sound propagation towards the ground. This effect is most pronounced for the flat terrain case and when the turbine is placed on the hill. The sound attenuation is more localized and closer to the turbine when the wind turbine is placed on the hilltop than in the flat case. As the wind speed increases, the sound focusing is observed closer to the turbine. For a turbine placed in front of the hill, the sound propagation is mainly determined by the flow over the hill. This demonstrates that terrain topography can have surprising effects on wind turbine noise propagation.

Introduction

The increase in demand for renewable energy and the low power density characteristic of wind turbines lead to the development of extended wind farms. One of the main obstacles to achieve such installations is public acceptance due to noise annoyance issues. Hence, accurate models for noise prediction from single wind turbines and wind farms are necessary to extend the use of wind energy and achieve sustainable energy production worldwide. In recent years, significant efforts have been made in order to characterize wind turbine noise. This includes the study of the wind turbine inflow, the phenomena of noise emission, and the effect of the propagation medium on the far field noise.

Noise produced by wind turbines can propagate over several kilometers. Aeroacoustic noise, which is caused by interaction of the incoming wind with the blades of the turbines, is dominant. The main origins of aeroacoustic noise are turbulent inflow noise and trailing edge noise. This results in a broadband noise with amplitude modulation due to the movement of the blades, which is considered to be one of the main annoyance issues. The noise production is greatly influenced by the geometry of the blades, and by the incoming wind profile and turbulence characteristics. Several models have been developed in order to simulate wind turbine noise production. Point source approaches are commonly used by Lee et al. [1] and Prospathopoulos and Voutsinas [2]. However more complex approaches, taking into account an extended aeroacoustic sound source, were also developed [3].

Atmospheric conditions greatly influence wind turbine noise perceived at long distances. Several numerical methods have been developed in order to study these phenomena. They are generally based on propagating sound through an
already generated flow fields, either analytically or numerically. The effect of wind velocity and temperature profiles was studied by Barlas et al. [4] and Heimann and Englberger [5] as they influence noise generation mechanisms and noise propagation. An important finding is that the wind turbine wake can act as a waveguide and creates a focusing zone near the ground. Its position and intensity notably depends on the velocity deficit of the wind turbine wakes. One of the main results [5, 6] is that far field amplitude modulation is greatly influenced by wind shear and turbulent intensity and that focalization zones (their existence, intensity and position) strongly depend on small variations in the meteorological conditions.

In addition to atmospheric effects, topography and ground effects are known to be key parameters in long range sound propagation. Configurations where the wind turbine is positioned on top of a hill are quite common as it can improve the performance. Berg et al. [7] conducted experimental studies for a single wind turbine over a hill. The performance of a wind turbine around a hill was also studied using numerical simulations [8]. Hence, in these configurations, it becomes necessary to take into account topographical effects on noise production and propagation. The influence of a 3D hill on both the inflow of the wind turbine and on the noise propagation was studied by Heimann et al. [9]. In their work, the atmospheric flow perturbed by the hill and the wind turbine was computed using Large Eddy Simulation (LES). The results were then used as an input for propagation simulations using a 3D ray-based sound particles model. The results show that positioning the wind turbine on top of the hill can lead to the reduction of the overall sound pressure level (SPL) in the far field. This can compensate the effect of the wake at ground level, which tends to enhance the overall SPL in the far field. Shen et al. [10] studied topography effects for a realistic case considering a wind farm over complex ground. The noise levels were compared with a flat ground test case and with a simple logarithmic profile. Both the topography and the turbulent flow characteristics were shown to be key components in predicting noise propagation.

This work aims at further investigating the impact of topography on wind turbine noise propagation. The goal is to study the case of a 2D hill, i.e. a ridge, and several positions of a single wind turbine in order to understand the effect of topography and of the wake on sound propagation. The position of the wind turbine with respect to the hill is expected to have an impact both on the flow around the wind turbine, especially the development of the wake, and on sound propagation, through reflection, refraction and scattering of acoustic waves. In order to study these phenomena, a propagation method based on the linearized Euler equations (LEE) is developed. The effect of the hill and of the wind turbine on the flow are taken into account through the mean flow values obtained from LES performed in the work of Liu and Stevens [8]. To the authors’ knowledge, the LEE has never been used for the long range propagation of wind turbine noise, essentially because it is very computationally demanding. It is interesting in this case as more classical methods based on geometrical acoustics or parabolic equations could be limited in presence of topography.

The paper is organized as follows. In Sec. I the methodology is described including the derivation of the propagation model, the numerical scheme and the post processing. Then the cases studied and the numerical simulation performed are presented in Sec II. The sound pressure levels due to the wind turbine are presented and discussed in Sec. IV, depending on the presence of the hill, the location of the wind turbine and the wind velocity at the hub height. Finally, concluding remarks are given in Sec. V.
I. Methodology

To consider meteorological and ground effects (Fig. 1), wind turbine noise is predicted using numerical simulations. The propagation model is first detailed before presenting the source model.

A. Propagation Model

The propagation model is based on the numerical resolution of the linearized Euler equations (LEE). They are solved in a 2D curvilinear mesh to account for topography. Low-dispersive high-order finite-difference schemes are used for an accurate prediction at long range. A set of two equations is derived from the linearized Euler equations (LEE) for atmospheric acoustics without source terms [11]:

\[
\begin{align*}
\frac{dp}{dt} + \rho_0 c_0^2 \nabla \cdot \mathbf{v} &= 0 \\
\frac{d\mathbf{v}}{dt} + (\mathbf{v} \cdot \nabla) \mathbf{v} + \frac{\nabla p}{\rho_0} &= 0
\end{align*}
\]

with \( p \) and \( \mathbf{v} \) the acoustic pressure and velocity, \( \rho_0, V_0 \) and \( c_0 \) the mean density, velocity and sound speed. A conservative formulation of this system of equations is then derived for the transformation of the coordinate system from Cartesian \((e_x, e_z)\) to curvilinear \((e_\xi, e_\eta)\):

\[
\frac{\partial}{\partial t} \left( \frac{\mathbf{U}}{J} \right) + \frac{\partial}{\partial \xi} \left( \xi \frac{\mathbf{E} + \xi \mathbf{F}}{J} \right) + \frac{\partial}{\partial \eta} \left( \eta \frac{\mathbf{E} + \eta \mathbf{F}}{J} \right) + \frac{\mathbf{H}}{J} = 0
\]

where \( \mathbf{U} = (p, \rho_0 v_x, \rho_0 v_z)^T \) is the vector of unknown, \( J = (\xi, \eta - \xi \eta \xi) \) is the Jacobian of the transformation and \( \mathbf{E}, \mathbf{F}, \mathbf{H} \) are the Eulerian fluxes defined by:

\[
\mathbf{E} = \begin{pmatrix} V_{0x} c_0^2 v_x \\ V_{0x} \rho_0 v_x + p \\ V_{0x} \rho_0 v_z \end{pmatrix}, \quad \mathbf{F} = \begin{pmatrix} V_{0z} c_0^2 v_z \\ V_{0z} \rho_0 v_x \\ V_{0z} \rho_0 v_z + p \end{pmatrix}, \quad \mathbf{H} = \begin{pmatrix} -p (\nabla \cdot \mathbf{v}) \\ \rho_0 (\nabla \cdot \mathbf{v}) \rho_{0x} \\ \rho_0 (\nabla \cdot \mathbf{v}) \rho_{0z} \end{pmatrix}
\]

The curvilinear transformation proposed by Gal-Chen and Somerville [12] is used in order to follow the terrain elevation \( h(\xi) \):

\[
\begin{align*}
x(\xi, \eta) &= \xi \\
z(\xi, \eta) &= h(\xi) + \frac{\eta}{z_{\text{max}}} [z_{\text{max}} - h(\xi)]
\end{align*}
\]

with \( z_{\text{max}} \) the height of the domain. This leads to the simplification of Eq. (2) as \( \xi_x = 1 \) and \( \xi_z = 0 \).

The mean flow quantities in Eq. (3) can be set using either analytical profiles for wind, temperature and density or, in our case, previously computed aerodynamic simulations. The acoustic fluctuations are then computed inside the domain using a high-order, low-dispersive optimized numerical schemes (Fig. 2.2). Time integration is performed using a fourth order six-step Runge-Kutta algorithm [13], the spatial derivatives are discretized using a fourth order finite difference scheme over an 11 points stencil [14]. Finally, selective filters are used in order to remove grid to grid oscillations [15]. This is necessary as grid to grid oscillations are not solved in a central finite difference schemes and could lead to numerical instabilities if not removed.

To simulate a more realistic ground, a broadband impedance condition [16] is implemented at the bottom of the domain. The impedance condition is developed in the time domain and integrated along the Runge-Kutta time stepping scheme. This avoids computing at each step the convolution resulting from the translation of the frequency-domain...
impedance boundary condition. A small variation from the proposed method is implemented. In Troian et al. [16] the method is developed for the admittance condition, which lead to some instabilities in our case. This issue is solved by implementing the exact same methodology for the reflection coefficient. In order to simulate unbounded propagation at the top of the domain, a non-reflective boundary condition using convolutional perfectly matched layer (CPML) type is implemented [17, 18]. The transformation inside the absorbing layer is defined as such:

\[
\frac{\partial}{\partial z} \rightarrow \frac{1}{\kappa + \sigma'/i\omega} \frac{\partial}{\partial z}
\]

and

\[
\sigma(z - z_{\text{PML}}) = \sigma_0 ((z - z_{\text{PML}})/L)^m
\]

\[
\kappa(z - z_{\text{PML}}) = 1 + (\kappa_0 - 1) ((z - z_{\text{PML}})/L)^m
\]

with \(z_{\text{PML}}\) the coordinate at the start of the layer and \(L\) the length of the layer. This condition is integrated along the Runge-Kutta scheme in the same way the impedance boundary condition was [17].

While the mean flow quantities, the mesh coordinates and the Jacobian are computed in the entire domain, the acoustic variables and the boundary conditions are only computed in a moving frame that follows the wavefront. This allows to greatly reduce computational cost as the propagation distance is large (around 15000 wavelengths). When the frame moves forward inside the domain, the acoustic variables are initialized at zero on the right boundary. At the left boundary the sound speed decreases over a few grid points, such that the moving frame speed becomes greater than sound speed in this layer. Hence the reflected waves at the border propagate slower than the frame moves and they cannot reenter the domain. This method is described by Cosnefroy [17] and used by Emmanuelli et al. [19] where the entire frame was moving at supersonic speed.

B. Atmospheric Flow and Wind Turbine Source Model

Two inputs are needed for the propagation model: a source term, and the mean quantities defined in the Eq. (3). In this work the mean flow quantities are taken from the study by Liu and Stevens [8] on the effect of a 2D steep hill on the performance of a wind turbine. The flow is simulated using LES and an immersed boundary method for a truly neutral atmospheric boundary layer (ABL). The wind turbine is modeled using an actuator disk model (ADM). The LES results are normalized by the friction velocity \(u^*\) and by the diameter of the turbine. In this work the diameter and height of the turbine are set to 100 m and the roughness height at the ground is 0.01, which is representative for flow over smooth terrain. The friction velocity is then set \(u^* = 0.452 \text{m.s}^{-1}\) such that the wind velocity at hub height is 8m.s\(^{-1}\), which a typical value for wind turbines application. From the LES, the mean 3D quantities are interpolated on a 2D plane of propagation (Fig. 2.1). A spline interpolation is used as the LES mesh grid is much coarser than the top of the domain, a non-reflective boundary condition using convolutional perfectly matched layer (CPML) type is implemented [17, 18]. The transformation inside the absorbing layer is defined as such:

\[
U(t = 0) = (\exp(-A_0 R^2), 0, 0)^T
\]

where \(R\) is the distance to the source, \(A_0 = \log(2)/(5\Delta x)^2\) and \(\Delta x\) the LES grid spacing.

From the time domain solution, it is possible to recover a frequency domain solution (Fig. 2.3). The sound pressure level relative to the free field can be derived from the time signal \(p(t)\) recorded at one receiver. It is defined as:

\[
\Delta L(\omega, x, z) = 10 \log_{10}\left(\frac{|P(\omega, x, z)|^2}{|P_f(\omega, x, z)|^2}\right)
\]

with \(P\) the Fourier transform of \(p\) and \(P_f\) the free field solution, i.e the solution for the same source term but without any mean flow or ground reflection. This quantity shows the effect of topography and of the mean flow on the propagation, without the influence of the source term, geometrical spreading or atmospheric absorption. Hence, once this quantity has been computed, the sound pressure level is recovered using [20]:

\[
L_p(\omega, x, z) = L_w(\omega) - 10 \log_{10} 4\pi R^2 - \alpha(\omega) R + \Delta L(\omega, x, z)
\]
with $L_w$ the sound power of the source, $R$ the distance between the receiver and the source and $\alpha$ the atmospheric absorption coefficient. For $L_w$ a point source model was implemented. A corrected dipole directivity in the $xy$ plane is taken from Oerlemans and Schepers [21], while the overall sound power empirical formulation proposed by Møller and Pedersen [22] is used, so that:

$$L_{w,\text{tot}} = 11.0 \log_{10} \left( \frac{W_{\text{nom}}}{W_{\text{ref}}} \right) + 101.1$$

with $W_{\text{nom}}$ the nominal power of the wind turbine set to 2 MW and $W_{\text{ref}}$ the reference power set to 1 MW. The sound power levels for each third octave band is computed in order to respect the overall sound power and a 4 dB per third octave band decrease [23]. This model gives the directivity and sound power per third octave band representative of a wind turbine (Fig. 3).

Finally this methodology is applied for several propagation angles (Fig. 2.4), and a map of the sound pressure level is obtained in the $xy$ plane around the wind turbine. The numerical scheme is implemented in Fortran 90 with a parallelization in OpenMP. The post processing and frequency analysis is performed using Python. Simulations were run on the HPC cluster at the Ecole Centrale de Lyon.

II. Case Presentation

The work presented here focuses on three configurations that were previously computed by Liu and Stevens [8]. For each configuration LES are run, for a truly neutral ABL, with and without the turbine inside the flow. Hence the results are available for the mean flow perturbed by the wind turbine, as well as the unperturbed mean flow. This cases are referred as $X_{\text{ABL}}$ (without turbine) and $X_{\text{WT}}$ (wind turbine). This allows to investigate the effect of the wake on sound propagation with respect to the topography or the general mean flow. The configurations are defined as such:

- Case $A_{\text{ABL}}$ and $A_{\text{WT}}$: a baseline case of a wind turbine with a flat ground
- Case $B_{\text{ABL}}$ and $B_{\text{WT}}$: a wind turbine place in front of a 2D hill
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Fig. 3 (left) Normalized horizontal directivity of the source and (right) sound power level of the source in dB and dBA.
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Fig. 4 Mean flow velocity field for the case A without (left) and with (right) wind turbine.
Fig. 5 Mean flow from LES in the $yz$ plane. From left to right at position $x = -100$ m, $x = 0$ m, $x = 100$ m and $x = 200$ m, with $x = 0$ m the turbine’s location.

Fig. 6 Mean flow velocity field for the cases B and C with and without the wind turbine

- Case $C_{ABL}$ and $C_{WT}$: a wind turbine place on the top of a 2D hill

The same topography is used for configuration B and C. It is a 2D hill (constant height in the $y$ direction) defined as:

$$h(x) = h_{\text{max}} \cos^2 \left( \frac{\pi x}{2l} \right), \quad -l \leq x \leq l$$

where $h_{\text{max}} = 100$ m and $l = 260$ m are respectively, the height and the half-width of the hill. Note that, in the three cases, $x = 0$ corresponds to the position of the source. Hence the hill is shifted between case C and case B (see Fig. 6). $x = 0$ corresponds to the beginning of the hill in case B and to the top of the hill in case C. The ground impedance model used in the three cases is the variable porosity model [24]. The effective flow resistivity is set to 50 kNs.m$^{-4}$ and the effective porosity change rate to 100 m$^{-1}$. These values are typical for natural soil [25].

The side view of the axial component of the mean velocity is plotted in the plane of the wind turbine’s hub in Fig. 4 for cases $A_{ABL}$ and $A_{WT}$. In the presence of the wind turbine, the velocity deficit, which arises downstream of it, takes a few hundred meters to recover. The shape of the wake can also be observed Fig. 5 in the $yz$ plane at different axial positions. It presents a circular zone with a few meters per second deficit just after the wind turbine, that progressively fades away with the distance from the wind turbine.

In the presence of topography the flow is first shown without the wind turbine in Fig. 6. A clear increase in speed can be observed at the top of the hill as the flow accelerates around it. A recirculation zone is then created downstream of the hill, which leads to the reduction of the mean velocity towards negative values. With the wind turbine in front of the hill (Fig. 6) the wake of the turbine follows the shape of the hill, counterbalancing the increase of speed at the top. Hence the hill’s wake appears longer and higher. In the case of the wind turbine on top of the hill (Fig. 6), the turbine’s wake is larger and merges with the hill’s wake.

III. Numerical Set-up

For each of the cases presented in Sec. II, numerical simulations of the noise propagation are performed. A $N\times2D$ approach is used. This means that sound propagation is computed in vertical planes as described in I, neglecting transverse propagation effects. The 3D rectangular domain has a size of 2 km$\times$6 km$\times$300 m as illustrated in Fig. 7.
Fig. 7 Sketch of the computational domain. $\theta$ is the angle of propagation presented in Fig. 3

The moving frame has a length of 300 m × 300 m which allows to capture most of the reflections without being too computationally expensive. The simulations are run until the moving frame has reached the end of the domain. For a propagation of 5 km it takes over 130000 iterations with a grid step $\Delta x = \Delta z = 0.5$ m and a CFL equal to 0.8. Those numerical parameters produce accurate frequency results up to 1 kHz.

The 2D simulations are performed for a set of angles of propagation $\theta$ (Fig. 7), which allows to recover a $\Delta L$ and the SPL map around the wind turbine. Because the sound pressure levels are much higher downwind, the propagation simulations are performed up to 5 km in this direction and only up to 1 km in the crosswind direction. Hence the angular step must be smaller for the resolution downwind of the wind turbine. For $\theta$ between 0° and 15°, a 2° angular step is used, and an angular step of 5° is used for the rest of the domain. This is done in order to save computational resources as a 1 km propagation simulation takes around 240 CPU hours, and a full simulation (with all propagation angles) takes around 20000 CPU hours. The results are then computed in the frequency domain and presented averaged in third octave bands.

IV. Results and Discussion

In this section the results obtained from the simulations are presented and discussed. First, the effect of the flow and topography on the acoustic propagation is investigated in each of the three cases. Then their respective SPL are compared. Finally the effect of the wind speed on the results is also presented.

A. Effect of Wind Turbine Wake for Flow over Flat Terrain

First the baseline case without a hill is presented as it serves as reference for the cases with the hill. In Fig. 8, the relative sound pressure level ($\Delta L$) contour is plotted for two frequencies (100 Hz and 1 kHz) with the wind turbine

Fig. 8 Relative sound pressure level (color) and velocity profile (white) for case AABL for (top) $f_c = 100$ Hz and (bottom) $f_c = 1$ kHz.
sound source positioned at $x = 0$ but without taking the wake effect into account. The axial velocity profiles are also plotted in white. Without the wind turbine in the flow and with a flat ground (case $A_{ABL}$), the flow comes down to the gradient of the atmospheric boundary layer. For both frequencies the effect of the velocity gradient is significant. It creates a focus zone at $x = 5$ km and at hub height that should be redirected toward the ground further downstream. Because the results are presented in third octave averaged bands, the $\Delta L$ contour plotted for $f_c = 1$ kHz is smoother than for 100 Hz as it is averaged over a broader frequency band. Still, it can be observed that the focusing is more pronounced at higher frequencies.

As already studied by Barlas et al. [6] and Heimann and Englberger [5], the effect of the wake on the SPL observed at the ground is known to be significant. Figure 9 presents equivalent colormap as Fig. 8 but with an ABL perturbed by the wind turbine. It is very clear, comparing both figures, that the wake has a strong influence on sound propagation. The velocity deficit downstream of the wind turbine acts as a waveguide and leads to the focusing of acoustic waves at about 3 km from the source. Part of this energy is then redirected towards the ground. With the wake taken into account, the focusing happens much closer to the source and to the ground which leads to an increase in SPL at the ground.

The relative sound pressure levels at 2 m height receivers are shown for cases $A_{ABL}$ and $A_{WT}$ in Fig. 10. A net increase in $\Delta L$ (over 5 dB) due to the wake can be observed at both frequencies. A very similar behavior is observed at both frequencies with three peaks in $\Delta L$ between $x = 2.5$ km and $x = 5$ km. The maxima are not aligned for all frequencies and hence will tend to average out when looking at the overall sound pressure level.

In agreement with literature [6, 9] our results show that wind turbine wake focuses the sound toward the ground and increase the sound pressure level in the far field.

**B. Effect of the Hill**

The aim of this section is to differentiate the effect on propagation brought by the ABL, the wake and the hill. As discussed in Sec. II, in the case of a non flat terrain the hill will affect the propagation both directly, through reflections
Fig. 11 Relative sound pressure level (contour) and velocity profile (white) for (top) case $B_{ABL}$ and (bottom) $B_{WT}$ for $f_c = 1$ kHz.

Fig. 12 Relative sound pressure level (contour) and velocity profile (white) for (top) case $C_{ABL}$ and (bottom) $C_{WT}$ for $f_c = 1$ kHz

and diffraction of the acoustic wave by the terrain, and indirectly, by modifying the mean flow. Hence the effect of the wake presented for the baseline case can be enhanced or balanced out by the topographical effect. For the case with the wind turbine positioned in front of the hill, the contour of $\Delta L$ for the case with ($B_{WT}$) and without ($B_{ABL}$) the wake are presented in Fig. 11. It seems here that the hill can explain most of the visible effects and that the wake has very little influence on sound propagation. First a shadow zone is created just behind the hill. Second, the strong velocity gradient created just after the hill is responsible for the focusing that can be observed at 700 m at ground level (Fig. 11). However, even with this redirection caused by the mean flow, the shielding effect of the hill is strong. Hence $\Delta L$ is negative after the hill, with the exception of this focusing zone. In comparison the velocity gradient induced by the wake itself is small (see the velocity profile in Fig. 11). Hence the wave guide effect that was observed for case $A_{WT}$ is not visible. This indicates that the effect of the wake created by a turbine placed just upstream of a hill is overshadowed by the effect of the hill itself. Nevertheless, a slight shift of the focused ray away from the hill can be observed in case $B_{WT}$.

However, when the wind turbine is placed on top of the hill (cases $C_{ABL}$ and $C_{WT}$), the wind turbine wake has a very strong effect, see Fig. 12. As for case B, the hill influences the propagation both through its geometry and the induced mean flow. Here, the geometry of the hill creates a cusp caustic just above the bottom of the hill (at 260 m on Fig. 12). The caustic then separates into two branches, one going directly up and one reflecting towards the ground at 330 m. This is only an effect of the terrain and can be observed for both cases. The second effect is similar to what was observed in case B. The velocity deficit behind the hill creates a focusing zone at the ground at $x = 1300$ m. The effect is less visible than for case B because the direct influence of the source is stronger. Next, looking at $\Delta L$ obtained with the wake taken into account (Fig. 12), some differences can be noticed. Firstly the focusing induced by the hill’s wake seems much stronger and appears closer to the source, from $x = 1200$ m to $x = 1000$ m. This effect seems to be a combination of the geometry and the merging of the wakes from the turbine and the hill. Secondly, another focusing appears, which is redirected to the ground at 2400 m. This is a direct consequence of the wake, which is acting as a wave guide in the same way it was in the flat case. As a consequence the high $\Delta L$ region spreads over a larger distance.
The relative sound pressure levels for a line of receivers at 2m height are plotted in Fig. 13 for case A and B. It is really clear for case B that the wake has very little influence on the SPL at the ground. The dip between 500 m and 700 m corresponds to the shadow zone observed in Fig. 11 just behind the hill. The shadow zone is a bit larger in the presence of the wake as the focusing seems to appear a few meters away from the hill. It was already visible on Fig. 11 as the focused ray arrives before 700 m for case \(B_{ABL}\) but around 800 m for \(B_{WT}\). This is explained by the fact that the velocity gradient behind the hill is softened by the wake and hence the redirection towards the ground occurs a bit further. In the far field \((x > 1 \text{ km})\) no differences are noticed.

For case C different arrivals at the ground are identifiable, corresponding to the previously described effects. The peak at \(a\) corresponds to the caustic redirected towards the ground. Peaks \(b\) and \(c\) correspond to the focusing induced by the hill’s wake. In case \(C_{WT}\) the focusing appears 200 m closer to the source than for case \(C_{ABL}\). Finally, the strongest sound focusing appears at \(d\), which is the one directly induced by the turbine’s wake, with a 5 dB increase between cases \(C_{ABL}\) and \(C_{WT}\). The peaks \(c\) and \(b\) are of comparable amplitudes and the major effect of the wake seems to be the 300 m shifting towards the source.

C. Comparison of overall SPL

The comparison between the overall sound pressure level (OASPL) in dBA for the three cases studied is presented in Fig. 14. First the observation made for the relative SPL for frequency bands are in accordance with overall SPL results. For case A the increase in sound power level in presence of the wake is very visible after 2 km. For case B, the shadow zone widening between 500 m and 800 m in the presence of the wake is coherent with previous observation. Finally in case C, the three focusing zones (at \(x = 200\) m, \(x = 1100\) m and \(x = 2500\) m) described in Fig. 13 are still distinct even if the second one is a lot smoother.

The first observation is that the overall SPL, in the downwind direction \((x > 0)\), are always between 5 dBA and
10 dBA smaller for case B than for the two other cases. However, the overall SPL at the focus zone \((x = 700 \text{ m})\) in case B is of comparable amplitude with the SPL for the other cases at this position. Although the hill shields the noise, levels remain significant at ground level just after the shadow zone. In the upwind direction \((x < 0)\) case A and case B are equivalent as there is no topography or significant changes in the mean flow. Without taking the wake into consideration the overall SPL is higher in case \(\text{CABL}\) with a consistent difference of 3 dBA between the SPL computed for case \(\text{AABL}\). On the contrary taking the wake into consideration shows that the overall SPL, compared to \(\text{CABL}\), is higher closer to the source in case \(\text{CWT}\) (with a peak at 2.5 km) but remains the same in the far field. For case \(\text{AWT}\) the overall SPL increases from 3 km to 5 km. Hence, the overall SPL in case \(\text{AWT}\) becomes greater than the level for case \(\text{CWT}\) after 3 km. This can be explained as more energy is focused close to the hill in case \(\text{CWT}\) which leads to reduced sound pressure level in the far field, while in case \(\text{AWT}\), focusing of acoustic waves occurs at a larger distance which leads to increased sound pressure level after 3 km. This shows that the sound will propagate at greater distances in the downwind direction for a flat terrain configuration than for a wind turbine on top of a hill.

An interpolated top view of the overall SPL for case \(\text{AWT}\) and \(\text{CWT}\) at 2m height is presented in Fig. 15. It confirms that, in both cases, the high SPL zones are present downwind (where the sound waves propagate through the wake of the turbine) with a width of 200 m. As previously described, more energy is directed before 3 km in the case with the hill while the focusing zone is present at much greater distances for case A. Finally it can be observed upwind of the turbine that the overall SPL are higher for case C. This is an effect of the elevation of the source, that will tend to move back the shadow zone created by mean flow. There is no difference upwind between the cases with or without the wake as the sound does not propagate through it.

### D. Influence of Velocity

In this last section the effect of the velocity on the propagation is briefly examined. The previous results were obtained for a wind profile characterized by a wind speed at 100 m (hub height) equal to \(V_{\text{hub}} = 8 \text{ m.s}^{-1}\). In general a wind turbine operates at wind speeds between 6 m.s\(^{-1}\) and 14 m.s\(^{-1}\). These more extreme cases should also be investigated as propagation effects are expected to be more important. Two additional simulations are run for case \(\text{AWT}\) and \(\text{CWT}\) with \(V_{\text{hub}}\) equal to 10 m.s\(^{-1}\) and 12 m.s\(^{-1}\). These modifications are made from the available LES data by scaling the flow fields with \(u^*\). This rough approximation allows to have a first idea of the influence of the velocity on the propagation without consuming more computational resources. Note that, for comparison, the sound power level is kept the same, while it is expected that the wind turbine actually emits more noise with the increase of the wind speed at hub height.

In the case of \(V_{\text{hub}} = 12 \text{ m.s}^{-1}\), the \(\Delta L\) contour plot at 1 kHz for cases \(\text{AWT}\) and \(\text{CWT}\) are presented Fig. 16. The effects of the mean flow are clearly more intense compared to the wind speed of \(V_{\text{hub}} = 8 \text{ m.s}^{-1}\) (Fig. 9 and Fig. 12). Note that the colormap range is also different between plots. The general dynamics are similar but the focusing in case
Fig. 16  Contour of $\Delta L$ at 1 kHz for $V_{0x}(100 \text{ m}) = 12 \text{ m.s}^{-1}$ for case $A_{WT}$ (top) and $C_{WT}$ (bottom). The wind speed profile is superimposed in white.

Fig. 17  Overall SPL for cases $A$ (left) and $C$ (right) for different wind speeds at hub height as indicated in the legend.

A is much stronger and, in case $C$, the three different focus zones are now more distinguishable. These three focusing zones seem to be related to the high velocity gradient zones (I) around the hilltop, and at the (II) bottom and (III) top of the wake. These focusing are redirected at some point towards the ground by the general positive velocity gradient of the ABL. The separation of the strongest ray after bouncing of the ground is due to the velocity gradient that folds the wavefront and creates an other caustic. These phenomena could also be observed for $V_{hub} = 10 \text{ m.s}^{-1}$ but the effect is less pronounced.

The overall sound pressure levels for receivers at 2 m height above the ground are presented for the three wind speeds in Fig. 17. The same behavior can be observed for case $A$ and case $C$. By increasing the wind speed the focusing phenomenon tends to intensify: the peak is stronger and more localized. There is a 10 dBA increase for case $A$ between $V_{hub} = 8 \text{ m.s}^{-1}$ and $V_{hub} = 12 \text{ m.s}^{-1}$. This effect is smaller in case $C$ with a 7 dBA increase between $V_{hub} = 8 \text{ m.s}^{-1}$ and $V_{hub} = 12 \text{ m.s}^{-1}$. As the effective sound speed increases the focusing at the ground also appears closer to the source. For case $C$, the maximum shifts 500 m closer to the source between the case at 8 m.s$^{-1}$ and 12 m.s$^{-1}$. As the wind speed increases, the overall SPL after the focused zone decreases. This can be explained as the focusing becomes stronger and more localized there is less energy that is redirected at long distance.

V. Conclusion

This study demonstrates that terrain topography can significantly affect wind turbine sound propagation. Using linearized Euler equations, solved in a moving frame following the wavefront, we find that the velocity gradient in wind turbine wakes leads to a sound focalization toward the ground. For turbines on a hilltop, the sound pressure level due to the turbine shows more substantial peaks closer to the turbine than for a reference flat terrain case. However, when the turbine is placed before the hill, the effect of the wind turbine wake is limited as sound propagation is mainly determined by the geometry of the terrain and the flow around the hill. Furthermore, we find that the sound focusing effect becomes more pronounced and closer to the turbine with increasing wind speed. Given the importance of understanding the impact of wind turbine noise propagation in different environments, including social impacts, it is crucial to understand...
the interactions between wind turbines and varying terrains. A future research area of interest is exploring the effect of an extended sound source instead of a point source, as this would allow to study the impact of topography on amplitude modulation.
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