Microdrone-Based Indoor Mapping with Graph SLAM

Samer Karam 1,*, Francesco Nex 2, Bhanu Teja Chidura 2 and Norman Kerle 1

1 Department of Applied Earth Sciences, Faculty ITC, University of Twente, 7514 AE Enschede, The Netherlands
2 Department of Earth Observation Science, Faculty ITC, University of Twente, 7514 AE Enschede, The Netherlands
* Correspondence: s.karam@utwente.nl

Abstract: Unmanned aerial vehicles offer a safe and fast approach to the production of three-dimensional spatial data on the surrounding space. In this article, we present a low-cost SLAM-based drone for creating exploration maps of building interiors. The focus is on emergency response mapping in inaccessible or potentially dangerous places. For this purpose, we used a quadcopter microdrone equipped with six laser rangefinders (1D scanners) and an optical sensor for mapping and positioning. The employed SLAM is designed to map indoor spaces with planar structures through graph optimization. It performs loop-closure detection and correction to recognize previously visited places, and to correct the accumulated drift over time. The proposed methodology was validated for several indoor environments. We investigated the performance of our drone against a multilayer LiDAR-carrying macrodrone, a vision-aided navigation helmet, and ground truth obtained with a terrestrial laser scanner. The experimental results indicate that our SLAM system is capable of creating quality exploration maps of small indoor spaces, and handling the loop-closure problem. The accumulated drift without loop closure was on average 1.1% (0.35 m) over a 31-m-long acquisition trajectory. Moreover, the comparison results demonstrated that our flying microdrone provided a comparable performance to the multilayer LiDAR-based macrodrone, given the low deviation between the point clouds built by both drones. Approximately 85% of the cloud-to-cloud distances were less than 10 cm.
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1. Introduction

The provision of up-to-date information about indoor-environment layouts is vital for a wide range of applications, such as indoor navigation and positioning, efficient and safer emergency responses in disaster management and facility management. However, this study focuses on the disaster management application [1,2] as it is part of the Horizon 2020 project INGENIOUS [3] that aims to assist first responders to be more effective and make their jobs safer following natural and manmade disaster events.

Although many buildings have as-built 2D floor plans, these plans are usually not available quickly enough when needed. The plans are also often outdated because buildings change frequently, and it is costly to update their information using static mapping systems, such as terrestrial laser scanners (TLSs). Moreover, the interiors of these buildings are often occupied by furniture; thus, the floor plans do not provide sufficient information for first responders or civil protection personnel, for example, to understand the situation upon their arrival.

Thanks to recent developments in the domain of mobile mapping, it is possible to scan a large building within hours, or even less, using mobile mapping systems (MMSs). MMSs can take the form of ground-based systems, such as the NavVis (www.navvis.com) M6, GeoSLAM ZEB Revo RT (www.geoslam.com) and unmanned aerial vehicles (UAVs)
Drones [4], also called drones. For the ground-based MMSs, an operator is required to carry [5,6] or push (NavVis M6) the platform, while the majority of drones are autonomous, semi-autonomous, or remotely controlled by a pilot [7,8]. Therefore, it is feasible for drones to provide additional practical advantages at hazardous sites compared to other platforms. Pilots can safely operate drones in the target space with minimal intervention and, thus, without risking their own safety. Additionally, drones have the ability to fly at different elevations and speeds, which enables them to provide data at different resolutions, as well as allowing them to navigate partially obstructed spaces.

A typical drone is composed of navigation sensors, such as inertial measurement units (IMUs) and global navigation satellite systems (GNSSs), and mapping sensors that collect information on the surrounding environment, such as light detection and ranging (LiDAR) scanners and cameras [7,9–12].

Although IMUs provide good short-term motion estimates [13,14], they suffer from the accumulation of errors over time because of dead-reckoning-based positioning, which makes them undesirable stand-alone sensors for navigation. Therefore, drones are based on GNSS in GNSS-only mode or IMU and GNSS coupling for outdoor navigation [15]. However, navigation is more challenging in indoor environments where satellite positioning is not available. The most popular solution for indoor navigation in the robotics community is the simultaneous localization and mapping (SLAM) algorithm [16]. SLAM employs the sensors’ measurements to estimate the pose of the platform and the map of the surrounding space simultaneously.

The camera-based SLAM (visual SLAM) is extremely sensitive to lighting conditions and sites of limited texture, which are common in indoor environments. Therefore, it is more effective to use active-sensor-based SLAMs, such as LiDAR SLAM, in indoor applications [5,17,18]. Moreover, LiDARs are the most appropriate sensors for capturing the geometry of observed scenes, and LiDAR SLAMs provide more accurate maps compared to visual ones, e.g., in textureless environments [17–19].

LiDAR-based drones can vary greatly in size, shape, cost, and capabilities, depending on their purpose. The existing drones in the field of mobile mapping often use single-layer (2D) scanners, such as Hokuyo [20], or multilayer (3D) scanners, such as Velodyne [21] and Ouster [22]. On one hand, these LiDARs have a greater ability to capture the detailed geometries of objects than 1D scanners, such as the VL53L1X (www.st.com). On the other hand, these multidimensional LiDARs are far larger, heavier and more expensive than the one-dimensional versions, and thus, they require larger platforms and more powerful motors in order to fly. Confined or complex indoor environments make the use of large drones impractical.

SLAMs can take the form of online algorithms that prioritize the estimation of the current pose and obstacle avoidance over the overall quality of maps, such as Kalman-filter-based SLAMs [23,24], or offline algorithms that optimize the entire trajectory and provide greater map accuracy, such as graph SLAMs [25]. However, because of the reduced space and greater number of obstacles indoors, one of the key challenges when flying drones in indoor spaces is obstacle avoidance. Therefore, many drones are equipped with sensors that warn the operator or the autonomous drone of nearby obstacles, preventing the drone from crashing [26–28].

In this paper, we propose a drone that is capable of producing 3D maps of various indoor environments in the real world. In contrast to commonly used drones, we keep the drone design as inexpensive as possible by making use of simple and relatively low-cost sensors. This, in turn, leads to an easily replaceable drone in case of a collision. The proposed drone has the following properties:

- On the hardware side, it is a microdrone equipped with six 1D scanners and an optical flow sensor. We selected the platform and attached sensors, with a trade-off between performance, application, size and cost. Our drone design was inspired by the Bitcraze (https://www.bitcraze.io) Crazyflie, but it includes major modifications to enable it to fly longer distances without stopping, thereby scanning larger spaces.
Our platform (182 × 158 × 56 mm) is slightly bigger than the Crazyflie platform (92 × 92 × 29 mm), which allows a higher payload capacity, and makes it customizable for future work; however, it is still small enough to pass through standard ventilation windows or small openings in damaged buildings. The platform was chosen to be multirotor to enable vertical take-off and landing, which is important for the operation of the drone in small spaces.

- On the software side, our drone employs feature-based graph SLAM for positioning and mapping. Our SLAM was inspired by Karam et al. [29]. It was designed to map indoor environments with planar structures through linear segments detected in consecutive LiDAR data. We reduced the degrees of freedom in the optimization problem via plane parametrization based on a two-fold classification: horizontal and vertical (Section 3.3). The proposed SLAM performs loop closure detection and correction to recognize previously visited places, and to correct the accumulated drift over time. Our loop closure corrects the drift using plane-to-plane matching, which makes it a robust method because the planes used are large and spatially distinct (Section 3.4). Our SLAM uses splines to guarantee a continuous six-degrees-of-freedom (6DoF) representation of the trajectory, which is more accurate than the discrete pose representation in the typical graph SLAM [25,30,31]). For pose prediction, our SLAM system exploits the onboard extended Kalman filter (EKF)-based positioning system developed by Bitcraze. It integrates IMU, vertical ranger and optical flow sensor data to predict the 3D pose of the drone [8]. This enables the pilot to view the predicted point cloud, meaning the recorded laser-points based on the predicted pose, in real time. The drone also performs obstacle avoidance using laser-ranging sensors. The up-to-date point-cloud viewer with the obstacle avoidance technique helps the pilot safely operate the drone in unknown environments. As our goal is to map a specific indoor space due to an emergency need, we do not aim to have an autonomous drone, but a semi-autonomous one that can be remotely directed to the target space. Immediately after landing, our SLAM performs nearly real-time data processing to build the map (Section 3). The average processing time for all datasets presented in this paper was less than 2 min.

The aforementioned technique allows our drone to capture the geometry of the indoor environment in a planar shape, which is a common approach in research on indoor 3D reconstruction [32]. The chosen map representation makes it possible to quickly present previously unknown indoor space volumes and shapes in emergency situations. Moreover, it enables easier data storage compared to point-based representation. We describe experiments in various indoor environments and evaluate the performance of the proposed methodology by comparing the obtained point clouds against those obtained from the multipurpose autonomous exploring (MAX) research drone [22], the integrated positioning system (IPS) helmet [33] and the RIEGL VZ-400 TLS as ground truth.

The next section of this paper, Section 2, presents a review of related works, while Section 3 describes the microdrone and employs SLAM. The datasets, experimental results and discussion are presented in Section 4. The paper ends with conclusions in Section 5.

2. Related Works

An increasing number of studies show the role drones can play in search-and-rescue activities in emergency situations [20,21,34–37]. Various studies on indoor mapping and localization with drones and LiDAR instruments have been undertaken in the last decade [7,18,26,27]. In most of these studies, the drone is equipped with multidimensional LiDAR, and thus, has a relatively large platform. For example, Cui et al. [20] designed a quadrotor drone that integrated visual, LiDAR and inertial sensors. This drone employs feature SLAM, which depends on two onboard Hokuyo scanners mounted orthogonally to each other. The authors represented the state of their air vehicle as a 4DOF pose, and
exploited the horizontal scanner to estimate the 2D pose \((x, y, \text{heading})\) and the vertical scanner to estimate the altitude \(z\). Their SLAM relied on the assumptions that, first, the line features in the scanned space are orthogonal to each other or offset by multiples of a constant angle displacement, and second, that the space can be described by corners and line features. Their drone weighs 2900 g and is 350 mm in height and 860 mm in diagonal width. Using a similar sensor configuration, Ajay Kumar et al. [18] proposed a combined LiDAR and IMU navigation solution for indoor UAVs. However, their SLAM did not require predefined features, but depended on a point-to-point scan-matching-based polar scan matching (PSM) method [38]. It retrieved the 2D pose of the UAV from the horizontal LiDAR and the IMU, and the altitude from the vertical LiDAR. They then fused both LiDAR data using a Kalman-filter-based method to derive the 3D position of the UAV. They compared their method against the well-known scan matching method with the iterative closest point (ICP) [39], PSM, and ground truth. The results showed that their customized method outperformed ICP and PSM, and the maximum translation and angular deviation from the ground truth were less than 3 cm and 1.72\(^\circ\), respectively. Dowling et al. [7] presented a SLAM-based UAV that can perform 2D mapping of indoor spaces with an accuracy of 2 cm. It utilized a 2D Hokuyo LiDAR to scan the surrounding space, and an ultrasonic sensor to measure the height from the ground. Although their prototype drone showed the ability to map some structured indoor environments, it was predicted to fail in more complex environments without a 3D SLAM system. Furthermore, Gao et al. [21] developed a quadcopter UAV equipped with a multilayer Velodyne scanner (830 g, 103 \(\times\) 72 mm) and an IMU for simultaneous localization and mapping.

Fang et al. [40] customized a UAV for inspection and damage assessment in the event of an emergency in shipboard environments. The drone was equipped with a depth camera, a sonar sensor, an optical flow camera, a 2D LiDAR, a flight controller, a thermal camera, an embedded computer, an IMU and an infrared camera. The size of their drone was 580 \(\times\) 580 \(\times\) 320 mm, and the weight of the attached sensors was approximately 520 g. They presented a multisensor fusion framework for autonomous navigation. Their framework required a predefined 3D map and featured several steps. First, they employed depth visual odometry for motion estimation. Second, they fused visual odometry with an IMU. Third, they fed the visual–inertial fusion into a particle filter localization algorithm to estimate the absolute 6DOF pose of the UAV in the given 3D map. Finally, they fused odometry, position estimates and other sensor data in a Kalman-filter framework for real-time pose estimation. The experimental results show that their drone can navigate in a corridor that is 20 m long and 1 m wide. However, their platform is still relatively large for some narrow openings indoors.

Zingg et al. [12] presented a camera and IMU-based wall collision avoidance for navigating through indoor corridors. They used the AscTec Hummingbird drone (http://www.ascotec.de) that has an approximate diameter of 530 mm, a payload capacity of up to 200 g and a flight time of up to 12 minutes. However, the proposed method was designed to work in textured corridors and cannot handle unknown indoor environments.

In contrast to these contributions, which adopted larger drones, some studies used a Crazysflie microdrone \((92 \times 92 \times 29 \text{ mm})\), which has a low payload capacity \((15 \text{ g})\). For example, Giernacki et al. [41] addressed the potential use of the Crazysflie in research and education. They demonstrated the possibility of determining the drone’s position using a marker attached to its body, a Kinect motion-sensing device, and a ground station for communication. In a different study, Raja et al. [27] presented an indoor navigation framework for performing the localization of a Crazysflie in an indoor environment while simultaneously mapping that environment. They used a particle-filter-based SLAM algorithm to generate a 2D occupancy grid map of an observed scene, using groups of particles for hypothetical map generation. To reduce the number of particles, they used actuation commands and laser scans to estimate the pose of their microdrone. The simulation results showed that their algorithm performed better than the conventional EKF algorithm in
mapping and positioning. For obstacle avoidance, they proposed an adaptive velocity procedure algorithm that estimated the braking distance of the UAV from the obstacle.

More recent studies on Crazyflie applications used simulated environments, frameworks, and platforms [27,42-44]. Paliotta et al. [34] exploited a swarm of microdrones (Crazyflie 2.1) to build a network to localize first responders in indoor environments. These microdrones require a predefined map of the target space to operate. They are intended to be used with the Loco Positioning System (https://www.bitcraze.io/documentation/system/positioning/loco-positioning-system/, accessed on 20 July 2022), which depends on the distribution of anchors to estimate the position of the UAV in the interior space.

The work presented by Lagmay et al. [26] introduced an autonomous navigation drone with collision avoidance. They used an infrared sensor to detect obstacles and ensure a safe flight. However, their framework does not implement SLAM and is therefore in need of a predetermined 3D model of the buildings in which the drone operates. Additionally, their work is based on a set of assumptions, such as the height at which the UAV is set to avoid overhead and underfoot obstacles, the presence of obstacle-free corridors, and the ability of the drone to fly along them. In a different study, Duisterhof et al. [35] presented a deep-learning-based Crazyflie for source-seeking applications. They used a multiranger deck (https://www.bitcraze.io/products/multi-ranger-deck/, accessed on 20 July 2022) for obstacle detection and avoidance. Some recent studies have also applied deep-learning algorithms to enable drones to avoid obstacles [35,45-47]. However, these kinds of algorithms require large amounts of data (benchmarks) for training purposes. It is not always possible to obtain such data, and it is difficult to cover all types of indoor environments.

3. Microdrone Quadcopter and SLAM

3.1. Microdrone Description

We configured a microdrone with a multiranger deck for mapping and obstacle avoidance, and a Flow deck V2 to measure horizontal movement. Both decks are sold by Bitcraze. A picture of the drone is shown in Figure 1, and Table 1 lists its key components. It is a quadcopter microdrone with a size of 182 × 158 × 56 mm and a maximum payload capacity of approximately 150 g. The microdrone is based on a quadcopter configuration due to its simple structure and the stable control it offers [20].

![Figure 1. The quadcopter platform with attached sensors.](image-url)
Table 1. The key components of our quadcopter platform.

<table>
<thead>
<tr>
<th>Components</th>
<th>Quantity</th>
<th>Weight (g)</th>
<th>Measures Range up to</th>
<th>Size (WxHxD) (mm)</th>
<th>Cost (US$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Flow deck-V2</td>
<td>1</td>
<td>1.6</td>
<td>4 m (one direction)</td>
<td>21 × 28 × 4</td>
<td>62</td>
</tr>
<tr>
<td>Multiranger deck</td>
<td>1</td>
<td>2.3</td>
<td>80 mm to infinity</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Motor (SkyRC X2208)</td>
<td>4</td>
<td>37.5</td>
<td>Not applicable</td>
<td></td>
<td>42</td>
</tr>
<tr>
<td>Battery (Lipo 3 s 800 mah)</td>
<td>2</td>
<td>70.0</td>
<td>Not applicable</td>
<td>57 × 30 × 23</td>
<td>30</td>
</tr>
<tr>
<td>Flight Controller (Crazyflie Bolt)</td>
<td>1</td>
<td>9.2</td>
<td>Not applicable</td>
<td>36 × 35.4 × 2</td>
<td>250</td>
</tr>
<tr>
<td>ESC (AIKON AK32 35A)</td>
<td>4</td>
<td>8.0</td>
<td>Not applicable</td>
<td>40 × 12 × 1.5</td>
<td>45</td>
</tr>
<tr>
<td>Propeller</td>
<td>4</td>
<td>4.0</td>
<td>Not applicable</td>
<td>127 × 101 × 76</td>
<td>5</td>
</tr>
<tr>
<td>Structure</td>
<td>1</td>
<td>52.0</td>
<td>Not applicable</td>
<td>200 × 150</td>
<td>2</td>
</tr>
</tbody>
</table>

The multiranger deck is composed of five VL53L1x time-of-flight (TOF) range finders (1D scanners) to measure the distance in five different directions: front, back, left, right, and up (Figure 1). The Flow deck consists of the VL53L1x range finder, which measures the distance to the ground, and the PMW3901 (https://docs.px4.io/v1.11/en/sensor/pmw3901.html, accessed on 22 August 2022) tracking sensor, which measures movements in relation to the ground (Figure 1). The VL53L1x can measure ranges up to 4 m. The PMW3901 is adapted to work from approximately 80 mm to infinity, according to its specification.

The platform is equipped with four plastic propellers, electronic speed controllers (ESCs) and four SkyRC X2208 motors with a diameter of 28 mm, a length of 35 mm, and a weight of 37.5 g. The drone is supplied by two LiPo batteries with three cells, a nominal voltage of 11.1 V, a size of 57 × 30 × 23 mm, a weight of 70 g, and a minimum capacity of 800 mAh. The batteries provide energy for up to 12 minutes of continuous flight. The total weight of the key components, including the structure of the drone (52 g), is 401.5 g.

This nanoflying drone depends on two microcontrollers. The first is NRF51, which handles radio communication and power management. The second is the STM32F405, which handles the sensor reading, motor, and flight control. The microdrone communicates with a PC computer (ground station) over the Crazyradio PA USB radio dongle within a range line-of-sight of up to 1 km. The drone streams data to the ground station using the onboard nRF radio module. We used the ground station keyboard for manual control. The proposed microdrone uses the Flow deck and multiranger deck to measure the distance in all directions and avoid obstacles, as explained in our previous work [8]. The cost of the whole drone, including a flight controller (Crazyflie Bolt 1.0), is approximately 550 USD, and it can take a week to build it.

3.2. Sensor Data Fusion

Multisensor mobile mapping devices often employ three different coordinate systems: the sensor system, the body frame system, and the world system (local or global). In our drone, each range finder records data with its own sensor system. To integrate the
data of the six rangers, their sensor systems had to be transformed into a unified frame system. We adopted the Flow deck system as the body frame system of the presented UAV. The positive x-axis runs along the front direction of the frame object, the positive y-axis runs along the left direction of the frame object, and the positive z-axis points upward and perpendicular to the xy-plane.

The multiranger deck is positioned horizontally above the Flow deck and in such a way that the front, back, left, and right laser rangers face in the positive and negative direction of the x- and y-axis of the frame system, respectively (Figure 1). Assuming that all the sensors are rigidly mounted on the platform, the six laser points \( p_{l,j}^f \) that are captured by the six laser rangers \( (l = \text{up, down, left, right, front or back}) \) at each timestamp \( t_j \) are defined in the body frame system \( (f) \) as follows:

\[
\begin{align*}
    p_{\text{up},j}^f &= 0 \\
    p_{\text{down},j}^f &= 0 \\
    p_{\text{left},j}^f &= \text{left}_j + dy \\
    p_{\text{right},j}^f &= -\text{right}_j + dy \\
    p_{\text{front},j}^f &= \text{front}_j + dx \\
    p_{\text{back},j}^f &= -\text{back}_j + dx
\end{align*}
\]

(1)

where \( dx, dy \) and \( dz \) are translation parameters from the laser rangers to the frame system \( (f) \) and \( j \) index points.

Note that, in the rest of the paper and for simplification purposes, we omitted the laser ranger index \( l \) from the laser point name \( p_{l,j}^f \). The following equations are applied to all laser points regardless of the measurement ranger.

Since the body frame system moves constantly with the drone, we defined a fixed local world system in which the final point cloud and trajectory are registered. This world system is assumed to be the body frame system at the starting pose. Accordingly, the laser points \( p_{l,j}^f \) can be transformed to the world system \( (w) \) by:

\[
p_{l,j}^w = R_{w}^f(t_j) \cdot p_{l,j}^f + T_{w}^f(t_j),
\]

(2)

where \( R_{w}^f(t_j) = R\left(\omega_f(t_j), \phi_f(t_j), \kappa_f(t_j)\right) \) and \( T_{w}^f(t_j) = (X_f(t_j), Y_f(t_j), Z_f(t_j)) \) are the time-dependent rotation matrix and translation from the body frame system \( (f) \) to the world system \( (w) \), respectively.

3.3. Planar Segment Extraction

As our drone is equipped with 1D scanners, the recorded laser data per timestamp are not sufficient to extract planar segments. Therefore, we utilized the EKF-predicted point cloud to extract planar segments (Figure 2).
Due to the architecture of the side range finders (Figure 1), the recorded points while flying the drone are distributed almost linearly on the surrounding walls. Therefore, we detected the linear segments in the predicted point cloud independently for each side ranger by using a line segmentation algorithm [48], and then extracted the planar segments based on the linear segments, assuming the walls to be vertical (Figure 3). For the vertical rangers, the planar segments were extracted using a surface-growing segmentation [49].

To increase the robustness of the planar segment extraction, we filtered out the linear segments and planar segments based on several thresholds: the length threshold $l_{seg}$. 

---

Figure 2. The overall concept of the proposed methodology.

Figure 3. Top view of the laser points captured by the left ranger on the left walls of a corridor. The colors show the plane association, and the black lines refer to the extracted planes (2D bounding boxes).
point threshold \( N_p \) and standard deviation threshold. We extracted a plane from a linear segment whose length was greater than \( l_{seg} \), had a number of points higher than \( N_p \), and had a relatively low standard deviation of line-fitting residuals \( \sigma_i \) (lower than 5 cm). Moreover, a plane was filtered out if the standard deviation of the plane fitting residuals was higher than \( \sigma_p \).

We ensured that the normal vector of each extracted plane pointed towards the drone’s location while scanning the corresponding planar structure. This was beneficial for plane-to-plane matching, as described in the next section. Moreover, from the points of each segment, we extracted a 2D bounding box, as shown in Figure 3. It is an oriented box based on the plane fitted to the corresponding points. It is worth mentioning that the bounding boxes of the planar features in the generated maps were extended to the nearest corner for visualization purposes.

### 3.4. Plane-to-Plane Matching

Since the employed SLAM is based on planar features, we used plane-to-plane matching as an essential technique for data association (Figure 2) and loop closure (Section 3.4). Two or more planar segments may represent the same planar structure in an interior space. To detect such planes, we looped over all the extracted planes, and for each plane, we searched for matching candidates. The selection of these candidates was based on a set of criteria. First, the distance between the tested plane and its candidates should not exceed a certain threshold (see Table 2). Second, the normal vectors of the tested plane and its candidates should point in the same direction. Third, there should be an overlapping area between the corresponding bounding boxes.

**Table 2.** Thresholds and their value for the proposed methodology.

<table>
<thead>
<tr>
<th>Threshold</th>
<th>Value</th>
<th>Threshold</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Linear segment points ( N_p )</td>
<td>10 points</td>
<td>Linear segment length ( l_{seg} )</td>
<td>15 cm</td>
</tr>
<tr>
<td>Distance (matching)</td>
<td>20 cm</td>
<td>Angle (matching)</td>
<td>10°</td>
</tr>
<tr>
<td>Distance (loop closure)</td>
<td>1 m</td>
<td>Angle (loop closure)</td>
<td>22°</td>
</tr>
</tbody>
</table>

The planes that met these criteria were matched on one plane, which contained the points of both planes. A new bounding box was derived based on the extent of the new plane. Since the map was updated and the bounding boxes of some planes were extended, nearby planes may have started to overlap. Therefore, we iterated the plane-to-plane matching over the planes until no further candidates for matching were nominated. The proposed matching technique decreased the number of planes in the built map, thereby reducing the complexity of the map and speeding up the optimization process.

### 3.5. Linear Segment-to-Plane and Point-to-Plane Matching

We checked the association between the leftover linear segments that did not satisfy the requirements to instantiate a plane (Section 3.3) and the planes on the map (Figure 2). Similar to the previous association check, if the distance and angle between the segment and a plane were within a given limit and their 2D bounding boxes overlapped, the segment’s points were associated with this plane and the plane’s bounding box was updated based on the added points. The laser points that were not assigned to a linear segment or a planar segment were associated with their closest planes on the map (Figure 2). A point was added to a plane if it was located within its bounding box and within a certain distance (see Table 2).

It is worth mentioning that the bounding boxes of the planar features in the generated maps were extended to the nearest corner for visualization purposes. Using the vertical ranger-based planes (Section 3.3), we determined the heights of the ceiling and floor surfaces and extended the wall planes (i.e., 2D bounding boxes) to the corresponding floor and ceiling levels.
3.6. Loop Closure

The loop-closure detection and correction technique applied in this study is similar to the ones presented in our previous work [29] for a wearable mapping system, except for differences in the detection process. In contrast to wearable systems, which observe surrounding spaces from fixed operator-based altitudes, drones observe spaces from different altitudes. Since our UAV records the linear points on the surrounding walls, a pair of planes may represent the same planar structure, but their bounding boxes do not spatially overlap in 3D space. Therefore, we applied score-based loop-closure detection, which considers the overlap between two bounding boxes as an indicator worthy of giving a score, although it is not a decisive criterion that requires plane-to-plane matching.

Specifically, the detection approach is used to search for planes that meet a set of criteria. Although the first three criteria are identical to the ones in plane-to-plane matching, addressed above (Section 3.4), we relaxed the distance and angle thresholds to compensate for the larger expected accumulation of drift in the loop-closure area. The fourth criterion is the overlap between the bounding boxes not only in 3D space, but also in 2D planes, namely the YZ and XZ planes. For the fifth criterion, the tested planes were observed at separate time intervals, as the drone was expected to fly around in the target space before returning to the loop-closure area. For the sixth criterion, the bounding boxes were in proximity.

We assigned a score of one to a pair of planes for each criterion they met. A higher score was assigned to the pair of planes that met a combined criterion, e.g., the distance and angle criteria together. At the end, the pairs of planes with the highest scores were selected as the most probable locations for the loop closure. Next, the loop-closure correction merged these planes and modified the graph.

3.7. LiDAR Observation Equation

Each point \( p_i^w \) assigned to a plane \( P_h \) has two attributes: plane number and residual. The term residual refers to the distance between the point and the plane to which the point belongs. The LiDAR observation equation is formulated for each assigned point based on the expectation that the point’s residual \( r_p \) equals zero (Figure 2).

\[
E(n_h p_i^w - d_h) = 0
\]

where \( n_h = (n_{hx}, n_{hy}, n_{hz}) \) is the plane’s normal vector and \( d_h \) is the signed distance to the plane \( h \), \( h = 1, 2, \ldots, H \). \( \theta_h \) is the azimuth angle and \( P_h = (\theta_h, d_h) \) is the angular parametrization of plane \( h \); it is used in the final formulation of the observation equation, Equation (10).

However, the residual \( r_p \) is not necessarily zero because of the sensor noise and the accumulated drift over time.

\[
n_h p_i^w - d_h = r_p^w
\]

Since LiDAR points are recorded in the body frame system, Equation (4) can be rewritten based on Equation (2), as follows:

\[
n_h [R_j^w(t_j) p_i^f + T_j^w(t_j)] - d_h = r_p^w
\]

The drone pose parameters \((x, y, z, \omega, \phi, \kappa)\) are modeled as functions of time using splines. For instance, \( x \) is formulated as follows:

\[
x(t) = \sum_i \alpha_{x,i} B_i(t)
\]

where \( \alpha_{x,i} \) is the spline coefficient for \( x \) to be estimated on interval \( i \) and \( B_i(t) \) is the B-spline value at time \( t \) on interval \( i \).

Consequently, the rotation \( R_j^w(t_j) \) and translation \( T_j^w(t_j) \) can be written as follows:
\[
\begin{align*}
R_f^p(t_j) &= R(\sum_i \alpha_{\omega,i} B_i(t_j), \sum_i \alpha_{\phi,i} B_i(t_j), \sum_i \alpha_{k,i} B_i(t_j)), \\
T_f^w(t_j) &= (\sum_i \alpha_{x,i} B_i(t_j), \sum_i \alpha_{y,i} B_i(t_j), \sum_i \alpha_{z,i} B_i(t_j)).
\end{align*}
\] (7)

The employed SLAM is a graph optimization problem that utilizes the LiDAR observations to estimate the map of the scanned space and the poses of the drone simultaneously. The state vector to be estimated can be formulated as follows:

\[
X = [\alpha_1, \alpha_2, ..., \alpha_M, \mathbf{P}_1, \mathbf{P}_2, ..., \mathbf{P}_H]
\] (9)

where \( \alpha_i = [\alpha_{\omega,i}, \alpha_{\phi,i}, \alpha_{k,i}, \alpha_{x,i}, \alpha_{y,i}, \alpha_{z,i}] \) spline coefficients on interval \( i \).

We linearized the splines of the pose parameters. For instance, the linearized \( x \) spline:

\[
x(t) = \sum_i x_{x,i}^0 B_i(t) + \sum_i \Delta \alpha_{x,i} B_i(t),
\] (10)

where the upper index 0 denotes the approximate value.

After linearizing Equation (5) with respect to the unknown pose spline coefficients and unknown plane parameters using Taylor-series expansion, the LiDAR observation equation can be formulated as follows:

\[
\frac{n_h^0}{\Delta i} \left[ \left( R_f^w (t_j) \mathbf{p}_i^f + T_f^w (t_j) \right) - \mathbf{d}_h^0 \right]
\]

\[
\begin{align*}
&= -n_h^0 \frac{\partial R_f^w (t_j)}{\partial \omega} \mathbf{p}_i^f \sum_i \Delta \alpha_{\omega,i} B_i(t_j) - n_h^0 \frac{\partial R_f^w (t_j)}{\partial \phi} \mathbf{p}_i^f \sum_i \Delta \alpha_{\phi,i} B_i(t_j) \\
&\quad - n_h^0 \frac{\partial R_f^w (t_j)}{\partial k} \mathbf{p}_i^f \sum_i \Delta \alpha_{k,i} B_i(t_j) - n_h^0 \sum_i \Delta \alpha_{x,i} B_i(t_j) + n_h^0 \sum_i \Delta \alpha_{y,i} B_i(t_j) \\
&\quad - n_h^0 \sum_i \Delta \alpha_{z,i} B_i(t_j) + [\sin \theta_h^0 - \cos \theta_h^0 0] \left( R_f^w (t_j) \mathbf{p}_i^f + T_f^w (t_j) \right) \Delta \theta_h + \Delta d_h
\end{align*}
\] (11)

where \( \Delta \alpha_{\omega,i}, \Delta \alpha_{\phi,i}, \Delta \alpha_{k,i}, \Delta \alpha_{x,i}, \Delta \alpha_{y,i}, \Delta \alpha_{z,i} \) are the unknown increments of the pose splines coefficients on interval \( i \) and \( \Delta \theta_h \) and \( \Delta d_h \) are the unknown increments of the plane \( \mathbf{P}_h \) parameters.

3.8. SLAM

The equation system in the adjustment (SLAM) consists of Equation (11) for all the points assigned to the planes and is solved by a least-squares solution to estimate the unknown increments \( \Delta X \) containing the increments of all the plane parameters and spline coefficients. The SLAM solution seeks to minimize the sum of squared residuals \( \mathbf{r}_p^i \):

\[
\arg \min_X \left[ \sum_j \left\| \mathbf{r}_p^i \right\|^2 \right]
\] (12)

where \( j = 1,2, ..., K \). \( K \) refers to the number of points involved in the SLAM.

The plane and pose parameters in the state vector \( X \) are updated using the increments \( \Delta X \), Equation (13). The SLAM iterates and all the planes and splines (and, thus, the points’ locations) are updated until convergence (Figure 2).

\[
X_{i+1} = X_i + \Delta X
\] (13)

where \( i \) is the number of iterations.

However, the geometry of the LiDAR observations captured by the proposed flying drone is sometimes not enough to reliably estimate the 3D pose of the drone. The problem itself is generic, but its impact on the ability to estimate our drone’s pose is significant due to the limited features of our sensor configuration. To overcome this problem, we added stabilization equations that maintained the approximate values of the spline coefficients and prevented the drone from sliding in any direction.
4. Experiments

Below, we briefly describe the test sites (Section 4.1) and present the experimental results (Section 4.2). The point clouds included some outlying points, which were captured through glass. Since these points were often not present in both clouds, we excluded them from the comparison.

To evaluate the quality of the resulting maps, we compared the generated point clouds to those obtained by the MAX drone [22], IPS [33] and the RIEGL VZ-400 TLS as the ground truth (Section 4.4). Next, we compared the computed distances in the resulting map with the floor plan (Section 4.5).

MAX is a research quadcopter macrodrone developed by the Swedish Defense Research Agency (FOI). Its platform is equipped with an Ouster LiDAR with a 100-meter range, and a stereo camera with a 10-m range. The MAX drone employs two independent positioning systems: a camera-based system and a LiDAR-based system [8,22]. The MAX point clouds used in this work were obtained from the latter system. Karam et al. [8] compared the LiDAR-based system against the TLS, and the results showed that MAX experienced a deviation of 50 cm along the x and y axes for a traveled distance of approximately 65 m in an indoor office environment.

IPS is a vision-aided navigation system developed by the German Aerospace Center (DLR). It is a wearable platform in the shape of a helmet that features a mounted IMU and stereo camera. The IPS can be fused with global navigation satellite systems (GNSSs), which makes it applicable to indoor–outdoor scenarios [33]. The measurements presented by Bömer et al. [33] demonstrated that the IPS led to a 3D error of 40 cm over a 400-m long acquisition trajectory in a typical indoor environment.

4.1. Test Sites

We collected the data from three different test sites. At each site, we selected the mapping scenario in such a way that the operator could not see the observed space from the take-off location.

The first, second and third datasets, named ITC1, ITC2 and ITC3, were collected at the University of Twente, Faculty of Geo-Information Science and Earth Observation (ITC) building in Enschede, the Netherlands. ITC1 is a corridor in the form of an L-shaped hexagon (Figures 4 and 5), while ITC3 is a loop around an irregularly shaped room (Figure 6. The ITC1 and ITC2 (Figure 7) datasets were used to evaluate the performance of the proposed methodology in indoor mapping, against the ground truth obtained by the RIEGL TLS (Figure 5) and floor plan, respectively.
Figure 4. Slanted view of our point cloud (colors show plane association) with wall planes (black lines) for the ITC1 dataset. The blue arrow refers to the starting position and the dashed red lines refers to a cupboard located in the corridor. The ceiling and floor points are not shown for visualization purposes.

Figure 5. Slanted view of the TLS 3D point cloud for the ITC1 dataset. The ceiling and floor points are not shown for visualization purposes.
Figure 6. Slanted view of our point cloud (colors show plane association) with wall planes (black lines) for the ITC3 dataset. The blue star and plus signs refer to the start and end of the trajectory (turquoise), respectively. The ceiling and floor points are not shown for visualization purposes.

Figure 7. Our map for the ITC2 dataset. (a) Top view of our point cloud (colors show plane association) with wall planes (black lines). The floor's points are not shown for visualization purposes. The green oval surround a pillar in the corridor. The dashed red lines refers to the corresponding space in the corridor. (b) Slanted view of our map (colored bounding boxes refer to the 3D planar features).
The fourth dataset, named Apartment, was collected in a corridor in a typical student apartment in Münster, Germany. Similar to the ITC datasets, we utilized this dataset to evaluate the performance of our drone in mapping indoor spaces, and to compare some distances in our map with the corresponding distances in the floor plan (Figure 8).

![Figure 8](image1.png)

**Figure 8.** Top view (left) and slanted view (right) of our point cloud for the Apartment dataset. Colors show plane association. The ceiling’s and floor’s points are not shown for visualization purposes. The black 2D bounding boxes represent the reconstructed planes. The green ovals surround the opening doors, the blue arrows refer to distance measurements, and the black arrow points to an opening into another space.

The fifth and sixth datasets, named DLR1 and DLR2, respectively, were captured indoors at the German Aerospace Center (DLR) premises in Berlin, Germany. The DLR1 dataset was obtained from a corridor and a printer room that were connected through a wide-open door (Figure 9). The DLR2 dataset was captured in an almost U-shaped space (Figure 10). These datasets were used to contrast the performance of the proposed methodology in indoor mapping against those of the IPS helmet and MAX drone. Similar to the Apartment dataset, we compared some distances on our map with the corresponding distances in the floor plan (Table 3).

![Figure 9](image2.png)

**Figure 9.** Top view of our point cloud (colors show plane association) with wall planes (black lines) for the DLR1 dataset. The ceiling points (blue) and floor points (green) overlap in the middle of the scanned space. The red circle refers to an object (printer), and the red arrow points to a cupboard; see Figure 11.
Figure 10. Top view of our point cloud (colors show plane association) with wall planes (black lines) for the DLR2 dataset. The points at two different heights of the ceiling (yellow and pink) and floor points (green) overlap in the middle of the scanned space. The red circle refers to an area not visited by our drone, and the red arrow points to the kitchen space. The dashed red lines refer to the corresponding objects in the kitchen.

Table 3. Distances from our point cloud against a reference floor plan.

| Distance | Drone (m) | Floor Plan (m) | $|\Delta d|$ (m) |
|----------|-----------|----------------|---------------|
| $d_1$    | 1.52      | 1.60           | 0.08          |
| $d_2$    | 4.40      | 4.54           | 0.14          |
| $d_3$    | 1.20      | 1.22           | 0.02          |
| $d_4$    | 0.30      | 0.38           | 0.08          |
| $d_5$    | 1.60      | 1.65           | 0.05          |
| DLR1     |           |                |               |
| $d_6$    | 6.09      | 5.90           | 0.19          |
| $d_7$    | 2.68      | 2.75           | 0.07          |
| $d_8$    | 1.15      | 1.09           | 0.06          |
| DLR2     |           |                |               |
| $d_9$    | 2.67      | 2.76           | 0.09          |
| $d_{10}$ | 1.46      | 1.58           | 0.12          |
| $d_{11}$ | 3.95      | 3.70           | 0.25          |
| ITC2     |           |                |               |
| $d_{12}$ | 5.45      | 5.35           | 0.10          |
| $d_{13}$ | 8.90      | 8.60           | 0.30          |

Furthermore, the DLR1, DLR2 and ITC3 experiments aimed at demonstrating the ability of our SLAM to detect and correct loop closure. Therefore, in these experiments, the drone returned to the take-off location.

For comparison purposes, our drone and the MAX had the same initial location and orientation and operated at almost the same flight height during mapping. Moreover, the point clouds of all the systems—our drone, the IPS, the MAX and the TLS—were registered in the same coordinate system, using rigid transformation. The registration process was performed by means of course registration and the iterative closest points (ICP).
algorithm included in the open-source, free software CloudCompare (http://www.cloudcompare.org/).

For the experiments, the thresholds used are listed in Table 2. We set $N_p$ to 10 for the minimum number of points in a linear segment. The length threshold $l_{seg}$ was set to 15 cm, and the angle and distance thresholds for the data association in the proposed SLAM were 10° and 20 cm, respectively. For the loop closure, these thresholds were relaxed to 22° and 1 m, respectively. The maximum standard deviation of line $\sigma_l$ and plane $\sigma_p$ fitting residuals of points were set to 5 cm and 30 cm, respectively. These thresholds were experimentally determined.

4.2. Appearance–Reality Distinction

Figures 4, 6–9 and 10 show the point clouds generated with the proposed SLAM for the ITC1, ITC3, ITC2, Apartment, DLR1, and DLR2 datasets, respectively. As the proposed microdrone was built out of 1D scanners with a limited field of view and range (<4 m), it was worth investigating the ability of the employed SLAM to provide an exploration map through which to quickly obtain the indoor space shapes. Indeed, the ability of our method to provide a recognizable shape of the scanned space is evident in Figures 4, 6–9 and 10. The L-shape of the ITC1 dataset and the almost-U-shape of DLR2 can easily be recognized in Figures 4 and 10. The corridor in the Apartment dataset has four openings; one has no door (indicated by the black arrow in Figure 8) and the other three have half-open doors (indicated by the green ovals in Figure 8).

In Figure 5, the shape of the mapped space is clear in the TLS point clouds, and the details are accurate and sharp. However, the planar features in Figure 4 also make the shape of the space clear on our map. A visual inspection of the generated map showed that our feature-SLAM-based microdrone provided a comparable map to that of the TLS, because the microdrone-derived point cloud with planar features (Figure 4) was geometrically similar to the TLS point cloud (Figure 5).

Similarly, our point clouds for the DLR datasets (Figures 9 and 10) were geometrically similar to the corresponding point clouds derived by the MAX drone (Figure 11) and the IPS helmet (Figure 12). Moreover, Figure 12 demonstrates that our point clouds depicted the geometry of the DLR sites more precisely than the IPS point clouds.
Figure 11. The MAX and our map for the DLR1 dataset. (a) Slanted view of our map (the colored bounding boxes refer to the 3D planar features). (b) Slanted view of the MAX 3D point cloud (green) and our map (the black bounding boxes refer to the 3D planar features). (c) Top view of the MAX 3D point cloud (green) and our map (the black bounding boxes refer to the 3D planar features) with points at two different heights of the ceiling (blue and purple). The red circle refers to an object (printer).
Figure 12. Top view of the IPS 3D point cloud (green) and our point clouds (blue) for the DLR datasets.

Figure 9–11 show that some details are more recognizable on our map than on that of the MAX, and vice versa. For instance, the cupboard in the middle of the room in Figure 11 was reconstructed with a clearer layout on our map compared to that of MAX, while the layout of the printer is clearer on the MAX map compared to ours (as indicated by the red circle in Figure 11c). Similarly, the layout of the kitchen is clearer on our map (Figure 10). However, during the data collection, our drone became less stable and began to wobble in the kitchen area. This is reflected by the sparser points on our map of the kitchen compared to other areas (the red arrow in Figure 10). The main reason for this discrepancy is related to the fact that the floor of the kitchen was highly reflective, and the Flow deck performs relatively poorly over such surfaces. This is because optical-flow sensor-based 2D positioning is highly affected by the number of visual features and the light conditions in the flight area.

The red circle in Figure 10 refers to a spot in the corridor that was unvisited by our drone. Therefore, there was a lack of LiDAR observations, which in turn led to an incomplete and inaccurate reconstruction compared to the corresponding part in the MAX map.

The same applies to the end of the corridor in the DLR1 dataset, which was not visited by our drone (Figure 9); by contrast, this area was reconstructed properly by the MAX due to its longer-range sensors. The second reason for this discrepancy was that our forward ranger observed the glass part of the door. This problem could have been overcome by rotating the drone around the z-axis to capture as many points as possible on the surfaces at the end of that corridor.

One of the key advantages of our drone is its capability to capture the ceiling and floor independently from the operating height. This was evident through the ability of our UAV to capture the ceiling in all the experiments. Moreover, our SLAM showed the ability to detect the change in the ceiling height in the DLR datasets and segment the ceiling points into different planar features (Figure 9–11), although the variance in the height of the ceiling was less than 20 cm.

4.3. Cloud-to-Cloud Comparison

To quantify the deviation of our point clouds from the compared clouds, we computed the cloud-to-cloud absolute distances (C2C), as shown in Table 4 and Figure 13. The
C2C distances were computed in two cases: with and without the SLAM (i.e., predicted point clouds) in order to evaluate the benefits of the SLAM for map generation.

**Table 4.** C2C distances between our drone and the compared systems (TLS and MAX).

<table>
<thead>
<tr>
<th>Compared Systems</th>
<th>Datasets (The Terminology Used in the Paper)</th>
<th>C2C &lt; 10 cm (%)</th>
<th>C2C &lt; 20 cm (%)</th>
<th>Avg. Distance (cm)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>With SLAM</td>
<td>Without SLAM</td>
<td>With SLAM</td>
<td>Without SLAM</td>
</tr>
<tr>
<td>Our Drone–TLS</td>
<td>ITC</td>
<td>75</td>
<td>48</td>
<td>94</td>
</tr>
<tr>
<td>Our Drone–MAX</td>
<td>DLR1</td>
<td>85</td>
<td>61</td>
<td>97</td>
</tr>
<tr>
<td></td>
<td>DLR2</td>
<td>89</td>
<td>78</td>
<td>97</td>
</tr>
</tbody>
</table>

![C2C absolute distances](image)

**Figure 13.** Our point clouds are colored based on C2C distances from the TLS map for the ITC dataset (a), and from the MAX map for the DLR1 (b) and DLR2 (c) datasets.

The microdrone-TLS comparison results showed that, on average, approximately 75% of the C2C distances were less than 10 cm, and that approximately 94% of the distances were less than 20 cm. The percentage of the C2C distances that were less than 20 cm differed slightly when the SLAM was executed, while the SLAM significantly
increased the percentage of the distances that were less than 10 cm (from 48% to 75%). Thus, the SLAM improved the accuracy of the generated point cloud, while the deviation of the point cloud from the ground truth was significantly lower than that obtained without the SLAM.

Compared to the MAX, our drone showed comparable performance due to the low deviation of our point cloud from the one obtained by the MAX. The majority of the cloud-to-cloud distances were less than 10 cm. It is worth mentioning that the ceiling points were excluded from the C2C computation because the MAX point cloud had no points on the ceiling.

Similar to the MAX, the IPS point cloud had no points on the ceiling. Moreover, the IPS cloud had a lower density on the walls than our point cloud (Figure 12). Since the reference point cloud in the C2C calculation should have a higher density than the point cloud with which it is compared, we did not compute the C2C distances between our cloud and the IPS cloud, as it would have yielded a biased estimation of the real deviation between the two clouds.

4.4. Floor Plan Comparison

To further evaluate the performance of the proposed methodology, we computed some of the distances \(d_1, d_2, d_3 \) and \(d_4\) between the planar features in the resulting map for the Apartment dataset and compared them against the corresponding measurements in the floor plan, as illustrated in Figure 8 and Table 3. Similarly, we compared the distances \(d_5, d_6\) and \(d_7\), \(d_8, d_9\) and \(d_{10}\) and \(d_{11}, d_{12}\) and \(d_{13}\) in the DLR1, DLR2 and ITC2 datasets, respectively.

Table 3 shows that the distance differences \(\Delta d\) were less than 20 cm in the DLR1 and DLR2 datasets and up to approximately 30 cm in the ITC2 dataset. The reduced accuracy in the ITC2 dataset can be explained as a distribution of larger accumulated drift over a longer trajectory. Additionally, the floor of the corridor was highly reflective, similar to the kitchen in DLR2.

We did not consider the errors in the floor plan. Assuming the floor plan as reference data, the comparison showed that the distance accuracy at the take-off location was stronger than at the landing location. This was consistent with the expected performance of the SLAM algorithms. In other words, in contrast to \(d_1\), which differed from the floor plan by 8 cm, the difference in \(d_3\) was less than 3 cm because it was measured in the starting location of the drone and was, thus, affected only minimally by the cumulative drift from which SLAM-based point clouds usually suffer over time.

4.5. Analysis of Loop-Closure Technique’s Performance

Figure 6 shows the generated map for the ITC3 dataset. The drone took off from the location marked by the blue star sign, hovered around a room that has an irregular layout, and landed at the marked location by the blue plus sign. The accumulated drift at the end of the loop without any loop closure correction (Figure 14a) was on average 2.7% (0.65 m) and 0.1°/m over a 23.8-m long acquisition trajectory. Figure 14a shows that, without a loop closure, reobserving places introduces duplicate walls into the map. The corresponding planes were merged, and the loop closure was corrected within our SLAM, as shown in Figure 14b.
In the DLR datasets, the drone hovered at two different heights and returned to the take-off location. On the one hand, this led to more laser points on the surrounding planar structures and, therefore, provided a more reliable estimation of the planar features. On the other hand, the laser data on the same planar structure were not aligned due to the cumulative drift over time. The largest drift was observed in the loop-closure area. The results showed a drift of an average of 1.1% (0.35 m) and 0.41°/m over a 31-m-long acquisition trajectory.

The drift was mainly in the moving direction, i.e., the direction of the x- and y-axis. Although the drone moved up and down in the z-axis direction during the data collection, the resulting drift in the z-axis direction was minor and smaller than the data association threshold. Therefore, the drone still observed the previously estimated planes for the ceiling and floor while returning to the take-off location.

The resulting drift in orientation was mainly around the z-axis, which represented the rotation direction while scanning. Due to the limited range and field of view, we need to rotate the drone around the z-axis while moving to cover as much as possible of the surrounding space. This rotation led to a larger drift in orientation. A small error in the orientation can have serious effects on the quality of the data association. As a simple example, if there was a LiDAR point at a distance of 4 m from the drone, a drift in the orientation of the kappa angle (κ) of one sigma 1° would result in a 7-cm lateral displacement of this point. However, our scoring-based loop-closure technique managed to detect the loop closure and correct the drift over the entire map, as shown in Figures 6, 9 and 10.

4.6. Discussion

The results demonstrated that the proposed SLAM could handle the test sites and generate point clouds successfully for all the datasets in this study. The proposed SLAM is relatively hardware-independent and not limited to the customized microdrone used in this work. The main change required for a different LiDAR sensor configuration is in the planar segment extraction (Section 3.3). For instance, a multilayer LiDAR (such as Velodyne)-based drone can extract the planar segments (if present) from a single scan without the need to collect successive scans.
However, our drone is significantly smaller than the common multilayer LiDAR-based drones and, thus, can access indoor spaces that are inaccessible to those drones. Nevertheless, this comes at the expense of a less flexible hardware and less coverage of the surrounding space.

Flying a 1D scanner-based drone, such as the one used in this study, at different heights, can help to cover a wider area of the planar structure. This, then, may allow for a more accurate hypothesis of the planar structures, free of assumptions about the horizontal and vertical planes. However, in our experiment, our drone’s drift was significant and larger than the data association threshold, which made it difficult to distinguish whether the misalignment between the laser data at two different levels resulted from the drift over time or from the location of the data along a slanted surface. Therefore, we assumed that the walls were vertical, which is common in man-made indoor environments, and overly relaxed the data association thresholds to correct the accumulated drift. The main source of the drift could have been the flow-deck-based positioning system, which experienced difficulties tracking sufficient visual features on the ground surface of the scanned spaces.

Moreover, we experimentally found that there is an limitation in the operational range of the optical flow sensor. Therefore, we recommend flying the drone at a relatively low height above the floor (0.30–2.00 m) for stable hovering.

Our loop-closure technique modifies the graph to correct the cumulative drift by using plane-to-plane matching. Since the planar features are large (see Section 3.3) and spatially distinct, and the scoring-based method involves extensive checks to determine the pair of planes to be matched, the risk of merging the incorrect planes is almost negligible.

5. Conclusions

In this paper, we presented and experimentally validated a planar-feature-based SLAM algorithm on a customized microdrone for indoor mapping. Our SLAM algorithm combined plane-to-plane matching for data association with graph optimization to estimate the state of the drone and the SLAM map, and performed loop-closure detection and correction. The proposed mapping system is based on a simple combination of 1D scanners and, thus, our sensor package is simpler than those used in comparable systems.

Our drone was able to map all test sites used in this study, and provide maps in the shape of point clouds, which provided sufficient information for exploration purposes. The experimental results showed the promising performance of our drone in mapping small indoor spaces. This was evident from the relatively low deviation between our point cloud and those derived from the systems to which it was compared: the MAX drone, the IPS helmet, and the TLS. Moreover, the comparison with the floor plan showed that the distance differences did not exceed 15 cm.

The presented platform is customizable in terms of sensor arrangement, meaning that additional complementary sensors can be added. In future work, we intend to integrate complementary sensors, such as a thermal camera, to expand the scope of application of our drone to include, for example, victim detection applications. Moreover, propeller guards could be added to our platform to reduce the chance of the drone crashing in case of contact with surrounding objects.

Moreover, adding another source of navigational information to the onboard positioning system can support the drone in overcoming textureless spots, which in turn improves the localization and orientation accuracy, specifically the orientation around the z-axis. For example, the capacity of our drone allows for adding a small IMU and more laser rangefinders. The additional laser rangers can be tilted (i.e., at slanted angles) and mounted in the existing gaps to the left and right of the side laser rangers in the presented design. Using slanted angles appears as a minor detail, but it can lead to better coverage of the walls around the drone, which in turn makes the estimation of planar features more robust. This improvement could enable the drone to handle indoor spaces with arbitrarily oriented planes, such as staircases.
Additionally, the proposed methodology was applied offline, and we intend to run it online to make the correction of accumulated drift more efficient over time. This could enable our SLAM algorithm to handle a multiple-loop scenario.

In addition, there is a trend towards the development of a new multiranger deck that uses the new multizone-ranging TOF scanner VL53L5CX (https://www.st.com/en/imaging-and-photonics-solutions/vl53l5cx.html, accessed on 15 September 2022). The new scanner has a wide diagonal field of view of 63°. These changes may provide wide LiDAR scans similar to those produced by scanners with higher dimensions. These changes would benefit our SLAM algorithm by increasing its robustness and ability to handle more complex indoor environments.
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