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ABSTRACT

Spiking Neural Network (SNN) architectures are promising candidates for executing machine intelligence at the edge while meeting strict energy and cost reduction constraints in several application areas. To this end, we propose a new digital architecture compatible with Recurrent Spiking Neural Networks (RSNNs) trained using the PyTorch framework and Back-Propagation-Through-Time (BPTT) for optimizing the weights and the neuron’s parameters. Our architecture offers high software-to-hardware fidelity, providing high accuracy and a low number of spikes, and it targets efficient and low-cost implementations in Field Programmable Gate Arrays (FPGAs). We introduce a new time-discretization technique that uses request-acknowledge cycles between layers to allow the layer’s time execution to depend only upon the number of spikes. As a result, we achieve between 1.7x and 30x lower resource utilization and between 11x and 61x fewer spikes per inference than previous SNN implementations in FPGAs that rely on on-chip memory to store spike-time information and weight values. We demonstrate our approach using two benchmarks: MNIST digit recognition and between 11x and 61x fewer spikes per inference than previous SNN implementations in FPGAs that rely on on-chip memory to store spike-time information and weight values. We demonstrate our approach using two benchmarks: MNIST digit recognition and Back-Propagation-Through-Time (BPTT) for inference. Our results demonstrate that we can exploit the trade-off between accuracy, latency, and resource utilization at design time. Moreover, the use of low-cost FPGA platforms enables the deployment of several applications by satisfying the strict constraints of edge machine learning devices.

CCS CONCEPTS

- Computer systems organization → Neural networks.

KEYWORDS

spiking neural networks, FPGA, embedded hardware

ACM Reference Format:


1 INTRODUCTION

Spiking neural networks (SNNs) are efficient computational models that enable neuron-inspired processing at the edge. SNNs are inspired by principles of biological systems as potentially more powerful processing models, as they replicate the neurons’ efficiency and ability to deal with temporal streams of information in novel non-von-Neumann computer architectures. These architectures span from fully custom application-specific integrated circuits (ASICs) in mixed-signal design [1] to fully digital processors [2–4]. While ASICs offer high performance and power efficiency, they are fixed at fabrication. Thus, they do not provide a similar level of programmability as Field-Programmable Gate Arrays (FPGAs). Recent theoretical advances showed that SNNs perform comparably to classical artificial neural networks (ANNs) by exploiting new supervising training strategies [5, 6].

However, deploying SNN models in resource-constrained devices requires that the hardware executes these models with high fidelity with respect to their mathematical abstraction while meeting the tight constraints of edge devices. Furthermore, the hardware should be sufficiently flexible to accommodate possible model changes.

Previous work has proposed to realize programmable spiking neural network architectures in FPGA, implementing large-scale bio-realistic models for neuroscientific and neurocomputational modeling. Some works implement conductance-based neuron models [7, 8], while others implement the leaky-integrate-and-fire (LIF) neuron model for both neuroscientific simulations [9] and fast and efficient inference [10–13]. A limitation of the previous architectures is the use of mean rate models, which require computing the average of the firing activities of neurons over several spikes to obtain an accurate estimate of the represented real value.

In this work, we propose an event-driven architecture compatible with models where the spike activity is limited during training, offering low-computational requirements and fast inference [6].

We present the first digital RSNN architecture compatible with a software-supervised training strategy that exploits surrogate gradient and Back-Propagation-Through-Time (BPTT) for inference in FPGA hardware. Furthermore, our digital architecture achieves
100% accuracy for the timing of every single spike against the software model while allowing us to exploit the trade-off between execution speed and resource utilization.

Thus, the main contributions of this work are the following:

i) We present a fully digital, event-driven architecture with discrete time-steps that achieves 100% accuracy between software simulations and hardware models.

ii) We propose a simplified leaky-integrate-and-fire neuron model that is compatible with discrete-time synchronization strategies and does not require additional memory for storing spike-time information.

iii) We introduce a synchronization scheme that uses an external request signal among neurons and layer operations. As a result, the execution speed solely depends on the number of events in the network without requiring the storage of time information in memory.

iv) We efficiently utilize the hardware resources while exploiting the trade-offs among accuracy, latency, memory, and energy for two use cases (MNIST benchmark and radar-images sensory fusion for cropland classification).

2 BACKGROUND

SNNs are composed of spiking neurons that mimic biological neural networks more closely than traditional analog neural networks (ANN). An essential concept in SNN models is the use of time. Spiking neurons store the weighted history of the synaptic inputs into their membrane potential and only communicate with a pulse when the membrane potential passes a threshold value. Furthermore, ANNs exploit point neuron models as rectified linear units (ReLU) and sigmoid neurons, whereas spiking neurons communicate employing binary pulses (i.e., action potentials or spikes). Several neuron models have been proposed, the Izhikevich [14], the Leaky-Integrate-and-Fire-Neuron (LIF) [15], the Adaptive Leaky-Integrate-and-Fire-Neuron (ALIF) [16], the FitzHugh-Nagumo [17], and more biologically detailed models like the Axon-Hillock model [18]. Nevertheless, to obtain a compact model better suited for digital hardware, it is often required to simplify the neuron model and include fewer biological details. The LIF model is commonly employed as a good compromise between realistic behaviors and the simplicity of the implementation, both in hardware and software models.

Several implementations of SNNs on FPGA have been proposed recently. The optimization of various architectures usually targets specific performance gains (latency, energy, power, throughput, or a combination of those) and, in some cases, application-dependent. Different neuron models are used, and some architectures focus on bio-realistic implementations. Some notable ones are listed in Table 1. In contrast to other designs, our architecture focuses on executing RSNNs with single spike time precision for obtaining high software-to-hardware fidelity, thus allowing efficient and accurate inference as proposed by Yin et al. [6].

3 GENERAL SYSTEM DESIGN

3.1 Event-driven Architecture

Our architecture targets the implementation of neural networks organized in layers of spiking neurons. Figure 1 depicts a block diagram of the proposed architecture, showing a three layers implementation. The architecture supports fully connected layers with and without full recurrent connectivity. When a neuron emits spikes, the spike is delivered to all the neurons in the next layer and every neuron within the same layer. Each layer contains an input queue that stores the incoming spikes from the previous layer and the recurrent activity. Also, each layer requires a weight memory for storing the synaptic weight values.

The SNN architecture is described at the register-transfer level (RTL). It is highly parameterized and allows the creation of different design points using a configuration file. At the architectural level, it is possible to select the number of neurons per layer, the number of layers, the type of connectivity between layers and within a layer (i.e., fully connected and recurrently connected), and the depth of the queues. Furthermore, at the neuron level, it is possible to define the bit-width of the neuron’s accumulator (membrane voltage), the synaptic weight resolution (bit-width), and the refractory period. Since FPGAs can be reprogrammed to efficiently implement a custom computer architecture, we decided to leverage the sparsity of network connections during synthesis and not implement synaptic connections with zero weights. By defining the weights as constant values in the RTL description, the FPGA synthesis and subsequent place-and-route optimizations leverage the sparsity of connections as weights of zero value will not consume any resources, and the hardware resources that store weights with the same numerical value will be shared among several neurons. If the application requires weights that can be changed without FPGA reprogramming, we also provide efficient memory mapping techniques in section 4.2. The mapping technique includes a set of parameters that make it easy to use on-chip memories, such as Block RAM (BRAM) and Ultra RAMs.

Figure 1 also shows the internal organization of the RSNN sub-modules. The layer module contains the following sub-modules: the request controller, the input spike queue, the weight controller, the weight memory, the neuron wrapper, and the output spike buffer. In the request controller, a finite state machine controls the operations within a layer module and its interface at the input and output sides. The input spike queue acts as a buffer to store the incoming spikes. It contains separate queues for forward spikes (i.e., incoming from the previous layer) and recurrent spikes (from the same layer). The weight controller fetches the right weights from the weight memory by decoding the memory address depending on the source address of the input spikes. The neuron cluster contains an array of simple LIF neurons, described in section 4.1. Finally, the output spike buffer communicates the output spikes to the input spike queue of the next layer. The network communicates by employing spikes both at the input and output interfaces. The spikes are represented through the address of the spiking origin. The behavior of the output layer can be monitored in two ways; each spike is streamed through a buffer. Additionally, it is possible to monitor the membrane potential of each neuron within the output layer.

3.2 Event-driven Time Discretization

Importantly, and in contrast to previous SNN digital architectures in FPGA [10, 13], our architecture does not require a timer module since our simplified neuron model does not rely on time-dependent
operations. Instead, the membrane potential update and the voltage decay operations are executed on-demand only upon the arrival of input spikes. In addition, each evaluation of the neuron membrane potential against the threshold is solely based on the request signal propagated locally between layers, which provides synchronization. This mechanism serves to synchronize the evaluation of the membrane potentials against the threshold for all the neurons in a layer, only at designated times (i.e., upon request). It ensures that the neuron’s evaluation happens only after receiving the full input sequence, enabling time discretization. This mechanism is crucial for high fidelity between software and hardware, as each spike will virtually reach the neuron’s membrane potential within the same time window. It is important to note that the synchronization signal does not need to be triggered at fixed intervals. The request controller uses a four-phase handshake mechanism, common in neuromorphic architectures.

4 DESIGN OF FPGA SYSTEM

4.1 Neuron Model

The neuron model is a low-complexity digital version of the LIF model [15]. The membrane potential is updated upon the arrival of a spike. However, the evaluation of the membrane potential against the threshold value is carried out upon the arrival of a request signal (REQ in Fig. 1 and in Fig. 2). The request signal is shared among all neurons in a single layer. The membrane potential is increased or decreased with a step of size equal to the synaptic weight value, i.e., \( \text{W}_{ij} \). Since the emission of spikes happens only upon the request signal, the update algorithms do not require storing the time information, as time is divided into discrete steps (i.e., a sequence of request signals). Furthermore, since the request signal is shared between all neurons in the same layer, the neurons in a layer emit spikes simultaneously. This allows to quickly estimate the maximum spike burst size, equal to the number of neurons in a layer, with the buffer queue sizes for the worst-case scenario. Additionally, the membrane potential is not allowed to go negative. It will remain to zero upon the arrival of excessive inhibitory inputs. The neuron only performs computation (i.e., the integration of synaptic input) upon the arrival of spikes, and it implements the leakage operation only upon the arrival of the request signal. The decay of membrane voltage is implemented using a shift register, which calculates a programmable, but fixed decay before evaluation against the threshold value. No dynamic calculation is needed since this is a fixed decay and not a time-dependent value. Decay of the neuron voltage can be enabled or disabled at design time. Decay is not calculated for every input spike but is calculated once per request cycle. The neuron model also uses a fixed refractory, calculated using digital counters based on the number of request cycles. Significantly, sparse spike activity results in faster execution.

### Table 1: Spiking neural networks on FPGA.

<table>
<thead>
<tr>
<th>Name</th>
<th>Neuron Model</th>
<th>Driven</th>
<th>Network Topology</th>
<th>Algorithm</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bluehive [22]</td>
<td>Izhikevich</td>
<td>Time-driven</td>
<td>Feed-forward and Recurrent</td>
<td>Mean-rate</td>
</tr>
<tr>
<td>FDF [23]</td>
<td>Conductance</td>
<td>Time-driven</td>
<td>Feed-forward</td>
<td>Mean-rate</td>
</tr>
<tr>
<td>n-Minitaur [24]</td>
<td>LIF</td>
<td>Event-driven</td>
<td>Feed-forward</td>
<td>Mean-rate</td>
</tr>
<tr>
<td>Pani [9]</td>
<td>Izhikevich</td>
<td>Time-driven</td>
<td>Recurrent</td>
<td>Mean-rate</td>
</tr>
<tr>
<td>Tsinghua [12]</td>
<td>LIF</td>
<td>Hybrid (time and event)</td>
<td>Feed-forward and Recurrent</td>
<td>Mean-rate</td>
</tr>
<tr>
<td>Gyro [13]</td>
<td>LIF</td>
<td>Event-driven</td>
<td>CNN, MLP and SNN</td>
<td>Mean-rate</td>
</tr>
<tr>
<td>Irmak et al. [25]</td>
<td>LIF and ReLU</td>
<td>Hybrid (time and event)</td>
<td>Feed Forward and Recurrent</td>
<td>ANN and Mean-rate</td>
</tr>
<tr>
<td><strong>This work</strong></td>
<td>Simplified LIF</td>
<td>Event-Driven</td>
<td>Single spike control (BPTT)</td>
<td></td>
</tr>
</tbody>
</table>

Figure 1: Block diagram of an instance of a recurrent spiking neural network of three layers.
The execution time depends on the number of spikes in the layer’s queue. Until the request signal is received, the neuron only performs membrane voltage updates on incoming spikes. The time period between two requests is a discrete chunk of time, and all the input spikes inside that period are accumulated until a request is received. Upon receiving the request, the membrane voltage is compared against the threshold value. An output spike is produced depending on the result. Figure 3 shows the neuron block diagram, and Figure 2 shows the behavior of the neuron. The membrane potential can overshoot the threshold. However, when a REQ signal reaches the neuron, a spike is emitted, and the membrane potential is reset to the resting value (in fig. 2 \( V_{res} = 0 \)).

### 4.2 Weight Memory Mapping

Weight memory mapping is a key feature of the proposed architecture since weight storage and on-chip memory access directly affect the latency of the system and memory bandwidth. Every weight-memory module stores a weight matrix representing interlayer and recurrent connections.

Figure 4 (left) shows an example 4×2 network, i.e., 4 pre-synaptic and 2 post-synaptic neurons, and two alternative weight-mapping patterns. The postsynaptic neurons have both forward and recurrent connections. Every column of weights in the weight mapping patterns shown in Figure 4(right) is stored in a dedicated memory module, thereby allowing to read an entire row in a single clock cycle. For the first mapping pattern, when a neuron in the visible layer spikes, all neurons in the hidden layer are updated, and the corresponding weights are fetched from the same memory row in one clock cycle. When a neuron in the hidden layer spikes, the weights for the two postsynaptic neurons are read in a single clock cycle. This results in a throughput of two neuron updates every 6 clock cycles for both forward and recurrent spikes, or two neuron updates every 4 clock cycles for a feed-forward network since only one weight is read per clock cycle. For the second mapping pattern, when a neuron in the visible layer spikes, the two corresponding weights are read from one row in one clock cycle. When a neuron in the hidden layer spikes, the weights for the two neurons are read in a single clock cycle, and the resulting throughput is two neuron updates per 3 clock cycles for both forward and recurrent spikes, or two neuron updates per 2 clock cycles for a feed-forward network since two weights are read per clock cycle.

We provide a generic parameter-based description of the weight-mapping scheme below. For storing the weight matrices between \( V \) visible neurons and \( H \) hidden neurons, the memory is visualized as a three-dimensional block with \( x \), \( Y \), and \( Z \) coordinates as depicted in Figure 4 (right). Here, \( X \) represents the bit width of a single weight, \( Y \) represents the number of weights in a single memory row (total memory width), and \( Z \) represents the number of distinct memory modules. The memory width is described in terms of the number of weights.

When visualized in a three-dimensional manner, as shown in Figure 4 (right), the highlighted block with dimensions \( X_1 \), \( Y_1 \), \( Z_1 \), contains the set of \( H \) weights corresponding to a single visible neuron \( V \). The volume of this block is the number of hidden neurons \( X_1 \times Y_1 \times Z_1 = H \). This block is repeated \( X_2 \) times in the \( X \) dimension, \( Y_2 \) times in the \( Y \) dimension, and \( Z_2 \) times in the \( Z \) dimension for the entire forward weight matrices between the 2 layers. The number of block instances is equal to the number of visible neurons since there is a single block for each forward spiking neuron. To update a set of hidden neurons upon spiking of a forward neuron, \( X_1 \) by \( Y_1 \) weights are read from \( Z_1 \) memories.

The recurrent connections are stored with an offset in the \( Y \) dimension. A block for a single recurrent spiking neuron is structurally the same as for a forward spiking neuron (represented by \( X_1, Y_1, Z_1 \)) and is repeated \( Y_2 \times r \) times in the \( X \) dimension, \( Y_2 \times r \) times in the \( Y \) dimension, and \( X_2 \times r \) times in the \( X \) dimension. The values \( Y_2 \times r \) and \( X_2 \times r \) are derived from the previous parameters, where \( Y_2 \times r \) is the minimum of \( Y_1 \) and \( Z_1 \times X_1 \), while \( X_2 \times r \) is the maximum of \( Y_1 \) and \( Z_1 \). Increasing the \( Z \) parameter requires more distinct memories and allows more weights to be read in parallel in a single clock cycle, effectively increasing the memory bandwidth. To update a set of hidden neurons upon spiking of a hidden neuron \( X_1 \) by \( Y_1 \) weights are read from \( Z_1 \) memories. The parameters \( X_n \) and \( Z_n \) indicate how many weights are read in a clock cycle, thereby allowing \( X_n \times Z_n \) neurons to be updated per clock cycle \((X_n \times Z_n)\) is the neuron cluster size \( C \).

### 4.3 Finite State Machine / Request Controller

The finite state machine controls the internal functioning of the layer and communication to the next layer by scheduling and triggering the sub-block operations. It manages the interlayer communication based on its internal state, state of the queues, network input signals, or output signals of other layers. The state machine contains five states: \( idle \), process, communicate, acknowledge, and finish. Each state and its function, along with control signals, are as follows. In the \( idle \) state, the layer is ready to receive input spikes from the network input or the previous layer. The incoming spikes are stored in the spike queue. Upon request from the network input or previous layer, the finite state machine switches from idle to process state. In the \( process \) state, the neuron spikes are processed, and the membrane voltage is accumulated for each of the input spikes. The spikes in the queue received before the request signal are processed until both the recurrent queue and forward spike queue are empty. The spikes received after receiving a request signal are not processed until the next request is received and are buffered in the queue until then. Once the input spike queues are emptied and neuron voltages updated, the finite state machine switches to communicate state, and the threshold evaluation of the LIF neurons is triggered. The neuron membrane voltage is evaluated against the threshold voltage and generates an output spike depending on whether it is above the threshold voltage or not. If a neuron spikes, the output spike is stored in the output spike queue. The finite state machine switches into the acknowledge state after storing all resulting spikes in the output spike queue. In the acknowledge state, the layer sends the output spikes out. This conveys that data processing is complete to the input side, thereby completing the request-acknowledge 4-phase handshake. The output spikes are sent as a burst of spikes to the output or next layer and to the recurrent spike queue within the same layer. In the \( finish \) state, the request signal for the next layer is set as high, which triggers the next layer into the same state transitions through which it processes
Figure 2: Neuron behavioral simulation. The neuron evaluates the membrane potential against the threshold only upon the arrival of the request signal.

Figure 3: Simplified neuron’s block diagram.

Figure 4: Left: A sample network of two layers and two weight mapping patterns. Right: 3-dimensional visualization of memory

the input spikes received from the current layer. Upon receiving an acknowledge signal from the next layer or output, the finite state machine switches back to the idle state to reset its control signals. This completes the request-acknowledge handshakes on both the layer’s input and output sides.

4.4 Hierarchy/Structure

The spike queue receives two streams of spikes, one for forward spikes from the previous layer and one for recurrent spikes from the same layer. Each stream is separately stored using a First In, First Out (FIFO) buffer. The input queues are emptied based on triggers from the state machine. The recurrent spikes are processed first, followed by the spikes in the forward spike queue. The state machine schedules the reading of the spike. The input of the recurrent spike queue is an internal signal. The output of the neuron wrapper is sent to both the output of the layer and to the recurrent queue. The maximum length of the queues is also parameterized and, therefore, it is user-controllable.

The weight controller fetches weights from memory depending on the spike source address. The spike source address and spike direction (recurrent or forward) are latched from the spike queue in the initial state. The memory address for the required weights is derived from the source address by the address decoder. The state machine latches the spike source address and the direction to the address decoder, and it generates the memory addresses for forwarding and recurrent weights. The weight control module fetches the weights as vectors and then provides the weights to the neurons for spike processing.

The neuron wrapper consists of the simplified LIF spiking neurons and a parallel to serial converter to buffer and serialize the output spikes. Neurons operations are executed in parallel. The output spikes from a layer are serialized into a single stream of spike source addresses. An N-bit parallel-in serial-out shift register serializes the output, where N is the total number of neurons in the layer. It takes in the output spikes from N neurons as an N bit vector. For every neuron that spiked, an output spike is generated as the address of the neuron that spiked. The output spikes are sent out one per clock cycle. The maximum number of spikes that can originate from a layer is the total number of neurons for every request signal since each neuron is evaluated against the threshold only once per request. This is advantageous as it eliminates the need to multiplex the output spikes between neuron clusters.

The input spikes of a layer are a combination of a valid binary signal and a source address of the input neuron. Source address conveys which input neuron spiked, and the valid signal signals at the receiver the readiness of the address. Additionally, each layer has a request signal that is used to generate discrete time steps (the acknowledge-request cycles). The activity of the output layer can be observed in three ways. Firstly, as a stream of sequential output spikes encoded with the source addresses of the active neurons, secondly, as a parallel bus with the bit positions representing the address (i.e., a compressed spike map). Thirdly, it is possible to output the membrane potential of neurons at each request acknowledge cycle. Since the threshold evaluation of every neuron happens in parallel, the output spikes are sent out at the same instant and can be observed as a burst of output spikes.
Figure 5: Network activity for the SRNNs classifying a stream of spikes (black pixels) representing an MNIST digit. A whole digit is provided in seven timesteps (i.e., req-ack cycles, from 0 to 6). The output neuron corresponding to the input class is the most active, showing correct inference.

5 EXPERIMENTAL RESULTS

5.1 Recurrent Spiking Neural Networks for Classification

5.1.1 MNIST handwritten digit dataset. To demonstrate the application of the digital SNN architecture, we trained a spiking neural network to classify handwritten digits. We used the PyTorch framework and implemented a detailed model of our simplified digital LIF neuron model. We performed quantization and scaling to make the training compatible with the integer precision of our RSNN hardware\(^1\). Additionally, we trained the RSNN using surrogate gradient and BPTT to achieve high accuracy and high activation sparsity as in [6]. The input to the RSNN is a binary stream of spikes that matches handwritten digits, as shown in Figure 5. Several networks with a different number of layers and input sizes have been trained. We used three input dimensions, a single row of input per request-acknowledge cycle (28 input at each timestep, see Figure 5), with four rows of input spikes for each request-acknowledge cycle (28 \times 4 = 112 inputs neurons), and with 14 rows of input spikes for each request-acknowledge cycle (28 \times 14 = 392 neurons). The accuracy and the effect of the quantization can be seen in Figure 6. We used quantization-aware training to four bits, and less than 4-bit weights significantly deteriorate accuracy.

Figure 6 shows an RSNN of three layers of neurons. The input layer contains 112 neurons, representing four rows of the handwritten digit. Figure 5 shows the spiking of the network. The most active neuron in the output layer represents the digit classification. Increasing the number of parallel pixels presented at the input makes it possible to process the full picture in fewer time steps. This comes at the cost of more hardware memory for the input layer. Nevertheless, the time steps required to perform a classification are reduced. In addition, a larger input size also reduces the number of spikes required to perform a full inference, as neurons are only allowed to spike only once per time step. Finally, in Table 2 we show an exploration of input size (28,112,392) versus accuracy and resources.

5.1.2 Sensory Fusion of Radar Data and Images for Remote Sensing. We used a publicly available dataset from a real remote sensing application that requires the classification of fused optical and radar data [20]. The dataset contains many features acquired from an optical camera on the RapidEye satellite and radar-based information collected by the Uninhabited Aerial Vehicle Synthetic Aperture Radar (UAVSAR) system over the agricultural region near Winnipeg, Manitoba, Canada in 2012. The dataset contains 2x49 radar features and 2x38 polarimetric radar features. The dataset contains seven crop types: corn, peas, canola, soybeans, oats, wheat, and broadleaf. Class distribution in the cropland dataset is highly unbalanced and it is as follows: corn 12.02%, peas 1.10%, canola 23.22%, soybeans 22.73%, oats 14.46%, wheat 26.12%, and broadleaf 0.35%. [21] (see Fig. 7). The dataset contains 174 features per pixel. However, after a feature correlation analysis as proposed in [21], we filtered 72 features as they show high correlations (> 0.95) with other features. The resulting number of optical-radar features is 102 per pixel. In addition, the dataset has been split into 80% training and 20% testing, maintaining the same class distribution as in the dataset. We used 260667 pixels for training and 65167 pixels for testing. As for the MNIST use case, we trained an RSNN with 102 inputs (i.e., one inference for each pixel) and 600 hidden neurons with 8 output neurons, one for each output class. The input pixel value is fed with a 6-bit intensity representation to the first layer of 600 hidden spiking before providing the first request (REQ) signal. This allows encoding input values at a higher resolution than binary by repeating the input spikes multiple times before proving a REQ signal.

The network configuration is 17-600-8 with a clock frequency of 250 MHz on the Zynq UltraScale+ MPSoC ZCU104 evaluation board.

---

\(^1\)code will be made available in Github
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13.8 GOSPS. Since we trained the network with sparse recurrent connectivity, we exploited weight placement during synthesis for both the MNIST and cropland applications. This resulted in the use of LUTs and BRAMs due to the optimization procedure. The resource utilization for a fully connected layer is quadratically proportional to the number of neurons in a layer. However, this can be limited if training results in sparse connectivity. We achieved weight sparsity by simply removing some of the connections during training. The 17-600-8 network required 54,516 LUTs, 21,756 FFs and 312 BRAMs. We achieved an accuracy of 95% with a 4-bits synaptic weight resolution.

5.2 Resource utilization and accuracy

We measure resource utilization in FPGA in terms of the Lookup Tables (LUTs), Flip-Flops (FF), and BRAMs used. Table 2 shows resource utilization for the implementation of several networks of different sizes in the case of MNIST classification. The table shows how the accuracy varies according to the size of the network. The resource utilization here does not include the external registers, resets, or the AXI interface logic.

Figure 8: Resource utilization for different network sizes. The accuracy increases for larger networks.

The resource utilization is directly proportional to the number of neurons in a network, which can be observed in Figure 8. More neurons require more configurable logic for implementation, and the synaptic memory takes up most resources. All networks were implemented with 4-bit-weight resolution. Figure 6 shows a plot of accuracy against different weight bit resolutions for the same network size. A relatively low bit resolution of 4 bits is not a limiting factor in achieving high accuracy. But a sufficient number of neurons in the hidden layers are significant for reducing the error rate for low weight bit resolution.

5.3 Throughput

We define throughput as the number of synaptic operations per second (SOPS). When a neuron generates an output spike to N neurons, it causes N synaptic operations. The peak throughput depends upon the weight mapping parameters and the clock frequency. The weight mapping parameters define the memory size and layer size. Upon receiving a forward input spike, the layer does X1 × Z1 synaptic operations per clock cycle. The layer requires Y1 clock cycles plus one clock cycle overhead to update all neurons in the layer. The peak throughput in synaptic operations per time unit for a layer is calculated for every neuron in the layer, which is X1 × Y1 × Z1. The total throughput is the peak throughput for every individual layer added. The peak throughput of the RSNN therefore is:

\[ \sum_{l=2}^{L} X_{l} \times Y_{l} \times Z_{l} \times \frac{t_{clk}}{t_{clk} + (Y_{l} + 1)}, \]  

(1)

where l indicates the hidden layers, L is the total number of hidden layers, and X1, Y1, Z1 are the parameters of the respective layer.

Throughput is maximized by minimizing Y1. However, to maximize the utilization of the memory in terms of memory depth, it is favorable to maximize Y1 × Y2 to the maximum available memory depth. So a trade-off can be made by minimizing Y1 to increase the throughput and increasing Y2 proportionately to maximize the utilization of memory in terms of depth. Throughput values calculated for multiple networks of different sizes can be observed along with the respective weight mapping parameters for 2 hidden layers in Table 3.

6 CONCLUSIONS

We present a novel digital architecture for implementing RSNNs with perfect software-to-hardware fidelity. Our results demonstrate accurate inference and low spike activity. The architecture is fully digital, and it is compatible with FPGA hardware. It offers adjustable weight resolution, layers count, number of neurons, programmable recurrent connectivity, and other parameters. Furthermore, we have proposed a memory layout for on-chip memories (BRAM and UltraRAM) that helps achieve desired peak throughput performances at design time. We demonstrated two inference applications, the handwritten digit (MNIST) and the sensory fusion task of images and radar data for cropland classification. The presented architecture enables network size, memory resources (weight resolution), throughput, and accuracy trade-offs. In the MNIST benchmark, we have set up several network configurations with different input sizes. We demonstrated that we can exploit the recurrent connections to store information over previous time steps while still accurately solving the task (see Table 2). However, with input layers
of low neuron counts, it is required to provide more input data chunks in sequence for presenting the whole input digit, trading off accuracy and latency with FPGA resources. When fewer neurons are at the input layer, the task becomes more challenging because the network needs to remember the previous timesteps to make the right decision via recurrent activity and neuronal dynamics, resulting in more latency and spikes but requiring fewer FPGA resources.

ACKNOWLEDGMENTS

This project received funding from the ECSEL Joint Undertaking (JU) under grant agreement No. 826610. The JU receives support from the European Union’s Horizon 2020 research and innovation programme and Spain, Austria, Belgium, Czech Republic, France, Italy, Latvia, and Netherlands.

REFERENCES


[7] Abbott LF. "The right decision via recurrent activity and neuronal dynamics, resulting in more latency and spikes but requiring fewer FPGA resources.

Table 2: Resource utilization, accuracy, average spike per inference, and resource savings for MNIST handwritten classification networks. Resource savings has been normalized to Gyro [13].

<table>
<thead>
<tr>
<th>Network</th>
<th># Neu</th>
<th># LUT</th>
<th># FF</th>
<th># BRAM</th>
<th>Accuracy</th>
<th>nbit</th>
<th>Spikes/Inf.</th>
<th>Resource Savings</th>
</tr>
</thead>
<tbody>
<tr>
<td>784-720-720-720-10 [13]</td>
<td>2954</td>
<td>140,206</td>
<td>131,977</td>
<td>306</td>
<td>99.3%</td>
<td>6</td>
<td>4349 ± 352</td>
<td>1(LUTs), 1(FFs), 1(BRAMs)</td>
</tr>
<tr>
<td>112-128-10</td>
<td>124</td>
<td>7,559</td>
<td>3,604</td>
<td>16</td>
<td>93.4%</td>
<td>4</td>
<td>395 ± 38</td>
<td>18x(LUTs), 36x(FFs), 36x(BRAMs)</td>
</tr>
<tr>
<td>112-256-10</td>
<td>272</td>
<td>10,783</td>
<td>5,284</td>
<td>80</td>
<td>95.5%</td>
<td>4</td>
<td>227 ± 44</td>
<td>18x(LUTs), 13x(FFs), 25x(BRAMs)</td>
</tr>
<tr>
<td>112-512-10</td>
<td>400</td>
<td>19,537</td>
<td>9,345</td>
<td>128</td>
<td>96.7%</td>
<td>4</td>
<td>232 ± 38</td>
<td>10x(LUTs), 7x(FFs), 2.3x(BRAMs)</td>
</tr>
<tr>
<td>392-512-10</td>
<td>656</td>
<td>37,010</td>
<td>17,447</td>
<td>279</td>
<td>97.5%</td>
<td>4</td>
<td>247 ± 55</td>
<td>3.7x(LUTs), 4x(FFs), 1.1x(BRAMs)</td>
</tr>
<tr>
<td>392-1024-10</td>
<td>936</td>
<td>37,706</td>
<td>17,492</td>
<td>312</td>
<td>98.0%</td>
<td>4</td>
<td>89 ± 4</td>
<td>3.7x(LUTs), 7.5x(FFs), 0.98x(BRAMs)</td>
</tr>
<tr>
<td>392-1024-10</td>
<td>1439</td>
<td>189,561</td>
<td>39,170</td>
<td>312</td>
<td>98.5%</td>
<td>4</td>
<td>71 ± 58</td>
<td>0.74x(LUTs), 3.3x(FFs), 0.98x(BRAMs)</td>
</tr>
</tbody>
</table>

Table 3: Peak throughput for different network sizes and weight mapping parameters.

<table>
<thead>
<tr>
<th>Network</th>
<th>Parameters (X1, Y1, Z1)</th>
<th>Throughput (GSOPS)</th>
</tr>
</thead>
<tbody>
<tr>
<td>28-64-32</td>
<td>1-16,4-1,8-4</td>
<td>1.83</td>
</tr>
<tr>
<td>112-128-32</td>
<td>1-32,4-1,8-4</td>
<td>1.85</td>
</tr>
<tr>
<td>112-256-32</td>
<td>1-64,4-1,8-4</td>
<td>1.87</td>
</tr>
<tr>
<td>112-512-32</td>
<td>1-64,8-1,8-4</td>
<td>2.85</td>
</tr>
<tr>
<td>392-512-32</td>
<td>1-64,8-1,8-4</td>
<td>2.85</td>
</tr>
<tr>
<td>392-1024-32</td>
<td>1-64,16,1-8-4</td>
<td>4.82</td>
</tr>
<tr>
<td>17-600-8</td>
<td>1-20,30,1-1-8</td>
<td>8.14</td>
</tr>
</tbody>
</table>