Numerical analysis of air-water-heat flow in unsaturated soil:
Is it necessary to consider airflow in land surface models?
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[1] From a subsurface physical point of view, this paper discusses the necessity of considering the two-phase heat and mass transfer process in land surface models (LSMs). The potential-based equations of coupled mass and heat transport under constant air pressure form the basis of the proposed model. The model is developed considering dry air as a single phase, and including mechanical dispersion in the water vapor and dry air transfer. The adsorbed liquid flux due to thermal gradient is also taken into account. The set of equations for the two-phase heat and mass transfer is formulated fully considering diffusion, advection, and dispersion. The advantage of the proposed model over the traditional equation system is discussed. The accuracy of the proposed model is assessed through comparison with analytical work for coupled mass and heat transfer and experimental work for isothermal two-phase flow (moisture/air transfer). The influence adding airflow has on the coupled moisture and heat transfer is further investigated, clearly identifying the importance of including airflow in the coupled mass and heat transfer. How the isothermal two-phase flow is affected by considering heat flow is also evaluated, showing the influence of heat flow only to be significant if the air phase plays a significant role in solving the equations of the water phase. On the basis of a field experiment, the proposed model is compared with the measured soil moisture, temperature, and evaporation rate, the results showing clearly that it is necessary to consider the airflow mechanism in soil-atmosphere interaction studies.


1. Introduction

1.1. Motivation

[2] Recent efforts to determine an optimal soil moisture (or wetness) product for the initialization of the land surface component of global weather and climate forecast models have found that the transferability of soil moisture from one land surface model to another is not straightforward [Dirmeyer et al., 2004; Koster et al., 2009; Rosero et al., 2010]. This nontransferability is exemplified in that even when land surface models (LSMs) are driven by identical atmospheric forcing data, large differences exist between the soil moisture products generated by the different LSMs [Dirmeyer et al., 2006]. This large diversity in LSMs has been an acknowledged problem since 1992, when the World Climate Research Programme (WCRP) launched the Project for the Intercomparison of Land-surface Parameterization Schemes (PILPS) [Henderson-Sellers et al., 1993].

[3] To understand the large diversity, PILPS Phase 1 and 2 investigated the physical self-consistency of LSMs. The results showed that model-generated soil moisture is sensitive to the choice of soil hydraulic properties [Shao and Henderson-Sellers, 1996b], the initialization and the model scheme [Pitman et al., 1999], and the arbitrary specification of soil depth [Slater et al., 2001]. In the following PILPS Phases, a multimode land surface model (CHAmeleon Surface Model (CHASM) [Desborough, 1999]) was developed to investigate the impact of land-surface parameterization complexity on the simulation of land-surface climates by atmospheric models. Investigation of the impact of parameter calibration on model simulations revealed that a complex representation of land surface processes in atmospheric models is preferred to a simple one with tunable parameters, despite better performance of the latter [Gupta et al., 1999]. The major reason the complex model is preferred, is attributed to its more physics-based parameterizations. Desborough [1999] shows that the models with more complex physics contain substantial geographic and daily functionality not present in the simpler model.

importance of calibrating LSMs and improving their physics in order to increase the accuracy of simulated soil states. Their results are identical to those stated by Desborough [1999]. However, it is appropriate to note that the relationship between complexity and model performance is not straightforward [Bastidas et al., 2006]. Although more complex LSMs do improve simulations of soil states [van den Hurk et al., 2000; Dong et al., 2001; Ek et al., 2003; Míguez-Macho et al., 2007; Niu et al., 2007; Oleson et al., 2008; Balsamo et al., 2009; de Rooij, 2010; Zeng and Decker, 2010], higher complexity does not always lead to increased accuracy in simulations [Hogue et al., 2006; Rosero et al., 2009]. Increased complexity may cause decreased model performance on an annual time scale, while being recognized as essential for realistic land surface behavior on shorter time scales [Koster et al., 1999].

5. Most LSMs used in atmospheric circulation and numerical weather prediction are simplifications of complete heat and mass transfer models in the soil, essential to reflect the impacts of the actual amount of soil moisture and energy on agriculture system, hydrology system, regional and global climate system, etc. [Robock et al., 1998]. The development of LSMs addressing the coupled heat and mass transfer process in soil has been ongoing for decades [Flerchinger and Saxton, 1989; Avissar and Pielke, 1992; Braud et al., 1995; Jassal et al., 2003], and shows promising improvement in providing good estimates of soil water content and temperature, and of surface energy balance components from bare soil. The correct calculation of the evaporation is a crucial step that subsequently affects the atmospheric modeling of boundary layer structures and cloud formations. The LSMs including the coupled process perform better than the simplified models in the evaluation of surface water vapor fluxes.

6. Most recently, by Zeng et al. [2011] includes airflow in the coupled heat and mass transfer process in soil to numerically investigate its impact on surface evaporative flux, and found that neglecting airflow can lead to an underestimation error of 33–53% on the first day after a rainfall event. The impact of the airflow induced by atmospheric pressure variation on soil-atmosphere gas exchange is a topic of discussion since Buckingham [1904] described the air movement in soil in response to atmospheric pressure. In terms of understanding biogeochemical cycling and global change, which form the purpose of the third-generation LSMs [Pitman, 2003], it is crucial to quantify any impact airflow within soil can have on the transport of CO2 and other trace gases [Massman, 2006]. Nevertheless, there are few studies addressing the question whether it is feasible or necessary to consider airflow mechanisms in LSMs. This paper aims to answer that question from a subsurface physical point of view.

1.2. Subsurface Physics Background

7. A traditional conceptual model for water flow in unsaturated soil neglects the flow-of-gas phase, as can be seen in the statement: “Unsaturated flow... is nothing but a special case of simultaneous flow of two immiscible fluids, where the nonwetting fluid is assumed to be stagnant” [Bear, 1972]. According to this statement, air always remains at atmospheric pressure and is free to escape from or enter into the vadose zone. This assumption is widely used in the traditional coupled moisture and heat flow model, based on the theory by Philip and De Vries [1957] (hereinafter PdV model, referring to this traditional model), even when water vapor movement is considered. However, the flow in porous media is actually a two-phase flow problem [Schrefler and Zhan, 1993], in need of complicated mathematical analysis of the response of soil to atmospheric forcing, caused by nonlinearities, moisture retention hysteresis, soil heterogeneity, as well as by multiple length and time scales [Milly, 1982]. The usual approach to solving the numerical model of water flow in soil involves the above cited assumption, which is often called the Richards approximation [Celia and Binning, 1992]. Although successful application of this assumption has been demonstrated in many cases, there are situations where the air phase can significantly retard or speed up infiltration [Zouma and Vauclin, 1986; Pranty and Bell, 2007]. To properly describe these gas influenced infiltrations, a two-phase model must be used.

8. To improve the model representation of multiphase systems, there have been continuous efforts to build comprehensive multiphase models. At present, the modern two-phase heat and mass flow models have generally overcome most of the above mentioned difficulties [Olivella et al., 1996; Pruess, 2004], and the weaknesses of the single-phase approach have been systematically discussed in these studies. Some of the existing comprehensive multiphase models, e.g., CODE BRIGHT [Olivella et al., 1996] and TOUGH2 [Pruess, 2004], have been mainly applied to geothermal problems [Zhang et al., 2004], without paying attention to the soil-atmosphere interacting mechanisms mentioned in section 1.1. Such comprehensive multiphase models (e.g., fluid flow in the deformable porous media) do not make including a two-phase heat and mass flow model into the land surface model straightforward. It is also not easy to understand why a two-phase flow mechanism is better than the traditional PdV model in the context of soil-atmosphere interaction. The PdV model has been widely used in many unsaturated flow simulators [Fayer, 2000; Flerchinger, 2000; Saito et al., 2006; Šimůnek and van Genuchten, 2008], and subsequently adopted as submodel in hydrological integration models [Twarakavi et al., 2008; van Dam et al., 2008] and land surface models [Avissar and Pielke, 1989; Avissar, 1992; Braud et al., 1995; Jassal et al., 2003]. Therefore, in aiming to understand the need to include a two-phase flow mechanism in LSMs, it is necessary to know how the airflow influences the performance of the PdV model when simulating soil moisture and soil temperature.

9. On the other hand, the isothermal two-phase fluid flow in unsaturated soil, excluding heat flow and transport (e.g., considering air-water flow only), has seen an increase in development because of its indispensable role in simulating, modeling and studying waste storage, geological storage, underground natural resource recovery and environmental remediation, etc. [Wu and Forsyth, 2001, Celia and Nordbotten, 2009]. However, most development has been focusing on multiscale problems or numerical formulations and solutions [Celia et al., 1993; Ataie-Ashtiani and Raeesi-Ardakani, 2010], and very little attention has been paid to investigating how heat flow can affect the isothermal two-phase flow (air-water flow only) in the soil.
1.3. Focus of Paper

[10] In order to illuminate, from a physical point of view, the influence of airflow on the PdV model and the effect of heat flow on an isothermal two-phase flow model (air-water flow only), a two-phase heat and mass flow model (one-dimensional) is developed. This model considers diffusion, advection and dispersion mechanisms. The matric head-based equations of Milly [1982] are adopted as the basis for a mass balance equation of soil moisture. In addition to the existing mechanisms included in Milly’s model, the effects of the thermal liquid flux and of the dry air phase (i.e., dispersive water vapor flux, and water vapor flux as part of the bulk flow of dry air) are considered. The mass balance equation for dry air includes both the bulk flow of dry air and the air dissolved in liquid. All conduction, advection, dispersion, latent heat of vaporization, and differential heat of wetting are represented in the energy balance equation. The latter is the amount of heat released when a small amount of free water is added to the soil matrix [deVries, 1958]. On the basis of the conservation equations of moisture, dry air, and energy, three coupled partial differential equations are solved simultaneously using the Galerkin residual finite element method.

[11] This paper is structured along the following lines. In section 2, development of the new model is discussed, taking water vapor diffusion, advection and dispersion mechanisms into account, based on the traditional coupled moisture and heat flow model (PdV model). In section 3, published numerical and experimental studies are used to verify the developed model. Verification of the new model is performed in two steps. First, the capacity to describe the two-phase flow under isothermal conditions (air-water flow only) is investigated, based on infiltration experiments by Touma and Vauclin [1986], hereinafter TV86. Second, the capacity to simulate coupled heat and mass flow under constant air pressure (PdV model) is examined, comparing the simulation results with the analytical results presented by Milly [1982]. Furthermore, a numerical modeling study is carried out to illuminate the significance of including the air-phase flow in the PdV model, and of including the heat flow in the isothermal two-phase flow (air-water flow only) model. In the final part of section 3, a field application is presented based on the verified model. Conclusions are drawn in section 4.

2. Governing Equations

[12] Two main groups of equations, i.e., conservation equations and related parameterizations (see Appendix A), are used to describe the two-phase heat and mass flow model. The Milly’s equations, predominantly considering the vertical interactive process between atmosphere and soil, are introduced first to describe the traditional coupled moisture and heat flow model scheme (PdV model). On the basis of that, the two-phase heat and flow model is developed. Considering dry air as a single phase and the main component of the gaseous phase in soil, the balance equation for dry air is introduced subsequently. Henry’s law is used to express the equilibrium for dissolved air in liquid. In addition, the thermal equilibrium assumption between the phases is adopted and the equation for energy balance evaluated, taking into account the internal energy in each phase (liquid, water vapor, and dry air).

2.1. Balance Equations

2.1.1. Soil Water Conservation Equation

[13] The water in soil is present in a liquid and in a gaseous phase, and following Milly [1982], the total moisture balance is expressed as

\[ \frac{\partial}{\partial t}(\rho_L \theta + \rho_v \theta_a) = -\frac{\partial}{\partial z} q_m \]  

(1)

where \( \rho_L (kg m^{-3}) \) represents the density of liquid water; \( \theta (m^3 m^{-3}) \) the volumetric water content; \( \theta_a (m^3 m^{-3}) \) the gas phase volumetric content; \( z (m) \) the vertical space coordinate, positive upwards; and \( q_m (kg m^{-2} s^{-1}) \) the soil moisture flux in both the liquid and the vapor phase. The latter can be tentatively expressed as [Milly, 1982]

\[ q_m = q_L + q_V = -\rho_L K \left( \frac{\partial (h + z)}{\partial z} \right) - \rho_L D_{TD} \frac{\partial T}{\partial z} - D_a \frac{\partial \rho_V}{\partial z} \]  

(2)

where \( q_L (kg m^{-2} s^{-1}) \) is the liquid flux; \( q_V (kg m^{-2} s^{-1}) \) the water vapor flux; \( K (m s^{-1}) \) the hydraulic conductivity; \( h (m) \) the matric potential; \( D_{TD} (m^2 s^{-1} C^{-1}) \) the transport coefficient for adsorbed liquid flow due to the temperature gradient; \( D_a (m^2 s^{-1}) \) the molecular diffusivity of water vapor in soil; \( \rho_L (kg m^{-3}) \) the density of water vapor; and \( T (^{o}C) \) the soil temperature.

[14] In the right hand side (RHS) of equation (2), the first two terms represent the liquid flux and can be divided into three components, respectively; the first component depending on the moisture gradient, the second depending on the gravity and the third on the temperature gradient. The last term in equation (2) represents the water vapor flux, which can be separated into an isothermal and a thermal component, considering that the density of water vapor is a function of matric potential and temperature.

[15] If the following assumptions are made: (1) dry air is considered to be a single phase, and (2) the water vapor flow is assumed to be induced in three ways: first by diffusive transfer, driven by the water vapor pressure gradient; second by advective transfer, as part of the bulk flow of air; and third by dispersive transfer, due to the longitudinal dispersivity of water vapor, which is a function of water vapor saturation; then equation (2) may be rewritten as [Thomas and Sansom, 1995]

\[ q_m = -\rho_L \left[ K_{LT} \frac{\partial}{\partial z} \left( h + P \frac{\partial h}{\partial z} \right) + (K_{LT} + D_{TD}) \frac{\partial T}{\partial z} + K_L \right] \]  

\[ - D_a \frac{\partial \rho_V}{\partial z} - \frac{\rho_L q_v^a}{\rho_{dL}} + \frac{\theta_a D_{VG} V}{\theta_a D_{VG} V} \]  

(3)
in which $K_{TL}(m^2 s^{-1} °C^{-1})$ is the isothermal hydraulic conductivity; $K_{LH}(m^2 s^{-1} Pa^{-1})$ the thermal hydraulic conductivity ($K = K_{LH} + K_{TL}$); $P_g$ (Pa) the pore-air pressure; $\gamma_w$(kg m$^{-2}$ s$^{-2}$) the specific weight of water; $q_d'(kg m^{-3} s^{-1})$ the advective dry air flux (discussed in equation (5)); $\mu_d$(kg m$^{-3}$) the density of dry air; and $D_{fg}(m^2 s^{-1})$ the gas phase longitudinal dispersion coefficient.

[16] The terms within the first set of square brackets in equation (3) represent the liquid flux. The term $(P_g/\gamma_w)$ is the atmospheric pressure expressed as the height of a water column. The terms within the second set of square brackets represent the water vapor flux, with the first term (already present in equation (2)) representing the diffusive flux (Fick’s law), the second representing the advective flux (Darcy’s law) and the third the dispersive flux (Fick’s law).

[17] Equation (2) shows clearly that only thermal and isothermal liquid advection and water vapor diffusion are considered in the traditional coupled heat and mass transport model (PdV model). However, equation (3) shows that dry air is considered a single phase. Thus not only diffusion, but also advection and dispersion become included in the water vapor transport mechanism. As for the liquid transport, the mechanism remains the same, but with atmospheric pressure acting as the driving force gradient.

### 2.1.2. Dry Air Conservation Equation

[18] Dry air transport in unsaturated soil is driven by two main gradients: the dry air concentration or density gradient and the mixed soil air pressure gradient. The first one induces the advective flux of dry air. At the same time, the dispersive flux of dry air in soil pores, while the second one causes the diffusive flux (Fick’s law) and the third the dispersive flux (Fick’s law).

[19] In the vadose zone, the mechanisms for energy transport include conduction and advection. The conductive heat transfer contains the contribution from liquids, solids and gas. Conduction is the main mechanism for heat transfer in soil and contributes to the energy conservation in solids, liquids and air. Advection heat in soil is conveyed by liquid flux, water vapor flux, and dry air flux. On the other hand, the heat storage in soil includes the bulk volumetric heat content, the latent heat of vaporization and a source term associated with the exothermic process of wetting of a porous medium (integral heat of wetting) [devVries, 1958]. Following the general approach of devVries [1958], the energy balance equation in unsaturated soil may be written as

$$
\frac{\partial}{\partial t}[(\rho_s \theta_s c_p + \rho_d \theta_d c_p + \rho_w \theta_w c_w + \rho_r \theta_r c_r)(T - T_r) + \rho L_0 \theta_d] - \rho W \frac{\partial}{\partial t} = \frac{\partial}{\partial x} \left[ q_{cl} c_p (T - T_r) + q_T (L_0 + c_r (T - T_r)) \right] + q_{da} c_a (T - T_r)
$$

(6)

where $c_p$, $c_L$, $c_a$, and $c_r(J kg^{-1} °C^{-1})$ represent the specific heat of solids, liquids, dry air and water vapor, respectively; $\rho_d$(kg m$^{-3}$) the density of solids in the soil; $\theta_r$ the volumetric content of solids in the soil; $T_c(°C)$ the arbitrary reference temperature; $L_0$(J kg$^{-1}$) the latent heat of vaporization of water at temperature $T_c$; $W$(J kg$^{-1}$) the differential heat of wetting (the amount of heat released when a small amount of free water is added to the soil matrix); and $\lambda_{opt}$(W m$^{-1}$ °C$^{-1}$) the effective thermal conductivity. If the advective flux convected by the dry air flux ($q_{da} c_a (T - T_r)$) and the bulk volumetric heat content of dry air ($\rho_d \theta_d c_a$) were neglected, equation (6) would result in the heat balance equation of Milly [1982].

### 2.2. Numerical Approach

[20] The governing differential equations are converted to nonlinear ordinary differential equations with unknowns as the independent variables (soil matric potential, soil temperature and soil air pressure) at a finite number of nodes in Galerkin’s method of weighted residuals. A finite difference time stepping scheme is then applied to evaluate the time derivatives, and is solved by a successive iterative linearization scheme. The governing equations subject to the boundary and initial conditions are solved numerically by an author-developed script with MATLAB (The Math-Works Inc., Natick, Massachusetts, Version 7.8.0.347(R2009a)). To achieve the desired convergence criteria, following Milly and Eagleson [1980], the prescribed upper limits of moisture content, matric potential, temperature and pressure are used to determine a new time step size automatically in the form of

$$
\Delta t = \min \left[ \frac{X_{max}}{\max \left( \frac{d\theta_s}{dt} \right)}, \frac{T_{max}}{\max \left( \frac{dT}{dt} \right)}, \frac{P_{max}}{\max \left( \frac{dP_P}{dt} \right)}, \frac{h_{max}}{\max \left( \frac{dh}{dt} \right)} \right]
$$

(7)

where max, denotes maximization over all nodes $i$, and the changes in state variables are estimated from the most recent time step; $X_{max}$ is the upper limit of change for volumetric water content; $T_{max}$ for temperature; $P_{max}$ for atmospheric pressure; and $h_{max}$ for matric potential. If the change exceeds
the desired upper limit, the calculation of that time step is erroneous, and the time step is repeated with a decreased time length. By doing this, a reasonable tradeoff between computational effort and accuracy of the solution should be achieved.

3. Numerical Results and Discussions

3.1. Model Verification

[21] Model performance was assessed against two benchmark studies. First, to verify the algorithm and to examine details of the isothermal two-phase flow, the experiments and associated numerical simulations of TV86 were used. Second, to verify the simultaneous transport of moisture and heat under constant atmospheric pressure, a strong coupling problem solved analytically and numerically by Milly [1982] was employed.

3.1.1. Case of TV86

[22] The first verification of the model to be undertaken was to compare its outputs with published experiment data and numerical solutions for a two-phase air-water system. Several one-dimensional transient problems, including both flux and ponded experiments, are reported in TV86. The ponded experiment was performed by imposing a time constant positive water head (2.3 cm) at the surface using a Mariotte bottle device. The flux experiment was designed to apply time constant water fluxes (8.3 cm h\(^{-1}\) and 20 cm h\(^{-1}\)) at the surface, supplied by means of a volumetric pump through a series of 20 hypodermic needles. In this section, only the ponded experiment was used to verify the proposed model.

[23] In accordance with TV86, the soil air and water hydrodynamic characteristics were determined by laboratory measurement. The water retention curve was fitted using the Van Genuchten model with the following parameters: \( \theta_{res} = 0.0265 \), \( \theta_{sat} = 0.312 \), \( \alpha = 0.044 \) cm\(^{-1}\), and \( n = 2.2 \). TV86 stated that the natural water saturation (\( \theta_{sat} \)) was significantly smaller than the porosity (\( \epsilon = 0.37 \)) because of air entrapment and that the residual water content (\( \theta_{res} \)) had to be viewed only as a fitting parameter and not necessarily as the actual residual water content. The air entry pressure was estimated at \( h_{ae} = 14 \) cm of water. The hydraulic conductivity functions used were

\[
K_{Lh} = A_a \theta^{\beta_a},
\]

where, as in TV86, the two parameters are \( A_a = 18130 \) cm h\(^{-1}\) and \( B_a = 6.07 \), implicitly entailing that \( K_{Lh} = K_s = 15.4 \) cm h\(^{-1}\) when \( \theta = \theta_{sat} \), and,

\[
K_a = \frac{A_a}{A_a + h_{ae}},
\]

where, as in TV86, the three parameters are \( A_a = 3.86 \times 10^{-5} \), \( B_a = -2.4 \) and \( K_{sat} = 2800 \) cm h\(^{-1}\).

[24] In order to check the influence of airflow on the infiltration, numerical experiments were conducted with bounded bottom and open bottom. In the open bottom case, the air was able to escape freely and infiltration was in accordance with the Richards water flow approximation (single-phase flow). However, when the column was bounded, the infiltration process was significantly retarded. The soil column, with a length of 100 cm, was vertically discretized into 100 elements, which is equivalent to 101 nodes with \( \Delta z = 1 \) cm. Variable time stepping was applied with an initial time step of \( \Delta t = 1 \) s. The initial soil water content was obtained from TV86 [TV86, Figure 5], and is symbolized by a cross sign (×) in Figure 1b. The initial condition was obtained by draining the saturated soil column to the static equilibrium corresponding to a piezometric level at 120 cm below the surface. In accordance with to the experimental setup by TV86, the boundary conditions were described as:

\[
\begin{align*}
    h(z, t) &= 2.3 \text{ cm} & t > 0 & z = 0 \text{ cm} \\
    q_a(z, t) &= 0 & 0 \leq t < t_{crit} & z = 0 \text{ cm} \\
    P_g(z, t) &= h_{ae} + 2.3 & t \geq t_{crit} & z = 0 \text{ cm} \\
    q_s(z, t) &= 0 & t \geq 0 & z = L = -100 \text{ cm} \\
    q_a(z, t) &= 0 & t \geq 0 & z = L = -100 \text{ cm}
\end{align*}
\]
taken was a comparison with Milly’s experiment (data points) (adapted from Figure 8 of Milly [1982]).

\[ h(z, t) = 2.3 \text{ cm} \quad t > 0 \quad z = 0 \text{ cm} \]
\[ h(z, t) = -5.8 \text{ cm} \quad t \geq 0 \quad z = -100 \text{ cm} \]  

Equation (10) depicts the boundary conditions used in the modeling of the experiment run in the bounded column, and equation (11) depicts the open column case. In the bounded column experiment, the time \( t_{crit} \) denoted the moment at which the pressure on the surface reached the value of \( h_{ae} + 2.3 \text{ cm} \), above which the air freely escaped from the surface through the ponded water. In TV86’s case, \( t_{crit} \) was determined to be at 12 s. Notice that the depth of ponding on the surface is 2.3 cm. In the open column experiment, the boundary conditions were simpler than in the bounded column experiment, because the air could freely escape from the bottom of the column. This free escape of the air prevented an increase of air pressure in the column, and as a result no air escaped from the surface through the ponded water.

[25] Figure 1 shows satisfactory agreement between the data points and the simulation results. As can be seen in Figures 1a and 1b, the infiltration obviously occurred faster in the open column than in the bounded column. After 0.4 h of infiltration, the wetting front reached a depth of about 50 cm in the open column, while reaching a depth of about 25 cm in the bounded column. The three major differences between the water content profiles in the open column and the bounded column are in excellent agreement with TV86’s findings: first, the infiltration rate is drastically reduced when air cannot escape from the bounded bottom; second, the slopes are less abrupt when air phase transport is considered; third, because of the escape of air from the top of the column, the saturation water content is around 0.27, compared to 0.312 when only the liquid phase transport is considered. These results demonstrate the ability of the proposed model to analyze the two-phase flow.

3.1.2. Case of Milly [1982]

[26] The second verification of the model to be undertaken was a comparison with Milly’s solution for simultaneous mass and heat transport in a very dry soil. The basic idea is that water vapor diffusion in a vapor-dominated system (very dry soil) will cause water vapor condensation and consequently the release of latent heat, thus causing a temporary rise in the medium temperature. Subsequently, as the heat flux diffuses out of the system, the medium temperature will return to its original value. In order to check this, a sudden increase in water vapor supply was applied at one end of the soil column to examine the strong coupling process between moisture and heat fields.

[27] Yolo light clay soil was used in this case, for which the water retention curve written by Haverkamp et al. [1977] was

\[
\theta = \begin{cases} 
0.371 \cdot \left[ 1 + \left( \frac{\log(|h|)}{2.26} \right)^4 \right]^{-1} + 0.124, & h < -1 \text{ cm} \\
0.495, & h \geq -1 \text{ cm}
\end{cases}
\]  

The hydraulic conductivity was given as [Haverkamp et al., 1977]

\[ K_{Lh} = K_s \cdot \left[ 1 + \left( \frac{|h|}{15.3} \right)^{1.77} \right]^{-1} \cdot K_r = 1.23 \times 10^{-3} \text{ cm/s} \]  

The volumetric heat capacity was expressed as the first term in the square bracket of the left hand side (LHS) of equation (6) without considering dry air, in which \( c_v = 0.47 \), \( c_l = 4.18 \), and \( c_i = 1 \left( 10^{-3} \text{ J kg}^{-1} \text{C}^{-1} \right) \). The soil specimen, with a length of 10 cm, was discretized vertically into 40 elements of 0.25 cm length. A convenient constant time stepping of 500 s was used for comparison with Milly’s results. The boundary and initial conditions selected were expressed as:

\[
\rho_s(z, t) = \bar{\rho} \quad t = 0 \quad -10 \text{ cm} \leq z \leq 0 \text{ cm}
\]
\[ T(z, t) = T_0 \quad t = 0 \quad -10 \text{ cm} \leq z \leq 0 \text{ cm} \]
\[ \rho_s(z, t) = \bar{\rho} + \Delta \rho \quad t > 0 \quad z = 0 \text{ cm} \]
\[ T(z, t) = T_0 \quad t > 0 \quad z = 0 \text{ cm} \]
\[ \partial \rho_s/\partial z = 0 \quad t > 0 \quad z = -10 \text{ cm} \]
\[ \partial T/\partial z = 0 \quad t > 0 \quad z = -10 \text{ cm} \]
The following numerical values were selected for the solution:

\[ \bar{\rho} = 4.03 \times 10^{-6} \text{ g cm}^{-3}, \Delta \rho = 0.63 \times 10^{-6} \text{ g cm}^{-3}, T = 20^\circ \text{C} \]

(15)

Figure 2 shows excellent agreement between the simulation results (solid lines) and Milly’s results. Figure 2a shows that the sudden increase of water vapor supply on the surface raised the temperature near the surface steeply. As time elapsed, the temperature slowly reassumed its original value, as the soil specimen was equilibrated to the water vapor supply on the surface. In Figure 2b, the propagation of water vapor density depicts the water vapor balancing process during water vapor diffusion into soil. As time elapsed, the difference in water vapor density between the top and the bottom of the specimen approached zero. After long enough diffusion, the whole soil specimen would have a constant temperature and water vapor density. The success of this test case established the validity of the proposed model for modeling simultaneous heat and mass transfer in soil.

3.2. Numerical Analysis

3.2.1. Influence of Airflow in Milly’s Case

[28] In Milly’s case, the gas phase flow in the unsaturated zone is considered in order to include only water vapor flux, while the dry air is assumed to be an inert gas. This assumption avoids the calculation of the complete air balance equation, though air may have a significant influence on the water vapor flux. As known from TV86’s case, infiltration is retarded in the bounded column because of the effect of the air pressure in the soil. In this study, a 10 cm thick specimen was bounded to test the air effect on the coupled moisture and heat transport.

[29] The simulation result shows that the transport of water vapor in soil displayed a similarly retarded phenomenon, caused by the outward air pressure gradient, which in turn was induced by the temperature rise due to the water vapor condensation. As can be seen in Figure 3b, water vapor penetration was slowed down. Given the same time elapsed, the water vapor density profiles considering airflow (solid lines) is obviously farther away from reaching the equilibrium, than those (dashed lines) that did not consider the air balance equation. At the same time (Figure 3a) the absolute temperature rise increased (the solid lines are above the dashed lines) because of retardation in the water vapor transport, causing more water vapor to be condensed and more heat to be released.

[30] A note of caution about Figures 2 and 3, however, is appropriate here. The scale of both temperature rise (10^{-3} \text{ C}) and vapor density (10^{-6} \text{ g cm}^{-3}) was quite small and hardly detectable using instrumentation. However, the small scale is intended that the analytical solution for the Milly’s case (e.g., strong coupling between moisture and heat fields), is feasible. The analytic solution for Milly’s case required a small perturbation of the system and simplified assumptions [Milly, 1982] (i.e., the simultaneous transport of soil moisture and heat is carried only by vapor diffusion, and the sensible heat carried by water vapor is negligible). In order to match the requirements for the analytic solution, the numerical experiment was set up along equations (14) and (15). According to equation (15), the percentage of perturbation of the water vapor supply was less than 16%, causing the medium temperature to vary from 20°C to 20.0065°C (0.032% variation) (Figure 2). The capture of this undetectable variation (analytic solutions) by the model demonstrated its capability to simulate the dynamics of vapor-dominated systems with strong coupling between moisture and heat fields.

[31] The aim of section 3.2.1 was to check how airflow affected the coupled dynamics. Figure 3 shows that the inclusion of airflow, using the proposed model from section 2, decreased the vapor density and increased the temperature rise. The air effect should be quantified as absolute and as relative effect. The absolute air effect was calculated from absolute differences between the integrated areas under the solid (with air) and the dashed (without air) lines in Figures 3a and 3b, i.e., the area between the green solid line and the green dashed line indicates the absolute difference caused by the air effect. The relative air effect was calculated by dividing the absolute differences into the integrated areas under the dashed lines (without air) and was expressed as a percentage, i.e., the absolute difference between the green solid line and the green dashed line is
The absolute air effect expressed as the absolute difference between the integrated areas under the solid lines (with air) and dashed lines (without air) in Figures 3a and 3b; (b) the relative air effect expressed as percentage of the absolute difference to the integrated areas under the dashed lines.

Figure 4. (a) The absolute air effect expressed as the absolute difference between the integrated areas under the solid lines (with air) and dashed lines (without air) in Figures 3a and 3b; (b) the relative air effect expressed as percentage of the absolute difference to the integrated areas under the dashed lines.

3.2.2. Influence of Heat Flow in TV86’s Case

For TV86’s case, the ponding infiltration was examined in section 3.1.1. Their work contains two more problems: (1) a constant water flux of 8.3 cm h\(^{-1}\), smaller than the saturated hydraulic conductivity applied at the surface, and (2) a constant water flux of 20 cm h\(^{-1}\), greater than the saturated hydraulic conductivity applied at the surface. These two experiments were numerically replicated, both with and without considering the heat flow and transport. Not only were water fluxes different from the saturated hydraulic conductivity (15.4 cm h\(^{-1}\)) adopted as surface boundary condition, but the open and closed bottoms discussed in section 3.2.1 were also included as boundary conditions. The lower boundary conditions for these two problems were the same as those described in equations (10) and (11). In order to investigate how the heat flow influenced the two-phase flow process, two infiltration experiments were set up: one experiment was designed to have a uniform temperature profile of 20°C during the whole simulation period (this experiment was named isothermal infiltration); the other one was set up providing a 10°C increase in temperature at the surface (30°C), while the bottom was kept at its original value (20°C) during the whole simulation period (this experiment was named thermal infiltration).

Figure 5 does not show a large difference in the propagation of water content profiles in the isothermal and thermal infiltration. However, the wetting front did move slightly faster in the thermal infiltration than in the isothermal infiltration for both the open (Figure 5b) and the bounded column (Figure 5a). The movement of the wetting front was judged by the slope of the water content profiles. Figure 5a shows the slope of the water content profiles to be more abrupt in the thermal infiltration (slope = 3.38) than in the isothermal infiltration (slope = 1.7). In Figure 5b, the slope of the moisture profile in the thermal infiltration (slope = 5.5) is also steeper than in the isothermal infiltration (slope = 3.3). This indicates that a certain amount of water, supposed to be stored at certain depth in the isothermal infiltration, was partially pushed down by the thermal liquid flux in the thermal infiltration. Therefore, at the same instant, the thermal infiltration caused the soil to be less wet than the isothermal infiltrated soil at a certain depth. The volume of the water pushed down to the wetting front, was calculated by integrating the highlighted gray areas between the water content profiles in the isothermal infiltration and the thermal infiltration.

Apart from the temperature effect, the two-phase isothermal infiltration with a prescribed flux rate of 8.3 (cm h\(^{-1}\)) at the top boundary, showed no big difference between the open column and the bounded column in the propagation of soil moisture (Figures 5a and 5b). Unlike in the first case in section 3.1.1, there was no ponded water at the surface, because of the fact that the flux was lower than the saturated hydraulic conductivity, which meant that the infiltration rate was limited to 8.3 cm h\(^{-1}\). Nevertheless, the surface soil wetness was slightly greater in the bounded column than in the open column, and thus the slope of the moisture profile in the bounded column (slope = 1.7) was less steep than in the open column (slope = 3.3). As Celia and Binning [1992]...
pointed out, the air flux coming out of the top of the column would have to be essentially the same as the water going in, but flowing in the opposite direction. This opposite air flux did influence the water flux going in. As a result, a certain amount of water was held back, increasing the surface wetness. This phenomenon was in accordance with the transport of water vapor into soil discussed in Milly’s case (section 3.2.1), where air phase transport was considered.

Figure 6 shows the propagation of soil moisture with a prescribed flux at the surface higher than the saturated hydraulic conductivity (20 cm h\(^{-1}\)), causing ponded water to build up at the surface. With the buildup of ponded water at the surface, the infiltration in the bounded column showed very clear retardation compared to the infiltration in the open column. This was in accordance with the first case discussed in section 3.1.1. However, considering the temperature effect in the isothermal two-phase flow, the differences between the moisture profiles in the isothermal and the thermal infiltration were more obvious in the bounded column (Figure 6a) than in the open column (Figure 6b). This is also evident in Figure 5, which shows the differences in moisture profiles were more obvious in the bounded column (Figure 5a) than in the open column (Figure 5b) (i.e., the highlighted gray areas in Figure 5a are larger than those in Figure 5b).

[37] The open column actually provided a path for the air to escape, creating a condition for the air in the soil column to equilibrate quickly with the atmospheric pressure, which meant that the air phase essentially had an infinitesimal effect on the solution of the equations for the water phase. However, when the column was sealed (no air escape from the bottom) and the top of the column saturated or close to saturation (no air escape from the top until the air entry value is reached), the air phase transport became a significant factor during the transient infiltration, as the results show in Figures 1 and 6. In the case of surface boundary
flux with a hydraulic conductivity lower than its saturated value, the top of the column was not saturated and air escaped freely from the top, but nevertheless the air phase slightly affected the water phase transport (Figure 5). When the air phase effect plays a significant role in solving equations of the water phase, the inclusion of the heat flow becomes necessary. This necessity is clearly evident in Figure 6.

### 3.3. Field Application

[38] The field experiment was conducted at one flat dune foot in the Badain Jaran Desert (between 39°45′20″ N to 39°47′27″ N and 102°27′07″ E to 102°28′58″ E), in the northwest of the Alashan plateau in the western Inner Mongolia of China. The details on the field site and the observations made have been introduced by Zeng et al. [2009]. To apply the proposed model in the field, boundary conditions and forcing field had to be defined.

#### 3.3.1. Boundary Conditions

[39] For this specific case, no ponding or surface runoff was considered. This means that the moisture flux out of the soil is always equal to evaporation minus precipitation.

\[
q_m|_{z=0} = E - \rho_L P
\]

where \(E (\text{kg m}^{-2} \text{s}^{-1})\) is the evaporation rate; \(P (\text{m s}^{-1})\) the precipitation rate. Considering the aerodynamic resistance and soil surface resistance to water vapor transfer from soil to atmosphere, the evaporation is expressed as [Camillo and Gurney, 1986]

\[
E = \frac{P_{\text{st}} - P_{\text{at}}}{r_a + r_s}
\]

where \(\rho_{\text{st}} (\text{kg m}^{-3})\) is the water vapor density at the soil surface; \(\rho_{\text{at}} (\text{kg m}^{-3})\) the atmospheric vapor density; \(r_a (\text{s m}^{-1})\) the soil surface resistance to water vapor flow; and \(r_s (\text{s m}^{-1})\) the aerodynamic resistance. Equation (16) forms the surface boundary condition for moisture transport. Without taking ponding and surface runoff into consideration, soil surface was open to the atmosphere and the measured atmospheric pressure was adopted as the surface boundary condition for dry air transport in the soil. The measured soil surface temperature was set as the boundary condition for heat transport.

[40] In the Badain Jaran Desert, according to Gates et al. [2008], the thickness of unsaturated zone ranges from less than 1 m in interdune areas to approximately 400 m in large dunes. In this study, the length of the soil column was set to be 5 m. The bottom boundary condition for the moisture equation was free drainage (unit hydraulic head gradient). Considering the diurnal variation scale, the temperature gradient and the air pressure gradient at the bottom of the column were specified to be zero. A one-dimensional setting was adopted in this study, predominantly considering the vertical interactive process between the atmosphere and the soil [Milly and Eagleson, 1980]. The initial soil matric head and soil temperature were determined by interpolating the measured values at midnight on 12 June 2008 between measurement depths. The initial soil air pressure was set according to the daily average atmospheric pressure during the selected 6 d period.

#### 3.3.2. Meteorological Forcing Data

[41] In terms of finding a balance between computational efficiency and solution accuracy, the time step was required to be small enough for the moisture content and temperature not to exceed prescribed limits [Milly and Eagleson, 1980]. This meant that the time step was adjusted automatically during computing (1 to 1800 s). Accordingly, the time interval of the meteorological inputs was adjusted to match each new time step. In this study, the Fourier transform method was used to approximate the frequency domain representation of the meteorological forcing data, and continuously produced the forcing data.

[42] Figure 7 shows the measurement and the approximation of meteorological variables, including air temperature, relative humidity, wind speed, precipitation, atmospheric pressure, and soil surface temperature (Figures 7a–7f), measured in the Badain Jaran Desert at a height of 2 m above the soil surface, and at 30 min intervals. The 6 d data were chosen to include a rainfall event at the end of the first day of the selected period. Except for wind speed data fluctuating irregularly because of inherent randomness, the records of other variables showed clearly typical diurnal behavior.

[43] Figure 7a shows that the average air temperature was 24.3°C 1 d before the rainfall and 20.4°C 1 d after. From that day on, the average air temperature increased to 28.7°C at the end of the selected period. As can be seen in Figure 7b, the average daily relative humidity was 0.31 before and 0.51 after rainfalls, followed by a 3 d gradual decrease to 0.14, with a slight increase on the final day to 0.21. As is seen in Figure 7e, the atmospheric pressure followed the same variation pattern as the relative humidity did. The daily average atmospheric pressure was 87528.8 Pa before and 87907.2 Pa after the precipitation. From the second day onwards, the average atmospheric pressure first decreased to 86791.3 Pa on the fifth day, and then increased again to 86753.21 Pa on the last day.

[44] Following van de Griend and Owe [1994], the aerodynamic resistance \((r_a)\) and soil surface resistance \((r_s)\) was expressed as

\[
r_a = \frac{1}{kU} \left[ \ln \left( \frac{z_m - d - z_{\text{om}}}{z_{\text{om}}} \right) - \psi_{\text{om}} \right] \left[ \ln \left( \frac{z_{\text{om}}}{z_{\text{sh}}} \right) - \psi_{\text{sh}} \right],
\]

\[
r_s = r_{a0}(\theta_{\text{sur}} - \theta_{\text{st}}),
\]

where \(k\) is the von Karman constant (=0.41); \(U (\text{m s}^{-1})\) the measured wind speed at certain height; \(Z_m (\text{m})\) the height of wind speed measurement; \(d (\text{m})\) the zero plane displacement (=0 for bare soil); \(Z_{\text{om}} (=0.001 \text{ m})\) the surface roughness length for momentum flux; \(\psi_{\text{om}}\) the atmospheric stability correction factor for momentum flux; \(Z_{\text{sh}} (=0.001 \text{ m})\) the surface roughness length for heat flux; \(\psi_{\text{sh}}\) the atmospheric stability correction factor for heat flux; \(r_{a0}(=10 \text{ s m}^{-1})\) the resistance to molecular diffusion across the water surface itself; \(a (=35.63)\) the fitted parameter; \(\theta_{\text{min}} (=0.15 \text{ m}^{-3} \text{ m}^{-3})\) the empirical minimum value above which the soil is able to deliver vapor at a potential rate; and \(\theta_{\text{sur}}\) the soil water content in the topsoil layer.

#### 3.3.3. Model Validation

[45] The field measurements of soil moisture and temperature described by Zeng et al. [2009], were used to validate the proposed model. The soil temperature was measured at
depths of 2, 5, 10, 20 and 50 cm by soil temperature profile sensor (STP01, Hukseflux Thermal Sensors B.V., Delft, Netherlands). According to Figure 8, there was reasonably good agreement between simulated and measured soil temperatures at different depths. The simulation matched the diurnal variations on most days. The underestimation occurring at 2 cm depth during the whole simulation period should partially be attributed to the Fourier-transformed surface temperature in Figure 7f. There were overestimations at other depths on some days. For example, overestimation occurred on day 1 at depths of 10, 20 and 50 cm, and on day 5 and 6 at depths of 10 and 20 cm. The simulations of temperature with and without considering airflow were compared in Figure 8. At the selected depths, there is no big difference between the two models. The root mean square errors (RMSEs) between the simulation (considering airflow) and the measurement are 4.135°C, 3.047°C, 3.667°C, 3.559°C and 1.532°C at the depth of 2, 5, 10, 20 and 50 cm, respectively. For the simulation without considering airflow, the RMSEs are 4.131°C, 3.031°C, 3.572°C, 3.394°C and 1.541°C at the selected depths.

The soil moisture was measured at a depth of 10, 20, 30, 40, and of 50 cm by soil water content profile sensor (EasyAG50, Sentek Pty. Ltd., Stepny, Australia). The quality of soil moisture measurement was quantitatively assessed and calibrated by Zeng et al. [2009]. A major concern with measuring soil moisture in sand was the temperature effect. The temperature had an effect on readings of the moisture sensors of 14.4% between 12°C and 45°C at 10 cm, of 13.9% between 11°C and 50°C at 20 cm, of 14% between 11°C and 50°C at 20 cm, of 14% between 9°C and 11°C at 20 cm, and of 14% between 8°C and 10°C at 20 cm.

Figure 7. Diurnal changes in meteorological variables: (a) air temperature, (b) relative humidity, (c) wind speed, (d) precipitation, (e) atmospheric pressure, and (f) surface temperature. They are recorded every 30 min from 13 to 19 June 2008. The solid lines are the approximation and the dots are the measurement.
51°C at 30 cm, of 13% between 9°C and 55°C at 40 cm, and of 15% between 8°C and 55°C at 50 cm. After calibration, the temperature effects at the depths of 10, 20, 30, 40, and 50 cm were reduced by 92%, 93%, 93.8%, 88%, and 82%, respectively [Zeng et al., 2009]. This ensured the quality of the measurements used to assess the model performance in simulating soil moisture variations.

While the temperature simulation was in close agreement with the measurements, the soil moisture simulation was not, except for the depths of 10 cm and 50 cm (Figure 9). At a depth of 10 cm, the simulation captured the important trend, which was the response of soil moisture to the precipitation at the end of day 1. However, the measurements at depths 20, 30 and 40 cm did not follow the

![Figure 8](image1.png)

**Figure 8.** Comparison between simulated (i.e., by model with and without considering airflow) and measured soil temperature during 13–19 June 2008, at selected depths: (top to bottom) 2 cm, 5 cm, 10 cm, 20 cm and 50 cm. The solid black line is the simulation with airflow, the solid gray line is the simulation without airflow, and the red open circle is the measurement.
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**Figure 9.** Same as Figure 8 but for soil moisture content at selected depths: (top to bottom) 10 cm, 20 cm, 30 cm, 40 cm and 50 cm. The solid black line is the simulation with airflow, the solid gray line is the simulation without airflow, and the red open circle is the measurement.
same trend as the simulation. This partially indicated that the parameters in soil hydraulic properties, assumed vertically homogeneous, were probably not correct. HYDRUS1D [Saito et al., 2006] was also used to simulate soil moisture and temperature variations. Results of this showed that agreement between measured and modeled soil moisture content was not achieved throughout the profile [Zeng et al., 2009]. Further investigation should be undertaken to quantify the heterogeneity of the sand at the field site.

Figure 9 shows also the simulation of soil water content without considering airflow. Compared to Figure 8, the discrepancy between the two models in simulating soil water content is more obvious. The RMSEs between the simulated (considering airflow) and the measured volumetric soil water content are 0.0052, 0.0218, 0.0232, 0.0268 and 0.0051 (m$^{-3}$ m$^{-3}$) at the depth of 10, 20, 30, 40 and 50 cm. For the simulation without considering airflow, the RMSEs are 0.0189, 0.0089, 0.0114, 0.018 and 0.0068 (m$^{-3}$ m$^{-3}$) at the selected depths. Except for the depth of 20, 30 and 40 cm, the model considering airflow performs closer to the field measurement than without airflow. However, at these less-good-match depths, the model with airflow does have a much more sensitive response to the rainfall event than without considering airflow. Even at the depth of 50 cm, clear response to the rainfall event is shown by the model with airflow, while not by the model without considering airflow.

### 3.3.4. Comparisons With Evaporation Measurement

With boundary conditions and forcing data in place, the validated model was used to determine the surface evaporative flux, a crucial parameter subsequently affecting the atmospheric modeling. The observed evaporative flux was calculated from the latent heat flux recorded by a three-dimensional eddy covariance system (Campbell Scientific, Inc., Logan, UT) installed 2 m above the surface. The system consisted of a CSAT3 three-dimensional sonic anemometer and a KH20 krypton hygrometer. The CSAT3 measured wind speed in three dimensions at a frequency of 10 Hz, and with the same frequency the KH20 measured vapor pressure. With the high-frequency data from CSAT3 and KH20, the latent heat flux was obtained every 30 min.

The sensible heat flux was also obtained by the eddy covariance system. [Figure 10] shows the comparison between evaporation rates, calculated by the proposed model and the model excluding airflow (e.g., PdV model), and the actual measurements. The normalized root mean squared deviation (NRMSD) was used to quantify the simulation’s goodness of fit. NRMSD was expressed as percentage, where lower values indicated better agreement between simulation and measurement.

Except for the day immediately after rainfall (the second day), there was no big difference in the calculated evaporation rate, whether airflow was included or not. The NRMSDs for the selected simulation period were 13% and 14% for the proposed model and the no-air model, respectively. However, if only the second day was taken into account, the NRMSD of the proposed model was 16% and that of the no-air model 27%. This meant that in this field case the proposed model did improve the simulation and made it come closer to reality than the no-air model did. The significant improvement seen on the second day was mainly attributed to the moist soil immediately after the rainfall event. During the rest of the simulation period, the topsoil layer dried up, diminishing the advantage of including the airflow mechanism.

### 4. Conclusions

#### 4.1. Summary of Numerical Results

A physics-based approach was adopted to develop a theoretical equation system for coupling liquid, water vapor, dry air and heat transfer in unsaturated soil, considering water vapor diffusion, advection and dispersion. On the basis of previous work by Milly [1982], who analyzed the simultaneous mass and heat transfer under constant air pressure, a fully coupled model was developed, in which dry air was treated as a single phase. Thus, not only diffusion, but also convection and dispersion were included in the vapor transport mechanism. The treatment also included atmospheric pressure, acting as the driving force gradient for...
the liquid transport and advective flux, conveyed by the dry air flux, in the energy balance calculation.

[53] The three partial differential equations of the proposed model, based on the state variables of matric potential, temperature and air pressure, were solved numerically using a combination of a finite element method for spatial discretization and a finite difference method for temporal discretization. The model was verified by testing its capacity to describe the physical processes involved in the isothermal two-phase flow and the coupled moisture and heat transfer. Excellent agreement was achieved between the proposed model and the published experimental and numerical studies.

[54] On the basis of literature studies (the cases of Milly, and Touma and Vauclin), the fully coupled problem was investigated by introducing heat flow into the isothermal two-phase flow and dry airflow into the coupled moisture and heat flow. The results showed that in a very dry soil, airflow had a significant influence on the water vapor transfer. In a bounded soil column, 10 cm thick, the water vapor transfer was retarded because of the outward air pressure gradient. In the transient infiltration experiments, the simulation results showed that when the air effect was significant (i.e., in a bounded soil column), the inclusion of heat flow increased the infiltration process (Figure 6a). However, the heat flow did not affect the two-phase flow (air-water flow) noteworthy when the bottom of the column was opened. In that case, the soil air pressure equilibrated quickly with the atmospheric pressure. In the bounded column, where the air phase played a significant role in the water phase flow, the effect of the heat flow was outstanding. The thermal gradient driving forces partially pushed the water supposed to be stored at certain depth, down and made the water content profiles more abrupt.

[55] The proposed model was then applied to a field case, in which soil moisture, temperature and evaporation rate were measured. With the boundary conditions and the atmospheric forcing, the model generated good agreement between simulated and measured soil temperature. However, the comparison with measured soil moisture indicated that the parameters in soil hydraulic properties, assumed vertically homogeneous, were likely not correct. Further investigation is needed to quantify the heterogeneity of the sand in the field site. The comparison between the measured and the simulated evaporation rates, by both the proposed model and the no-air model, demonstrated that the proposed model did improve the simulation of evaporation and made it come closer to reality.

4.2. Is it Necessary to Consider Airflow in LSMs?

[56] As mentioned previously, most of the land surface models (LSMs) do not consider two-phase flows. Soil water dynamics remain highly simplified in the LSMs, even though they have evolved from first generation to third generation [Sellers et al., 1997]. This simplification has resulted in the transformation of soil moisture into an index used for calculating evapotranspiration and runoff, rather than representing the actual mass of moisture in the soil [Robock et al., 1998]. This has lead to poor simulation of soil moisture dynamics in extremely dry environments [Walker et al., 2001a], such as deserts. The invalidity of this simplification has contributed to the lack of realistic physical coupling between soil moisture and temperature. Only the diffusivity forms of the conservation equations for soil moisture and temperature are used in the LSMs [Shao and Henderson-Sellers, 1996a]. The coupled moisture and heat transfer model has hardly been used to retrieve soil moisture profiles with a data assimilation technique, though it has been proven to be successful [Walker et al., 2001b]. Furthermore, there are very few studies tackling the inclusion of atmospheric pressure in the LSMs based on a two-phase flow approach.

[57] In fact, atmospheric pressure variation (e.g., from 86535 Pa to 88123 Pa in the field case) can dynamically move water vapor and dry air in and out of soil [Tillman and Smith, 2005]. The discussion in section 3 shows that airflow is actually strongly coupled to simultaneous moisture and heat transport in the soil. When compared to measured evaporation, the model including airflow mechanisms did improve the simulation of evaporation and made it come closer to reality. On the day immediately after a rainfall event, the effect of including airflow was significant and showed an underestimation of 33% where airflow was neglected. It is clear that the coupled liquid, water vapor, dry air and heat transport mechanism (i.e., simultaneous moisture and heat transport including airflow) should be considered in LSMs.

[58] One note on the additional computational cost required to include the airflow would be practical here. With a dual core processor (Intel(R), Core(TM) 2 CPU 6400@ 2.13 GHz, 2.13 GHz), an installed memory (RAM, 2GB), and a 32 bit system operating with Windows 7 (service pack 1, Copyright©2009 Microsoft Corporation), the computational cost of the proposed model was 58.2 s, compared to 48.7 s for the no-air model, in the field case used in this study. Thus, the computational costs for the proposed model were 19.5% higher than for the model without considering airflow.

4.3. Limitations and Future Work

[59] This study only discussed the necessity of considering two-phase flow mechanisms in LSMs from a subsurface physical point of view. The incorporation of the proposed model into a LSM was not implemented. The main purpose was to demonstrate how a complex model (two-phase heat and mass flow model) can be developed from a relative simple model (PdV model), and how important a role the additional complexity can play in the model performance. Section 2 shows the development of the proposed complex model, and its value is demonstrated by comparisons between the proposed model and the simple model with the real atmospheric forcing and evaporation measurement (section 3.3).

[60] It is clear that the proposed model lacks the inclusion of freezing and thawing processes, where frozen soil can impede water infiltration and influence the hydrological cycle [Bayard et al., 2005], and soil thaw can enhance soil-atmosphere gas exchanges [Goulden et al., 1998; Schuur et al., 2009]. In the near future, NASA’s Soil Moisture Active and Passive (SMAP) mission will be launched for mapping soil moisture and freeze/thaw state. To not only include the airflow mechanism discussed above, but also assimilate these extra satellite data, a land model considering the freezing/thawing process should be developed, extending beyond the focus of this research.

[61] It is also necessary to quantify the capabilities of the proposed model to handle more complex and realistic situations, such as the acceleration in the infiltration process.
due to a considerable volume of CO₂ in the soil. It would also be interesting to test the proposed model with more experimental data in a desert environment, in order to gain understanding about the moisture transport mechanism in a desert ecosystem, as no satisfactory explanation exists to date for such an ecosystem on soil water trapped at certain depths below the surface [Zeng et al., 2009]. In situ experiments measuring air pressure in the soil and the atmosphere would also help to gain insight in the parameterization schemes of the proposed model.

Appendix A: Parameterizations

[62] These parameterization equations link the independent variables (soil matric potential, soil temperature and soil air pressure) and the dependent variables (i.e., volumetric water content, vapor density, etc.). Each governing equation is solved for a single unknown, for example, equations (1) with (3) for soil matric potential, equations (4) with (5) for soil air pressure and equation (6) for soil temperature. The closure of the model developed above requires all dependent variables to be computable from the set of independent variables. The governing equations are finally written in terms of the independent variables when the parameterizations given below are substituted.

A1. Gas-Phase Density

A1.1. Water Vapor Density

[63] Water vapor density, \( \rho_V \), is evaluated as determined by Philip and De Vries [1957]

\[
\rho_V = \rho_r H_r; \text{ with } H_r = \exp(hg/R_dT); \text{ and }
\rho_r = 10^{-3} \exp \left( \frac{31.3716 - 6014.79}{T} - 7.92495 \times 10^{-3}T \right)
\]

where \( \rho_r \) (kg m\(^{-3}\)) is the density of saturated water vapor [Saito et al., 2006]; \( H_r \), the relative humidity; \( R_d \) (461.5 J kg\(^{-1}\) K\(^{-1}\)) the specific gas constant for water vapor; \( g \) (m s\(^{-2}\)) the gravitational acceleration; and \( T \) (K) the temperature. The vertical gradient of the water vapor density can be expressed as

\[
\frac{\partial \rho_V}{\partial z} = \rho_r \frac{\partial H_r}{\partial T} h \frac{\partial T}{\partial z} + \rho_r \frac{\partial H_r}{\partial h} \frac{\partial h}{\partial z} + H_r \frac{\partial \rho_r}{\partial T} \frac{\partial T}{\partial z}
\]

(A2)

A1.2. Dry Air Density [Thomas and Sansom, 1995]

[64] Assuming that pore-air and pore-vapor may be considered to be ideal gas, dry air and water vapor density can be expressed as

\[
\rho_{da} = \frac{P_{da}}{R_{da}T}, \text{ and } \rho_V = \frac{P_V}{R_V T}
\]

(A3)

where \( R_{da} \) is the specific gas constant for dry air; \( P_{da} \) and \( P_V \) are dry air pressure and water vapor pressure, respectively; and \( T \) (K) the soil temperature. According to Dalton’s law of partial pressure, the mixed soil air pressure \( (P_g) \) should be equal to the sum of the dry air pressure and the water vapor pressure

\[
P_g = P_{da} + P_V
\]

(A4)

The dry air density may then be rewritten as

\[
\rho_{da} = \frac{P_{da}}{R_{da}T} - \frac{\rho_V R_t}{R_{da}}
\]

(A5)

Differentiating equation (A5) with respect to time \( (t) \) and space \( (z) \) yields

\[
\frac{\partial \rho_{da}}{\partial t} = X_{at} \frac{\partial P_g}{\partial t} + X_{dt} \frac{\partial T}{\partial t} + X_{dh} \frac{\partial h}{\partial t}
\]

\[
\frac{\partial \rho_{da}}{\partial z} = X_{as} \frac{\partial P_g}{\partial z} + X_{ts} \frac{\partial T}{\partial z} + X_{sh} \frac{\partial h}{\partial z}
\]

(A6)

where

\[
X_{at} = \frac{P_g}{R_{da}T} \left( H_r \frac{\partial \rho_V}{\partial T} \frac{\rho_V h g H_r}{R_d T^2} \right)
\]

and

\[
X_{as} = \frac{1}{R_{da}T} \left( H_r \frac{\partial \rho_V}{\partial T} \frac{\rho_V h g H_r}{R_d T^2} \right);
\]

\[
X_{at} = -\frac{\rho_V h g H_r}{R_{da} T}
\]

(A7)

A2. Permeability

[65] The pore size distribution model of Mualem [1976] was used to predict the isothermal hydraulic conductivity, \( K_{lh} \), from the saturated hydraulic conductivity [van Genuchten, 1980]:

\[
K_{lh} = K_s K_{rh} = K_s \left[ 1 - \left(1 - S_c^{\theta/m} \right)^m \right]^2
\]

(A8)

where \( K_s \) (m s\(^{-1}\)) is the saturated hydraulic conductivity; \( K_{rh} \) the relative hydraulic conductivity; \( S_c \), the effective saturation (unitless, \( S_c = (\theta - \theta_{res})/(\theta_{sat} - \theta_{res}) \)); \( \theta_{res} \) the residual water contents; and \( l \) and \( m \) are empirical parameters. Of these parameters, \( l = 0.5 \), and \( m \) can be expressed as \( m = 1 - 1/n \), which in turn could be determined by fitting Van Genuchten’s analytical model [van Genuchten, 1980]

\[
\theta(h) = \begin{cases} 
\theta_{sat} + \frac{\theta_{sat} - \theta_{res}}{1 + |\alpha h|^n}, & h < 0 \\
\theta_{sat}, & h \geq 0
\end{cases}
\]

(A9)

where \( \alpha (m^{-1}) \) is related to the inverse of the air entry pressure, and \( n \) is a measure of the pore size distribution.

[66] Taking the temperature dependence of matric pressure into consideration [Nimmo and Miller, 1986; Nasser and Horton, 1989; Noborio et al., 1996], the thermal hydraulic conductivity, \( K_{LT} \), is defined as

\[
K_{LT} = K_{lh} \left( \frac{h G_{at} 1}{\gamma_0 \frac{d\gamma}{dT}} \right)
\]

(A10)

where \( G_{at} \) is the gain factor (dimensionless), that assesses the temperature dependence of the surface tension of soil water; \( \gamma (g s^{-2}) \) is the surface tension of soil water; and \( \gamma_0 (= 71.89 g s^{-2}) \) the surface tension at 25°C. The temperature dependence of \( \gamma \) is given by Saito et al. [2006]

\[
\gamma = 75.6 - 0.1425T - 2.38 \times 10^{-4} T^2
\]

(A11)

where T(°C) is the temperature.
According to Scanlon [2000], the intrinsic permeability of a media may be defined as

\[ k_g = \frac{K_r T_w}{\mu_g} \]  

(A12)

where \( \mu_g \) (kg m\(^{-1}\) s\(^{-1}\)) is the dynamic viscosity of water.

### A3. Dynamic Viscosity

[69] The dynamic viscosity of water given by Fogel’son and Likhachev [2000] is

\[ \mu_w = \mu_{w0} \exp[\mu_1/(R \cdot (T + 133.3))] \]  

(A13)

where \( \mu_{w0} = 2.4152 \times 10^{-5} \) (Pa s), \( \mu_1 = 4.7428 \) (kJ mol\(^{-1}\)), \( R = 8.314472 \) (J mol\(^{-1}\)K\(^{-1}\)), and \( T(°C) \) is the temperature.

### A4. Transport Coefficient for Thermal Adsorbed Liquid Flow

[70] According to Groenevelt and Kay [1974], the transport coefficient for adsorbed liquid flow due to temperature gradient may be expressed as:

\[ D_{TD} = \frac{H_w e}{b_0 f_0(T + 273.15)} \]  

(1.5548 \cdot 10^{-17}) \]  

(A14)

where \( H_w(\text{J m}^{-2}) \) is the integral heat of wetting; \( b = 4 \times 10^{-5} \) (m); \( T(°C) \) is the temperature; and \( f_0 \) is the tortuosity factor, which may be expressed as [Millington and Quirk, 1961]

\[ f_0 = \theta_a^{1/3} \theta_{sat}^{2} \]  

(A15)

### A5. Diffusion and Dispersion Coefficients

[71] Following Milly and Eagleson [1980], the water vapor diffusivity in soil, \( D_a \), is defined as

\[ D_a = f_0 \theta_a D_a \]  

(A16)

where \( D_a(\text{m}^2 \text{s}^{-1}) \) is the diffusivity of water vapor in air at temperature \( T(\text{K}) \) [Saito et al., 2006]:

\[ D_a = 2.12 \times 10^{-5} \left( \frac{T}{273.15} \right)^2 \]  

(A17)

Following the liquid island concept of Philip and De Vries [1957], a well-known enhancement factor is derived by Cass et al. [1984] to account for the increase in thermal water vapor flux, which is expressed as

\[ \eta = 9.5 + 3 \cdot \theta/\theta_{sat} - 8.5 \cdot \exp\left\{-\left[1 + 2.6/\sqrt{f_c}\right] \theta/\theta_{sat}\right\}^4 \]  

(A18)

where \( f_c \) is the mass fraction of clay in sand (0.02); and \( \theta_{sat} \) the saturated water content. The variable \( \eta \) only appears in the water vapor diffusion term associated with the temperature gradient in the form of \( D_{v} \frac{\partial \rho v}{\partial T} \frac{\partial T}{\partial T} \phi_e \).

[72] The gas phase longitudinal dispersion coefficient, \( D_{v, g} \), was estimated by Bear [1972] as

\[ D_{v, g} = \alpha_{Li} \cdot q_i \]  

(A19)

where \( q_i \) is the pore fluid flux in phase \( i \); and \( \alpha_{Li}(\text{m}) \), the longitudinal dispersivity in phase \( i \), has been evaluated by various authors for different levels of soil saturation. Laboratory studies have shown that \( \alpha_{Li} \) increases when the soil volumetric water content decreases. In this work, as in the work of Grifoll et al. [2005], a correlation made from simulation results by Sahimi et al. [1986] and experimental data obtained by Haga et al. [1999] was used:

\[ \alpha_{Li} = \alpha_{Li, sat} \cdot \left[13.6 - 16 \cdot \left( \theta_w/\epsilon \right) + 3.4 \cdot \left( \theta_w/\epsilon \right)^2\right] \]  

(A20)

As Grifoll et al. [2005] pointed out, because of the lack of dispersivity values, the saturation dispersivity, \( \alpha_{Li, sat} \), used in the above correlation was taken to be 0.078 m, as reported in the field experiments of Biggar and Nielsen [1976] and shown to be a reasonable value in previous modeling studies [Cohen and Ryan, 1989].

### A6. Thermal Conductivity, Heat of Wetting, and Latent Heat

[73] The coefficient of thermal conductivity of unsaturated soil combines the thermal conductivity of solid particles, liquid and dry air in the absence of flow and is expressed by Chung and Horton [1987] as

\[ \lambda_{eff} \approx b_1 + b_2 \theta + b_3 \theta^{0.5} \]  

(A21)

where \( b_1, b_2, \) and \( b_3 \) are empirical regression parameters that have three sets of values for clay (~0.197, ~0.962 and 2.521), loam (0.243, 0.393 and 1.534) and sand (0.228, ~2.406 and 4.909), respectively.

[74] The differential heat of wetting, \( W(J \text{Kg}^{-1}) \), is the amount of heat released when a small amount of free water is added to the soil matrix and is expressed by Prunty [2002] as

\[ W = -0.002932h \]  

(A22)

where \( h \) is in m.

[75] According to Saito et al. [2006], the latent heat of vaporization varies with \( T(°C) \) as

\[ L(T) = L_0 - (c_L - c_V)(T - T_s) \approx 2.501 \times 10^6 - 2369.2T \]  

(A23)
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