Observation and simulation of lake-air heat and water transfer processes in a high-altitude shallow lake on the Tibetan Plateau
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Abstract Lakes are an important part of the landscape on the Tibetan Plateau. Most of the Plateau lakes' area has been expanding in recent years, but lake-atmosphere energy and water interaction is poorly understood because of a lack of observational data and adequate modeling systems. Based on the eddy covariance observation over a high-altitude shallow and small lake (the small Nam Co Lake) during an ice-free period from 10 April to 30 August 2012, this study analyzes the lake-air heat and water vapor turbulent transfer processes and evaluates two popular lake-air exchange models: a bulk aerodynamic transfer model (B model) and a multilayer model (M model). Our main results are as follows: (1) observations show that the bulk transfer coefficient (Cf) and roughness length (z0w) for water are higher than those for heat (CfH and z0H), especially under low wind speed; (2) both models underestimate turbulent fluxes due to inaccurate values of the Chamock coefficient (α) and the roughness Reynolds number (Rr) which are both important parameters for calculating the roughness length for momentum (z0m) over water; (3) α within a reasonable range of 0.013–0.035 for rough flow and Rr for smooth flow (Rr = 0.11) are 0.031 and 0.54, respectively, by our observation. The wave pattern of shorter wavelength gives a larger z0m in the small and shallow lake; and (4) the B model and the M model gave consistent results, and both models are more suitable for simulation of turbulent flux exchange after z0m optimization.

1. Introduction

The Tibetan Plateau (TP) with an average altitude of more than 4000 m above sea level (asl) is referred to as “Asia’s water tower” and the “Third Pole of the Earth” [Qiu, 2008]. With an estimated 32,843 total lakes, approximately 1204 of which are larger than 1 km² and the rest of which are smaller than 1 km², lakes play an important role in the water cycle and energy budget of the “Third Pole” area [Wang and Dou, 1998; Zhang et al., 2014]. Recent studies have shown that the number of lakes on the TP is increasing, and most of the lakes have been expanding because of the effects of warming climate through increased precipitation and glacier melt [Liu et al., 2010; Wang et al., 2013; Yang et al., 2014; Zhang et al., 2011]. Vertical turbulent heat fluxes (latent heat flux (LE) and sensible heat flux (H)) over the lake-air interface are fundamental driving forces for the atmospheric boundary layer growth of lakes, and these are vital variables for characterizing the lake-air interaction in numerical climate models [Daniel, 1998; Haginoya et al., 2009; Jin et al., 2010; Xiao et al., 2013]. However, due to harsh climatic conditions and the difficulties associated with measuring these parameters over the water surface, little attention was paid to lake-air interactions during previous TP energy and water cycle experiments (such as the GAME/Tibet-Global Energy and Water Cycle Experiment, and the CAMP/Tibet-Coordinated Enhanced Observing Period Asia-Australia Monsoon Project) [Ma et al., 2008, 2002, 2006; Tanaka et al., 2001, 2003; Yang et al., 2008].

Observations in low-land lakes have shown that heat and water exchange between lakes and the overlying atmosphere differs from the exchange between land and atmosphere; additionally, lakes can influence local climate via heat and water vapor transport processes through lake-land breeze circulation and the alteration of local precipitation [Blanken et al., 2003, 2011; Lee et al., 2014; Liu et al., 2009; Venalainen et al., 1999; Verburg and Antenucci, 2010; Xiao et al., 2013]. The lake-air heat and water exchange is not only related to the lake surface conditions, such as lake surface temperature, ice coverage, lake depth, and waves, but is also influenced by
the surrounding environment and atmospheric conditions [Blanken et al., 2003; Blanken et al., 2011; Gao et al., 2006; Panin et al., 2006; Spence et al., 2011]. For example, a stable/unstable atmosphere can reduce/increase the heat loss from lake water [Brutsaert, 1982]. Due to the relatively greater heating and cooling effect from the surrounding land, small lakes generally have a more variable atmospheric boundary layer than big lakes [Deng et al., 2012; Katsaros, 1998]. There has been very limited research on heat and water vapor processes in the large lakes on the TP and little on small and shallow lakes. A few studies have used eddy covariance (EC) observations to examine the high-altitude lakes of the TP. For example, Biermann et al. [2013] analyzed differences in water and heat flux transport over water and grassland by combining footprint analysis with short-term EC observations on the shoreline of the small Nam Co Lake (4715 m asl); Liu et al. [2014] analyzed the heat and water exchange coefficients (i.e., roughness lengths and bulk transfer coefficients) over Lake Erhai (1978 m asl) on the southeast edge of the TP; and Li et al. [2015] reported a persistently unstable atmosphere over the Lake Ngoring (4274 m asl) on the eastern plateau. However, few studies have simulated the turbulent flux transport of heat and water between high-altitude lakes and the atmosphere [Biermann et al., 2013].

To better understand heat and water vapor exchange and to find the appropriate modeling approach for the small and shallow lakes on the TP, this study employs two popular lake-air heat and water exchange models of different complexity, the widely used Bulk aerodynamic transfer model [Fairall et al., 1996b; Verburg and Antenucci, 2010] and the experiment-based multilayer model [Foken, 1979, 1984], hereafter referred to as the B model and M model, respectively. The two models have different structures and methods of representing turbulent diffusion over the water surface of a lake. In the B model, H, LE, and wind stress are related to traditional meteorological observations (such as wind speed, water temperature, air temperature, and air humidity) through bulk transfer coefficients which can be parameterized using the roughness lengths for momentum, heat, and water vapor [Beljaars and Holtslag, 1991; Brutsaert, 1999; Fairall et al., 1996b; Katsaros, 1998; Liu et al., 1979; Pond et al., 1974; Rouse et al., 2003; Smith, 1988; Verburg and Antenucci, 2010]. In principle the M model describes much better heat and vapor transfer, since it takes into account contributions from different planetary boundary layer (PBL) sublayers: the molecular layer, buffer layer, and turbulent layer [Foken, 1984]. For each layer, various atmospheric stratification exchange coefficients and experimental constants are used [Foken, 1979, 1984; Foken and Skeib, 1983; Mangarella et al., 1973; Merlivat and Coantic, 1975; Panin et al., 2006].

The roughness length for momentum is a basic and fundamental parameter in lake-air heat flux modeling. It is highly variable with different water surface conditions, and scientists have attempted to quantify it by taking into account field information on wave height, wavelength, and wave age [Ataktürk and Katsaros, 1999; Charnock, 1955; Donelan et al., 1993; Fairall, 1996; Gao et al., 2006; Smith et al., 1992]. At similar wind and fetch conditions, waves generated in shallow water have a smaller wave height and a shorter wavelength than in deep water [Whalin et al., 1984]. The effective roughness length for momentum increases with wave height and decreases with wavelength [Menenti and Ritchie, 1994; Taylor et al., 1989]. It has been reported that roughness length for momentum is higher for coastal water than open sea water [Gao et al., 2009]. Panin and Foken [2005] described a correction on heat flux transfer to take into account the dependence of wave height on water depth [see also Panin et al., 2006]. Another feature relevant to the thermal stratification of lake water is salinity, which is 1198 mg L⁻¹ in the large Nam Co Lake [Wang et al., 2009]. Assuming the salinity in the small Nam Co Lake is similar or higher, a water density gradient may be established like in a solar pond [Hull, 1979], which reduces mixing in the water and increases the surface water temperature. Because of the higher temperature in the surface water layer, higher air specific humidity close to the water surface is likely to occur. Due to higher air temperature and humidity at the water-air interface, free convective conditions (FCCs) [Zhou et al., 2011], i.e., when buoyancy is dominant over shear, are likely to occur. In this study, we use the term FCCs to refer to the occurrence of free convection in the surface layer.

To achieve the goals of understanding the characteristics of lake-air interaction, testing the applicability of the models, and improving their parameterization scheme over high-altitude shallow lakes, a long-term eddy covariance observation system was installed in the shallow small Nam Co Lake in April 2012. The eddy covariance observations are used as direct measurements and validation data in this paper. After describing the study site and methods in sections 2 and 3, respectively, results and discussion are presented in section 4, followed by conclusions in section 5. Specifically, observations from 10 April through 30 August 2012 are analyzed in section 4.1, providing a general background for the simulations. Next, we compare the models, showing that they perform similarly, and choose the B model for parameter sensitivity analysis in section 4.2. In section 4.3,
we discuss the bias in the roughness length for momentum and heat flux between the simulations and observations; in section 4.4, we demonstrate that inaccurate parameters for roughness length for momentum result in underestimation of the simulated heat flux. Finally, the limitations of the models, especially under FCCs, are documented in section 4.5.

2. Site Description

The small Nam Co Lake (30°46′55″N, 90°58′10″E) is a very shallow lake located at an altitude of approximately 4715 m asl and situated between Nam Co Lake (the second largest lake on the TP, approximately 1980 km²) and the Nyainqentanglha Mountains (glacier-capped mountains with an altitude ranging from approximately 5300 m to 6400 m asl) on the TP (Figure 1a). There is a relatively flat area between the Nam Co Lake and the mountains. The dominant land cover is a homogeneous ecotone composed of alpine meadows and steppe grasses, with mixed vegetation including *Kobresia macrantha* and *Stipa purpurea* [Miehe et al., 2011; Wei et al., 2012]. The land-lake breeze circulation in the area of Nam Co Lake and the Nyainqentanglha Mountains displays obvious diurnal variations [Biermann et al., 2013; Gerken et al., 2014; Zhou et al., 2011]. The wind mostly blows from the lake area during the day and from the land at night. The study area lies in the transition region between the semihumid zone and the semiarid zone; it is influenced by the westerly wind and the southwest monsoon system. The annual mean air temperature is approximately 0°C, and the annual mean wind speed is approximately 4.04 m s⁻¹ based on PBL tower measurements on land taken from 2007 to 2012 in the Nam Co Monitoring and Research Station for the Alpine Environment (Nam Co station) [Ma et al., 2009]. Precipitation mainly occurs during the monsoon period (May to October), and the multiyear average (from 2007 to 2011) is approximately 505 mm [Zhou et al., 2013]. The small Nam Co Lake stretches from northeast to southwest and measures approximately 2620 m by 510 m in size with a generally rectangular shape and an area of approximately 1 km². The lake eddy covariance (EC)
observation system is situated 8 m offshore (red triangle in Figure 1b) and approximately 500 m from the northern shore. The water depth around the lake EC system is approximately 1.5 m. The PBL tower at the Nam Co station (red cross in Figure 1b) is approximately 1 km away from the lake EC system.

The lake EC system (Figure 1c) includes a sonic anemometer (CSAT3, Campbell Scientific, Inc.) and an open path CO$_2$/H$_2$O analyzer (LI-7500A, LI-COR Biosciences), which are installed approximately 2.7 m above the water surface. The CSAT3 faces west and the LI-7500A is situated 25 cm south of the CSAT3. Wind velocity, temperature, and humidity are recorded by a data logger (CR5000, Campbell Scientific, Inc.) at a frequency of 10 Hz. Upward and downward short-wave and long-wave radiation (CNR4, Kipp & Zonen) are measured at a fixed height of 1.5 m above the water surface. Three fixed lake water temperature sensors were installed (Pt100, at 5 cm, 10 cm, and 20 cm), avoiding direct exposure to sunlight. In addition, five fixed water temperature sensors were also placed at 5 cm, 9 cm, 15 cm, 31 cm, and 65 cm depth. All the instruments are fixed onto concrete platforms in the water.

3. Methods

3.1. Description of the Two Models

3.1.1. Bulk Aerodynamic Transfer Model

The modeled values for $H$ and LE are linearly proportional to the stability-dependent bulk transfer coefficients, and they are also affected by wind velocity and the gradients of temperature and humidity between water and atmosphere, respectively [Verburg and Antenucci, 2010; Vickers and Mahrt, 2010; Vincent et al., 2008]. $H$ and LE then can be expressed as follows:

$$H = \rho_a C_H C_M U_z (T_0 - T)$$

$$LE = \rho_a C_E C_M U_z (q_0 - q)$$

where $\rho_a$ is the air density (kg m$^{-3}$); $C_H$ is the specific heat of air (1005 J kg$^{-1}$ K$^{-1}$); $L_v$ is the latent heat of vaporization (J kg$^{-1}$); $U_z$ (m s$^{-1}$) is the wind speed at the reference height (2.7 m); $T$ (K) and $q$ (kg kg$^{-1}$) are the temperature and specific humidity at the reference height, and $T_0$ (K) and $q_0$ (kg kg$^{-1}$) are the same quantities at the water surface; $C_H$ and $C_E$ are the bulk transfer coefficients for heat and water, respectively. In oceanic research, the roughness lengths for heat and water ($z_{0h}$ and $z_{0q}$) are assumed to be the same [Zeng et al., 1998]. Thus, the B model used in this study assumes that $C_H$ and $C_E$ are equal and given by the following equation:

$$C_H = C_E = k^2 \left\{ \ln \left( \frac{Z_m}{Z_{0m}} \right) - \psi_M \right\} \ln \left( \frac{Z_m}{Z_{0h}} \right) - \psi_H \right\}$$

where $k = 0.4$ is the von Kármán constant; $Z_m$ (m) is the observational height; and $\psi_M$ and $\psi_H$ are atmospheric stability correction functions for momentum and heat/water vapor, respectively, with different forms in stable [Dyer, 1967] and unstable [Businger et al., 1971] atmospheric conditions. These functions are related to the stability parameter ($Z_m/L$), where $L$ is the Monin-Obukhov length given by equation (4). The roughness length for momentum ($z_{0m}$) is expressed as a combination of smooth flow ($\alpha \frac{U^2}{L_v}$) and rough flow ($R_t \frac{U^2}{L_v}$) [Fairall et al., 1996b; Verburg and Antenucci, 2010] by equation (5); and $z_{0h}$ is related to the roughness Reynolds number ($Re$) and was defined as equation (6) by Zeng et al. [1998].

$$L = \frac{-\rho_a U^2 T_v}{kg \left( \frac{U^2}{L_v} + 0.61 \frac{U^2}{L_v} \right)}$$

$$z_{0m} = \alpha \frac{U^2}{g} + R_t \frac{v}{U_z}$$

$$z_{0h} = z_{0m} \exp \left( -2.67 \ Re^{1/4} + 2.57 \right)$$

where $T_v$ is the virtual air temperature (K); $g$ is the gravitational acceleration (m s$^{-2}$); $\alpha$ is the Charnock number (0.013 in sea-atmosphere research), which depends on wave-field conditions and the observational environment; the roughness Reynolds number for smooth flow ($R_t = 0.11$) is related to the viscous shear in sea dynamic roughness length parameterizations [Fairall et al., 1996b]; $v$ is the kinematic viscosity of air (m$^2$ s$^{-1}$) [Massman, 1999]; $U_z$ is the friction velocity; and $Re$ can be expressed as follows: $Re = U_z z_{0m} / v$. 
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3.1.2. Multilayer Model

The transformed universal energy exchange formula for near-surface layers of the atmosphere [Foken, 1984] can be expressed as follows:

\[
X(z) - X(0) = \frac{1}{w} \int_0^z f(z) \, dz
\]

(7)

where \(X\) denotes the wind velocity for momentum, the temperature for heat, or the specific humidity for water vapor with the observational heights defined by “a” and “0” in the parentheses; \(w\) is the fluctuation in the vertical wind component; \(v_i\) is the turbulent exchange coefficient, which can be expressed as \(v_i = k w_i\) [Foken, 1984; Monin and Yaglom, 1965]; and \(v_m\) is the molecular exchange coefficient, referred to as the kinematic viscosity of air. The inverse of the integral term in equation (7) is the so-called profile coefficient \(\Gamma\) [Foken, 1979, 1984; Panin et al., 2006], and it can be expressed in four-layer integration as follows:

\[
\Gamma = \left( \int_0^\infty \frac{dz}{v_{tm}} + \int_0^\infty \frac{dz}{v_m + v_i} + \int_0^\infty \frac{\phi(z)}{v_i} \, dz \right)^{-1}
\]

(8)

The profile coefficient divides the atmosphere into four layers: a molecular boundary layer (1), a buffer layer (2), a turbulent layer without stability correction (3), and a turbulent layer (4) with the stability corrective function \(\delta dz/l\). This profile coefficient is related only to the thicknesses of the molecular boundary layer (1), the buffer layer (2), and the dynamical sublayer (3), as well as \(Z_m\), \(u_0\), and \(L\). More details about \(\delta\), \(u_0\), and \(L\) can be found in Foken [1984]. Finally, the integral formulas for unstable, neutral, and stable atmospheres can be given, respectively, as follows:

\[
\Gamma = \frac{k u_*}{\nu_{z0} a \times k + 4k + \ln \left( \frac{u_{10}}{20} \right) + \frac{1}{n} \left( 1 - \frac{z}{Z_{c1}^{*}} \right)^{n}} \quad \zeta \leq -0.075
\]

(9)

\[
\Gamma = \frac{k u_*}{\nu_{z0} a \times k + 4k + \ln \left( \frac{u_{10}}{20} \right) + \ln \left( \frac{z}{Z_{c1}^{*}} \right)} \quad -0.075 \leq \zeta \leq 0.16
\]

(10)

\[
\Gamma = \frac{k u_*}{\nu_{z0} a \times k + 4k + \ln \left( \frac{u_{10}}{20} \right) + \frac{1}{m} \left( 1 - \frac{z}{Z_{c2}^{*}} \right)^{-m}} \quad \zeta \geq 0.16
\]

(11)

where \(\nu_{z0} = Pr\) (the Prandtl number), \(\zeta = \frac{z}{Z_{c1}^*}\), \(a = 6\), \(n = 0.5\), \(m = -2\), \(\zeta_{c1} = -0.075\), and \(\zeta_{c2} = 0.16\). As the simulated heat flux is usually underestimated in the M model for small lakes [Panin et al., 2006], we selected the smallest \(\delta_D\) by setting \(\zeta = \zeta_{c1}\) for unstable conditions, \(\zeta = \zeta_{c2}\) for stable conditions, and \(\zeta = \max(\zeta_{c1}, \zeta_{c2})\) for neutral conditions. After derivation of the profile coefficient \(\Gamma\), \(H\) and \(LE\) can be obtained using equations (12) and (13):

\[
H = \rho_{w} c_p \Gamma (T_0 - T)
\]

(12)

\[
LE = \rho_{w} c_w \Gamma (q_0 - q)
\]

(13)

3.2. Data Preparation for the Models

3.2.1. EC Data Processing

The EC method for high-frequency sample data was chosen to determine heat, water vapor, and momentum flux. The “Turbulence Knight 3” (TK3) software package developed by Bayreuth University was used to process the turbulence data [Mauder and Foken, 2015] (https://zenodo.org/record/203494). The processing included time lag compensation, spike removal, planar fit coordinate rotation [Wilczak et al., 2000], spectral correction [Foken et al., 2004], conversion of buoyancy into sensible heat, and correction for density fluctuations (Webb correction) to determine the flux of scalar quantities such as \(H_2\) [Foken et al., 2004; Webb et al., 1980]. Values of \(H\), \(LE\), and friction velocity were produced at half-hourly intervals, together with data quality indicators 1–9 (1 indicates high quality, 9 low quality) [Foken et al., 2004]. Footprint analysis [Göckede et al., 2004] was used to identify observations collected when the small Nam Co Lake was the dominant source area. Biermann et al. [2013] showed that the observed turbulent heat flux for conditions with wind direction from the lake can represent the land surface type of “water surface.” We selected the turbulent flux data from specific wind sectors (wind direction >240° and wind direction <40°, with north at 0° and the azimuth increasing clockwise) and used the water surface measurements from the footprint analysis. After passing through the footprint requirements and data quality standards (quality indicators < 4), there are 2268 half-hourly data points that were used for simulation and validation.
3.2.2. Implementation of Model Simulation

Because of the water level variations in the lake surface, it is difficult to determine lake surface skin temperature \(T_0\). It is well known that the lake surface skin temperature is different from the surface mixed (water) layer temperature because of the cool-skin and warm-layer effects [Fairall et al., 1996a]. However, because of the strong wind-driven mixing in the lake’s surface water and the very high correlation coefficients that have been found in various water temperature observations (at 5 cm, 10 cm, and 20 cm), we assume that using the mixed layer temperature (at 5 cm depth) as \(T_0\) will not introduce significant uncertainty in our study. Next, the surface specific humidity \(q_0\) can be obtained from the saturated vapor pressure \(e_{\text{sat}}\) units: Pa) at \(T_0\) and \(q_0 = 0.622e_{\text{sat}}/p\), where \(p\) is the air pressure (Pa). Finally, \(T, q, U_p, p, L, \nu, H, \) and \(LE\) can all be obtained by processing the EC measurements. In particular, \(T\) and \(q\) from the EC observations (at a height of 2.7 m) were validated using the PBL tower profile observations (at a height of 2 m) at the Nam Co station, showing very consistent magnitudes and variations.

Thus, the input data for the model simulation are \(T_0, T, U_p, q, \) and \(p\). The parameters \(\rho_C, L_v, T_w\) and \(\nu\) can all be obtained from the input data. In the B model, \(z_{0m}\) and \(C_m,C_E\) can be determined from equations (6) and (3), respectively, and the stability-corrected values for \(H, LE\), and \(u^*\) can be iteratively obtained from equations (1)–(6). In the M model, values for \(L\) and \(u^*\) can be obtained from the input data and the initial \(z_{0m}\). The profile coefficient \(\Gamma\) can be calculated using equations ((9)–(11)), and values for \(H\) and \(LE\) can be obtained using equations (12) and (13).

3.2.3. Obtaining FCCs and Roughness Lengths

FCCs, which can be triggered by the appearance of clouds and changes in wind direction during the diurnal thermally forced land-lake breeze circulation, occurred over nearly 40% of the observational period at the Nam Co station [Zhou et al., 2011]. These FCCs correspond to high buoyancy flux, strongly reduced wind speed, and an extremely unstable atmosphere. These characteristics of FCCs lead to higher values of the bulk transfer coefficients in equations (1) and (2). For the half-hourly data in our research, we used both \(Z_m/L < -0.3\) and \(U_z < 3 \text{ m s}^{-1}\) to represent conditions influenced by the FCCs.

The roughness lengths are important parameters for parameterization of bulk transfer coefficients in heat flux modeling of the water surface. These values can be obtained through large amounts of observational data under both neutral and nonneutral atmospheric conditions, and the optimal values of roughness lengths should correspond to the peak of its frequency distribution [Yang et al., 2002, 2008]. Although this method does not give an exact value for the water surface subject to wave fields and variable lake environments, it can be used to calculate \(z_{0m}, z_{0h}, \) and \(z_{0q}\) by predicting their possible ranges of variation. The equations are as follows [Foken, 2008]:

\[
\ln(z_{0m}) = \ln(z_m) - \psi_M \left(\frac{z_{0m}}{L} \frac{Z_m}{L}\right) - \frac{kU_z}{u^*} \tag{14}
\]

\[
\ln(z_{0h}) = \ln(z_m) - \psi_E \left(\frac{z_{0h}}{L} \frac{Z_m}{L}\right) - \frac{k(T_0 - T)}{T_x} \tag{15}
\]

\[
\ln(z_{0q}) = \ln(z_m) - \psi_E \left(\frac{z_{0q}}{L} \frac{Z_m}{L}\right) - \frac{k(q_0 - q)}{Q_x} \tag{16}
\]

where \(u^*, T_x, \) and \(Q_x\) are the related Monin-Obukhov similarity scaling parameters [Fairall et al., 1996b; Panofsky and Dutton, 1984], which can be derived from observational data in the equations \(T_x = \frac{H}{\rho_C C_p u^*}\) and \(Q_x = \left[\frac{\rho_p L_v}{\rho_C C_p u^*}\right] \nu, \) respectively. The observed roughness lengths for momentum, heat, and water vapor that are used to evaluate the models can be obtained from equations (14)–(16).

3.3. Error Metrics

To quantitatively analyze the difference between model simulations and observations, we used the correlation coefficient \(R\), the mean absolute error (MAE), and the root-mean-square error (RMSE), which are defined as follows:

\[
\text{MAE} = \frac{1}{n} \sum_{i=1}^{n} |S_i - O_i| \tag{17}
\]

\[
\text{RMSE} = \sqrt{\frac{1}{n} \sum_{i=1}^{n} (S_i - O_i)^2} \tag{18}
\]

where \(n\) is the total number of observations, \(S_i\) is the simulated results, and \(O_i\) is the observations.
4. Results and Discussion

4.1. Observing Water and Surface Layer Conditions

Because of the low air density and small optical depth of the atmosphere on the TP, very high net radiation ($R_n$) is observed at the high-altitude small Nam Co Lake (Figure 2a). Due to strong solar heating, daily mean $T_0$ increased quickly from 4.5°C on 14 April to approximately 15°C on 13 June, while daily mean $T$ rose from −3.8°C to approximately 11°C over the same period (Figure 2b). We note that daily mean $T_0$ is higher than daily mean $T$ for the whole observational period, and the average water-atmosphere temperature gradient ($\Delta T$) is approximately 5.4 K. $\Delta T$ of small Nam Co Lake is much higher than $\Delta T$ of large Lake Ngoring during period of June to August. The temporal variation of $\Delta T$ corresponds to a higher $H$ in the beginning of the observational period relative to later in the season (Figure 2c). The LE is much higher than $H$, and the available energy is primarily consumed by LE. In addition to the large $\Delta T$, there is also very strong wind with an average $U_z$ of 4.8 m s$^{-1}$ and an instantaneous value of over 10 m s$^{-1}$. Moreover, the large average values for $\Delta T$ and $U_z$ from the observational data suggest prevailing unstable and neutral atmospheric conditions in the boundary layer [Crole, 1989]. Such atmospheric conditions are also observed and confirmed at a larger high-altitude lake (Lake Ngoring) in Li et al. [2015]; they may be related to the higher solar radiation on high-altitude lakes of the TP [Verburg and Antenucci, 2010]. In addition, the thermal stratification of lake water (Figure 2d) shows a high temperature in the surface layer ($T_s$, average value of 9 cm and 15 cm) and a low temperature in the deep layer ($T_d$, 65 cm), which is attributed to the reduced mixing in the shallow small lake. Generally, assume there is a larger evaporation than precipitation in the small Nam Co Lake, the salinity in the small Nam Co Lake should increase. Although this process leads to extremely large water temperature gradients (solar pond), the observation in the lake do not support the onset of a solar pond-like situation, which may be due to lower salinity subsurface inflow from the large Nam Co Lake.

Figure 2. Meteorological observations: (a) monthly-averaged diurnal variation of $R_n$; (b) daily-averaged $T$ and $T_0$; (c) monthly-averaged $H$ and LE; and (d) diurnal variation of temperature in a deep layer ($T_d$) and a shallow layer ($T_s$) over August.
The large observed value for $U_z$ and $\Delta T$ indicates strong mechanical dynamic and thermal effects of turbulent generation on the small Nam Co Lake. Many environmental factors, such as the intensity of turbulent mixing, $\Delta T$, and the water-atmosphere vapor pressure gradient ($\Delta E$) can affect the turbulent exchange of heat and water vapor [Nordbo et al., 2011; Zhang and Liu, 2014]. It has suggested that $H$ is mostly determined by the product of $U_z$ and $\Delta T$ ($U_z \Delta T$) [Liu et al., 2009; Nordbo et al., 2011], while the product of $U_z$ and $\Delta E$ ($U_z \Delta E$) can best describe LE [Blanken et al., 2000; Liu et al., 2009; Nordbo et al., 2011]. As shown in Figure 3, $U_z \Delta T$ and $U_z \Delta E$ are most highly correlated ($U_z \Delta T$, $R = 0.85$; $U_z \Delta E$, $R = 0.83$) of all the factors. These high-correlation coefficients imply that both the B model and the M model are suitable for modeling water and heat flux with the differences between $CH$ & $CE$ and $\Gamma$. It is remarkable that $U_z$ shows a much higher-correlation coefficient ($R = 0.66$) than $\Delta E$ ($R = 0.38$) for LE and has the same value ($R = 0.62$) as the correlation between $\Delta T$ ($R = 0.62$) and $H$. Respectively, 14.4% and 38.4% of the variability in LE and $H$ can be explained by $\Delta E$ and $\Delta T$, while $U_z$ alone explains 43.6% and 38.4% of the variability. The correlation between $H$, LE, and $U_z$ on a half-hourly time scale is similar to the results for three small lakes in Canada found by Granger and Hedstrom [2011]. However, our results differ from those of other studies, such as the poor correlations for the Great Slave Lake in northwest Canada [Blanken et al., 2000], a small boreal lake in southern Finland [Nordbo et al., 2011], and the large Ross Barnett Reservoir in the U.S. [Zhang and Liu, 2014]. In a brief summary, wind speed plays an important role in water and heat transport on the high-altitude small Nam Co Lake.

To evaluate the combined effect of temperature and humidity on the air density gradient, we have calculated the gradient in virtual temperature, which was on average 6.5 K over the observation period. The large virtual temperature gradient indicates a large air density gradient, which leads to FCCs. The square root fitting, rather than linear fitting, in Figures 3b and 3c indicates that indeed FCCs had a significant impact on heat and vapor fluxes at the water-air interface. Linear fitting (Figures 3e–3f) was still adequate for sensible heat flux, possibly due to its small magnitude, especially in the low wind speed range, where $H$ is comparable or smaller than instrumental noise. Further evidence is provided later on (see Figure 11).

4.2. Comparison Between Models and Sensitivity Analysis

We compared the simulation results from the B model and the M model. The comparison shows very consistent results, with correlation coefficients of 0.99 for $H$, LE, and $u^*$ (Figures 4a–4c). However, the $H$ and LE simulated by the B model are approximately 10% and 9% higher, respectively, than those from the M model (Figures 4a and 4b). The similarity between the simulated $u^*$, $H$, and LE indicates that the B model (based on flux-profile similarity theory) and the M model (based on experiments and atmospheric stratification theory) are consistent and give similar values when simulating heat flux over the lake water surface.

Figure 3. Scatterplots between half-hourly (a) LE and $\Delta E$; (b) LE and $U_z$; (c) LE and $\Delta E \times U_z$; (d) $H$ and $\Delta T$; (e) $H$ and $U_z$ and (f) $H$ and $\Delta T \times U_z$. The fitting lines are plotted as dot line with fitting equations and correlation coefficients ($R$) marked.
Roughness lengths are important parameters in turbulent flux modeling. Uncertainty in the roughness length can result in an overestimation or underestimation of the simulated fluxes. We performed a numerical experiment to analyze the sensitivity of turbulent flux simulations to \( z_{0m} \) and \( z_{0h} \) in the B model. One hundred groups of \( z_{0m} \) and \( z_{0h} \) (10 increased \( z_{0m} \times 10 \) increased \( z_{0h} \)) were used to calculate the experimental \( H \), \( LE \), and \( \omega_* \), with the original \( z_{0m} \) and \( z_{0h} \) used as reference values. Compared with the reference, the experimental \( H \), \( LE \), and \( \omega_* \) all increased as a result of the larger \( z_{0m} \) and \( z_{0h} \) (Figures 5c–5e). As \( z_{0m} \) will cause a nonlinear change in \( z_{0h} \) based on equation (6), the increased ratio of \( z_{0h} \) is expressed as a natural logarithm in Figure 5. For example, if both \( z_{0m} \) and \( z_{0h} \) are multiplied by 6, the experimental \( z_{0m} \), ln(\( z_{0h} \)), \( H \), \( LE \), and \( \omega_* \) will increase, respectively, by factors of 9, 3.38, 1.56, 1.59, and 1.28 compared to the original settings. In contrast, a decrease in \( z_{0m} \) and \( z_{0h} \) relative to the reference will also lead to a decrease in \( H \), \( LE \), and \( \omega_* \) in the B model simulations (figure is not shown).

A similar experiment was performed for \( T_0 \) and \( T \) with variations of \( \pm 1 \) K. Variations in \( T_0 \) and \( T \) may change the sign of \( \Delta T \) and thus influence the sign of the simulated \( H \) and \( LE \). The simulation results with observed \( \Delta T > 2 \) K were used for the analysis. The results show that increased (decreased) \( \Delta T \) can increase (decrease) \( H \) and \( LE \), as in Figure 6. For example, the experimental \( H \) and \( LE \), relative to the original simulations, increased, respectively, by 13% and 9% when \( T_0 \) increased by 0.4 K and \( T \) decreased by 0.4 K. Moreover, variations of \( \pm 1 \) K in \( T_0 \) and \( T \) can result in a variation of \( \pm 33\% \) of \( H \) and \( \pm 21\% \) of \( LE \).

4.3. Bias in Roughness Lengths and Fluxes

The above sensitivity analysis showed that \( z_{0m} \) and \( z_{0h} \) & \( z_{0q} \) are important for accurate modeling of water and heat fluxes. The roughness lengths estimated in the model by using “sea parameters” (\( \alpha = 0.013 \), \( R_r = 0.11 \)) of \( z_{0m} \) were compared to observed values (Figure 7). The observed \( z_{0m} \) shows a peak-frequency value of \( 3.35 \times 10^{-4} \) m (Figure 6a), while the highest-frequency values of the observed \( z_{0q} \) and \( z_{0q} \) are also at the peak value of \( 3.35 \times 10^{-4} \) m (Figure 7b). However, the \( z_{0m} \) and \( z_{0h} \) derived using sea parameters in the B model peak at \( 4.1 \times 10^{-5} \) m and \( 9.1 \times 10^{-5} \) m, respectively. The observed \( z_{0m} \) is approximately 8 times larger than the value simulated using sea parameters, and the observed \( z_{0h} \) and \( z_{0q} \) are almost 4 times higher than those derived using sea parameters in the B model. Additionally, even though the peak values of the observed \( z_{0h} \) and \( z_{0q} \) are the same (Figure 7b), \( z_{0q} \) is larger than the corresponding \( z_{0h} \) in most of the observations (Figure 7c). Thus, the models’ assumption that \( z_{0h} \) and \( z_{0q} \) are the same is inappropriate.

The fluxes simulated using sea parameters in the B model and the M model were also validated with EC observations. We found that the B model and the M model underestimate \( H \), \( LE \), and \( \omega_* \) (Figure 8). The smaller roughness lengths can lead to lower transfer coefficients and thus reduce the heat flux transport. Statistically, the bias in \( z_{0m} \) and \( z_{0h} \) means that underestimating \( z_{0m} \) and \( z_{0h} \) can in turn lead to a 23% underestimation of the simulated \( H \) and \( LE \) based on sensitivity analysis of the B model. The underestimated roughness lengths in the sea parameters simulations can explain the underestimation of the simulated \( H \) and \( LE \). To resolve the
problem of underestimating $z_{om}$, we use the EC observations to optimize $z_{om}$ by calibrating the Charnock number ($\alpha$) for rough flow and roughness Reynolds number for smooth flow ($R_r$) for the small Nam Co Lake.

### 4.4. Optimization of Roughness Length for Momentum

Respectively, $\alpha$ and $R_r$ are often used to represent the variation in $z_{om}$ for rough seawater flow and smooth seawater flow [Charnock, 1955; Fairall et al., 1996b; Smith, 1988]. The methods used to determine $\alpha$ can be divided into three categories [Gao et al., 2006]: (1) constant value or simple wind speed dependence, (2) wave age dependence, and (3) wave steepness dependence. Assuming that the wave field (including wave age and wave steepness) cannot fully develop in the small Nam Co Lake and thus will have limited influence on $z_{om}$, we assume that $\alpha$ is constant in the small Nam Co Lake.

![Figure 5](image1.png)

**Figure 5.** The increased ratios of experimental (a) $z_{om}$, (b) $\ln(z_{om})$, (c) $H$, (d) LE, and (e) $u_*$ using increased $z_{om}$ and increased $z_{ob}$ with original simulations as reference; $s_1$ and $s_2$ indicate the multipliers (1 to 10) of $z_{om}$ and $z_{ob}$. The increased ratios in Figures 5a–5f represent the slope values of linear-fitting line (passing through the origin) between experimental $z_{om}$, $z_{ob}$, $H$, LE, $u_*$, and those from reference simulations; the number in each figure is an example for $s_1 = s_2 = 6$.

![Figure 6](image2.png)

**Figure 6.** The ratios of change in (a) $H$ and (b) LE using different $T_0$ and $T$. $K_1$ and $K_2$ indicate the values of change in $T_0$ and $T$ ($\pm 1 \text{ K}$). The ratios of change in Figures 6a and 6b represent the slope values of linear-fitting line (passing through the origin) between experimental $H$, LE, and those from reference simulations; the numbers in each figure is an example for $K_1 = 0.4 \text{ K}$ and $K_2 = -0.4 \text{ K}$. 

For rough flow, $\alpha$ is estimated to be 0.011 in open sea conditions and 0.03 in coastal areas [Sempreviva et al., 1990; Smith, 1988; Huang, 2012]. As most of these studies focused on the sea-atmosphere interaction, we performed a numerical simulation with the B model in which we used observations to optimize the most appropriate $\alpha$ for the small Nam Co Lake. We set $\alpha$ to change from 0.001 to 0.1 with a bin size of 0.001. We compared the simulation results with the EC observations, and the normalized RMSE values for each binned $\alpha$ are shown in Figure 9a: the smallest RMSE values for $H$ and $LE$ are achieved when $\alpha$ is 0.012 and 0.036, respectively, with the smallest RMSE value for $u^*$ at 0.031. As $z_0m$ is closely related to $u^*$ (the determined momentum flux), we suggest that the optimal value of $\alpha$ for water and heat flux simulation on the small

Figure 7. Statistical distribution for (a) $\ln(z_{0m})$ and (b) $\ln(z_{0h})$ and $\ln(z_{0q})$; dots are $\ln(z_{0q})$, circles are $\ln(z_{0h})$; (c) $\ln(z_{0q}/z_{0h})$ at each bin of wind speed. The vertical line of squares indicates the peak value of sea parameters simulation in B model ($\ln(z_{0m}) = -10.1$, $\ln(z_{0h}) = -9.3$); the vertical line of stars indicate the improved parameter simulation in B model ($\ln(z_{0m}) = -8.3$, $\ln(z_{0h}) = -8.9$); the vertical line of diamonds indicate the peak values of observations ($\ln(z_{0m}) = \ln(z_{0h}) = \ln(z_{0q})$) = -8; "F" and "N" represent frequency and numbers, respectively.

Figure 8. Scatterplots of $H$, $LE$, and $u^*$ between simulation using sea parameters (the (a–c) B model and the (d–f) M model) and observations (Obs). The 1:1 and linear-fitting lines are shown by the dot and circle lines, respectively, with fitting equations marked.
Nam Co Lake is 0.031, which is in the range of 0.013–0.035 suggested by Fairall et al. [2006]. For smooth flow, a “constant” roughness Reynolds number of $R_r = 0.11$ is used for sea-atmosphere simulations [Smith, 1988]. However, for the high-altitude small Nam Co Lake, which has a distinct lake environment and atmospheric conditions, we performed a similar numerical simulation with the B model (with $R_r$ changing from 0.1 to 1.5 with a bin size of 0.001 and $R_r = 0.031$) to determine its proper value. The simulated results show that the smallest RMSE value for $H + LE$ is achieved when $R_r = 0.54$ (Figure 9b).

After parameter optimization, the “improved parameters” ($R_r = 0.031$ and $R_r = 0.54$) $z_{om}$ result in a much better fit with the observations than the results obtained using the original sea parameters $z_{om}$ (Figure 8c). Particularly, compared with the results using the original sea parameters $z_{om}$, the results obtained using the improved parameters show that $z_{om}$ increases with a larger $\alpha$ in rough flow (large $u_*$ in Figure 9c) and with a larger $R_r$ in smooth flow (small $u_*$ in Figure 9c). The increase in $\alpha$ is likely related to the larger roughness length for momentum of the shallow water basin where water surface is much rougher due to short wavelength or short wave period [Gao et al., 2009; Hull, 1979]. Apparently, the effect of short wavelength is dominant over the effect of smaller wave height, while the increase in $R_r$ may be attributed to the geometry of capillary waves and surface tension [Bourassa et al., 1999; Wu, 1994]. In addition, the $z_{om}$ (2.49 $\times$ 10$^{-4}$ m) simulated using the improved parameters is much closer to the peak frequency of observations (Figure 7a), and the simulated $z_{ob}$ and $z_{oa}$ (1.36 $\times$ 10$^{-4}$ m) also increased with the increased $z_{om}$ (Figure 7b). Finally, the error metrics of $H$, $LE$, and $u_*$ with different parameter combinations are shown in Table 1: the RMSE on $LE$ improves from 37.99 W m$^{-2}$ to 33.49 W m$^{-2}$ and the RMSE of $u_*$ also decreases from 0.059 to 0.052; however, the RMSE on $H$ increases slightly.

Comparing the model simulations with the EC measurements shows that the linear slopes for the B model are 1.04 and 0.96 for $H$ and $LE$, respectively, while those for the M model are 0.93 and 0.87 (Figure 10). Relative to the M model, the better performance of the B model can be attributed to the optimization of $z_{om}$. Moreover, the slope values using the improved parameters (Figure 10) versus the sea parameters (Figure 8) show that $H$, $LE$, and $u_*$ are all significantly improved after optimization of $z_{om}$. Moreover, the residual underestimation of the M model can be further explained by the model parameters that were kept constant in the fitting. These results indicate that model simulation using the sea parameters of $z_{om}$ greatly underestimates $H$, $LE$, and $u_*$, while a proper parameterization of $z_{om}$ is vital for accurate heat and water exchange modeling on the high-altitude shallow small lakes.

Statistical evaluations of model performance using improved parameters for $z_{om}$ are shown in Table 2, where various data quality indicators (1–5) are considered. In general, the $R_r$, MAE, and RMSE improve when good quality data are used. The correlation coefficients ($R$) for $H$ (with quality indicators less than 4) for the B model...
and the M model are 0.85 and 0.86, respectively. Both values represent an improvement on the results of the variational method (0.72) from Cao et al. [2006]. The best values of $R$, MAE, and RMSE for LE are 0.84, 24.2 W m$^{-2}$ and 31 W m$^{-2}$ for the B model, and 0.85, 26.5 W m$^{-2}$, and 32.7 W m$^{-2}$ for the M model. The determination coefficient ($R^2$) and MAE for LE in both models are better than those (0.64 and 30.3 W m$^{-2}$) from Biermann et al. [2013]. As for $H$, the MAE and RMSE values do not show large variations for either model and the differences with the results of Biermann et al. [2013] may be caused by observational uncertainty.

4.5. Limitations of the Models

The relationships between $u^*$, $C_H$, and $Z_m/L$ in the B model simulations, observations, and the "observations with FCCs removed" are shown in Figure 11. It is well known that $u^*$ has a high positive correlation with wind speed [Gao et al., 2006]. As indicated in Figures 11a2 and 11a3, when the wind speed is low, because of large temperature gradients, the atmosphere is always in an unstable condition. When wind speed increases, the atmosphere can shift from an extremely unstable condition (for example, FCCs) to a nearly neutral state. This can also be simulated by the B model as shown in Figure 11a1. Figure 11b3 shows a nearly constant mean $C_H$ of approximately 0.00195 for observations with FCCs removed. Simulations with the B model confirm this constant $C_H$ value for $u^* > 0.2$. For $u^* < 0.2$, $C_H$ increases because of FCCs. The increase of $C_H$ in free convection is also shown in Figure 11b2. As for $C_p$, its value is higher than $C_H$ when $u^* < 0.3$ and it also corresponds to a larger $z_0$ than $Z_{sh}$ (Figure 6c). An unstable surface layer will enhance the heat flux transport compared to stable conditions. The average decreasing rate from unstable to near neutral conditions is 0.00051 in the B model simulation (Figure 11c1) and 0.00031 for the observations with FCCs removed (Figure 11c3); a much faster decreasing rate of 0.00073 is associated with the EC observations (Figure 11c2). Therefore, FCCs can

<table>
<thead>
<tr>
<th>Parameters</th>
<th>RMSE ($H$, W m$^{-2}$)</th>
<th>RMSE (LE, W m$^{-2}$)</th>
<th>RMSE ($u^*$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\alpha = 0.013$, $R_r = 0.11$</td>
<td>11.36</td>
<td>37.99</td>
<td>0.059</td>
</tr>
<tr>
<td>$\alpha = 0.031$, $R_r = 0.11$</td>
<td>11.87</td>
<td>35.72</td>
<td>0.056</td>
</tr>
<tr>
<td>$\alpha = 0.031$, $R_r = 0.54$</td>
<td>12.31</td>
<td>33.49</td>
<td>0.052</td>
</tr>
</tbody>
</table>

Figure 10. Scatterplots of $H$, LE, and $u^*$ between simulation using improved parameters (the (a–c) B model and the (d–f) M model) and observations (Obs); the 1:1 and linear-fitting lines are shown by the dot and circle lines, respectively, with fitting equations marked.
significantly enhance the water and heat transfer in the vicinity of the water surface, and the B model can only partially correct these effects through the atmospheric stability correction.

Because of the rapid increase in air temperature influenced by the surrounding land, a stable atmosphere is expected for small lakes during the daytime. However, the small Nam Co Lake shows positive values of $H$ and persistent unstable and neutral atmosphere conditions, similar to the larger Lake Ngoring studied by Li et al. [2015]. This atmospheric condition together with the observed high wind speeds and large temperature differences may result from the existence of the large Nam Co Lake for two reasons: (1) Nam Co Lake can enhance the wind speed through land-lake breeze circulation; (2) its presence can also reduce air temperatures in the Nam Co Lake basin, as suggested by mesoscale model simulation [Lv et al., 2008]. To summarize briefly, because Nam Co Lake’s air inflow causes lower air temperature and higher wind speed, $H$ may be enhanced on the small Nam Co Lake, compared with other small lakes on the TP; and the models’ performance under stable conditions needs further validation.

The roughness lengths for heat and water are assumed to be the same in the National Centers for Environmental Prediction medium range forecast model and the algorithm in Goddard Earth Observing data assimilation system [Verburg and Antenucci, 2010; Zeng et al., 1998]. However, Fairall et al. [1996b] gave different values of roughness lengths for temperature and humidity in tropical oceans, and the scalar roughness

<table>
<thead>
<tr>
<th></th>
<th>$u^*$</th>
<th>LE (W m$^{-2}$)</th>
<th>$H$ (W m$^{-2}$)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$R$</td>
<td>MAE</td>
<td>RMSE</td>
</tr>
<tr>
<td>1 (high)</td>
<td>B model 0.90</td>
<td>0.032</td>
<td>0.041</td>
</tr>
<tr>
<td></td>
<td>M model 0.90</td>
<td>0.032</td>
<td>0.041</td>
</tr>
<tr>
<td>1–3</td>
<td>B model 0.84</td>
<td>0.039</td>
<td>0.052</td>
</tr>
<tr>
<td></td>
<td>M model 0.84</td>
<td>0.039</td>
<td>0.053</td>
</tr>
<tr>
<td>1–5 (low)</td>
<td>B model 0.77</td>
<td>0.046</td>
<td>0.065</td>
</tr>
<tr>
<td></td>
<td>M model 0.77</td>
<td>0.046</td>
<td>0.065</td>
</tr>
</tbody>
</table>

$\text{Figure 11.}$ The relationships between $C_H/C_E$, $u^*$, and $Z_m/L$ (a1, b1, and c1) The B model simulation. (a2, b2, and c2) The observations. (a3, b3, and c3) The FCCs removed observations. The vertical bars in Figures 11b2, 11b3 11c2, and 11c3 indicate the standard deviations. Linear-fitting lines are shown in Figures 11c1, 11c2, and 11c3).
length ratio \( z_{0w}/z_{0q} \) was much larger than unity [Vickers and Mahrt, 2010]. Our results suggest a larger \( z_{0q} \) than \( z_{0w} \) for the small Nam Co Lake, because (1) values of \( \ln(z_{0q}/z_{0w}) \) larger than unity are more often observed (Figure 7c); (2) \( H \) is overestimated while LE is underestimated using the optimized \( \alpha \) of 0.031 (Figure 10); and (3) the bulk transfer coefficient is larger for water than for heat (Figure 11). Our results show that the roughness length is higher for water than for heat, which agrees with the results of Large and Pond [1982] and the European Centre for Medium-Range Weather Forecasts model [Zeng et al., 1998]. Thus, the assumption that they are the same is inappropriate. Moreover, under FCCs, conventional approaches that use sea-air interactions to determine the roughness length for momentum may also lead to inaccurate results [Fairall, 1996]. Adjusting \( \alpha \) from 0.013 to 0.031 leads to a limited improvement in model accuracy. However, even without considering factors such as wave age, wave breaking and droplet evaporation effects, lake depth and lake area influence, free convection effects, and cool-skin and warm-layer effects [Fairall et al., 1996a], both models can simulate of heat and water fluxes to an acceptable accuracy.

5. Conclusions

Using data collected in the shallow and small Nam Co Lake over the summer ice-free season of 2012, we reached several conclusions concerning lake-atmosphere heat and water transfer processes on this high-altitude shallow lake. They can be summarized as follows: (1) The observed large water-air temperature gradients and strong winds correspond to the prevailing unstable and near-neutral atmospheric conditions. In these conditions, wind speed plays an important role in lake-atmosphere water and heat flux transport; we emphasize the importance of mechanical dynamic effects. (2) The observed roughness length for momentum is approximately \( 3.35 \times 10^{-4} \) m, while the roughness length for water is larger than for heat. Free convection is associated with higher heat transfer coefficients in conditions of low wind speed and an unstable atmosphere; and it gives a square root dependence of latent heat flux on wind speed. Obviously, parameterization schemes for roughness length for heat and water under FCCs should be further improved. (3) The simulations of two models have very high correlation coefficients of 0.99 for \( H \), LE, and \( \omega_c \), while the values of \( H \) and \( LE \) from the M model are approximately 10% and 9% lower, respectively, than those from the B model. Given the B model’s flexible parameters, relative to the experiment-based constants in the M model, the B model is much easier to improve and apply. (4) Lower estimating the simulated roughness lengths can lead to underestimated the bulk transfer coefficients, which in turn causes an underestimation of the simulated heat flux. The proper values of \( \alpha \) and \( R \), in the roughness length for momentum are estimated to be 0.031 and 0.54, respectively, for this high-altitude shallow lake. The calibrated models can be applied to estimate fluxes under wind directions from land surface for gap filling, which is important for energy balance analysis of the lake. In addition, the optimized parameters in this paper should have a better application prospect than the commonly used sea parameters over the other shallow and small high-altitude lakes on TP. Since the input (lake surface temperature, wind speed, air temperature and humidity) can be obtained from remote sensing products and forcing data sets (such as Moderate Resolution Imaging Spectroradiometer products [Liang et al., 2002] and ITPCAS [Institute of Tibetan Plateau Research, Chinese Academy of Sciences] forcing data [Chen et al., 2011]), the calibrated models are well suited to describe lake-atmosphere heat flux in harsh and remote areas of the TP.
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