Research papers

Can the 2D shallow water equations model flow intrusion into buildings during urban floods?

Benjamin Dewals a, Vasileios Kitsikoudis b,*, Miguel Angel Mejía-Morales c, Pierre Archambeau a, Emmanuel Mignot d, Sébastien Proust c, Sébastien Epicum a, Michel Pirotton a, André Paquier c

a Hydraulics in Environmental and Civil Engineering, Urban and Environmental Engineering, University of Liege, 4000 Liege, Belgium
b Water Engineering and Management, Faculty of Engineering Technology, University of Twente, 7500 AE Enschede, The Netherlands
c UR River – INRAE, 5 rue de la Doua CS 20244, 69625 Villeurbanne, France
d University of Lyon, INSA Lyon, CNRS, LMFA, Ecole Centrale Lyon, Université Claude Bernard Lyon 1, UMR5509, F-69621 Villeurbanne, France

ARTICLE INFO
This manuscript was handled by Corrado Corradini, Editor-in-Chief

Keywords:
Experimental hydraulics
Numerical modelling
Open channel flow
Shallow water equations
Turbulence
Urban flood

ABSTRACT
The multiple flow paths existing in urban environments lead to complex flow fields during urban flooding. Modelling these flow processes with three-dimensional numerical models may be scientifically sound; however, such numerical models are computationally demanding. To ascertain whether urban floods can be modelled with faster tools, this study investigated for the first time the capacity of the 2D shallow water equations (SWE) in modelling the flow patterns within and around urban blocks with openings, i.e., involving flow exchanges between the flows in the streets and within the urban blocks (e.g., through alleys leading to courtyards or through broken windows or doors). Laboratory experiments of idealized urban floods were simulated with two academic 2D SWE models, with their most notable difference being the parameterization of the eddy viscosity. Specifically, the first model had a turbulence closure based on flow depth and friction velocity while the second model had a depth-averaged $k$-$\varepsilon$ turbulence closure. Thirteen urban layouts were considered with steady flow and five with unsteady flow. Both models simulated the flow depths accurately based on flow depth and friction velocity while the second model had a depth-averaged $k$-$\varepsilon$ turbulence closure. Thirteen urban layouts were considered with steady flow and five with unsteady flow. Both models simulated the flow depths accurately for the steady cases. The discharge distribution in the streets and the flow velocities were predicted with lower accuracy, particularly in layouts with large open spaces. The average deviation of the modelled discharge distribution at the outlets was 2.5% and 7.3% for the first and second model, respectively. For the unsteady cases, only the first model was tested. It predicted well the velocity pattern during the falling limb of a flood wave, while it did not reproduce all recirculation zones in the rising limb. The peak flow depths in the streets and the peak discharges at the outlets were predicted with an average deviation of 6.7% and 8.6%, respectively. Even though some aspects of the flow in an urban setup are 3D, the findings of this study support the modelling of such processes with 2D SWE models.

1. Introduction

Urban flood risk is a growing concern (Addison-Atkinson et al., 2022; Chen et al., 2015; Doocy et al., 2013) given the high urbanization rate (Birkmann et al., 2016; Chen et al., 2022; Gross, 2016) and the intense anticipated rainfall events due to climate change (Hettiarachchi et al., 2018; Pfahl et al., 2017; Sanderson et al., 2019). The flood risk mapping of an urban area remains a challenging task due to the variability in the direct and indirect flood impacts (Kreibich et al., 2014) and in the flood vulnerability (Chen et al., 2019; Huggel et al., 2013; Lv et al., 2022) associated with various socioeconomic contexts in different parts of a city, as well as due to intricate urban layouts that induce complex flow patterns influencing the flood hazard (Leandro et al., 2016; Li et al., 2021a; Lin et al., 2021).

Urban flood numerical modelling is a vital component of flood risk assessment (Rosenzweig et al., 2021) and management (Guo et al., 2021; Jongman, 2018), and supports design strategies for sustainable and resilient urban infrastructures (Qi et al., 2022; Zhou et al., 2018). Contrary to one-dimensional (1D) (Kitsikoudis et al., 2020) and 1D-2D (Bates, 2022) simplifications that can be made in river modelling aiming mostly at estimating inundation extents, numerical modelling of multidirectional flows in flooded urban areas should be at least 2D (Li et al., 2021a; Mignot et al., 2006), with a focus on the spatial distribution of not only flow depths but also flow velocities (Kreibich et al., 2009) and specific discharges (Costabile et al., 2020) to express the flood hazard degree in the street network. This is particularly true for large
impervious surfaces upstream of and in urban areas that can lead to an excessive amount of runoff, which cannot be conveyed by the drainage systems. Such high flow discharges may threaten the stability of pedestrians (Arrighi et al., 2017; Bernardini et al., 2020; Postacchini et al., 2021; Xia et al., 2014) and can cause the entrainment of vehicles (Martínez-Gomariz et al., 2018; Smith et al., 2019; Xia et al., 2011). Hence, the accurate spatial quantification of hydraulic variables within an urban area is of utmost importance.

### 1.1. Role of laboratory experiments for model validation

A large number of numerical modelling studies simulated urban flows in real-world cases (Guo et al., 2021; Luo et al., 2022), with some of them using LiDAR data with high-resolution digital elevation models of the urban topography (Almeida et al., 2018; Ozdemir et al., 2013; Yalcin, 2020). However, validation field data including both flow depths and velocities are usually lacking or insufficient (Costabile et al., 2020), which may lead to equilibrium issues. Remote sensing techniques can provide inundation extents and water levels, although with certain limitations as tall buildings within the urban environment may obscure some measurements (Neal et al., 2009), but flow velocity measurements in urban floods are more challenging. Such measurements are dangerous and can be costly, and as a result, are limited (Brown and Chanson, 2013). Flow depths and surface velocities can alternatively be determined by monitoring parts of a flooded urban area with unmanned aerial vehicles (Perks et al., 2016) and by analyzing existing footage and crowdsourced data from flooded street networks (Mignot and Dewals, 2022; Re et al., 2022). However, there are uncertainties related to the boundary conditions in complex urban terrains with large spatial variability and to the interplay between surface flow and flow in underground drainage systems (Bazin et al., 2014; Chang et al., 2018; Kitsikoudis et al., 2021; Rubinato et al., 2022). Finally, the typically short duration of pluvial flooding and its local character do not allow for detailed measurements over long durations. Experimental measurements in laboratory facilities provide an alternative option for models’ validation. In carefully designed experiments, the flow and boundary conditions can be accurately controlled (Mignot et al., 2019) and besides offering a better understanding of the governing physical processes, such studies can contribute to the validation of numerical models, which may subsequently be used for scenario analyses of field cases.

### 1.2. Performance of 2D shallow water models

The 2D shallow water equations (SWE) can be used to simulate the flow in flooded streets, with typically large width-to-depth ratios. However, at street intersections the interacting flows coming from various branches generate complex patterns (Mignot et al., 2008) and 3D flow structures (El Kadi Abderrazak et al., 2011; Ramamurthy et al., 2007). While 3D models can capture most features of diverging flows in bifurcations (Mignot et al., 2013; Neary et al., 1999; Ramamurthy et al., 2007) and converging flows in junctions (Huang et al., 2002; Luo et al., 2018; Schindfessel et al., 2015), it is important to examine whether these flow processes can be satisfactorily reproduced by 2D operational models that are much faster than 3D models and can be used for real-time modelling. The 2D SWE approach has been proven capable to replicate experimental measurements of flow depths and discharge partitioning in bifurcations (Bazin et al., 2017; El Kadi Abderrazak and Paquier, 2009; Khan et al., 2000; Li et al., 2021b; Shettar and Murthy, 1996), in junctions (Li et al., 2021b), in crossroads (Mignot et al., 2008), as well as in larger and more complicated street networks such as that of Arrault et al. (2016) with 49 intersections and that of Li et al. (2021b) with four intersections. Li et al. (2021a) incorporated various urban layouts in their experimental setup and also modelled successfully the flow depths and discharge partition with a 2D SWE model.

Despite the successful applications of 2D SWE in modelling water surface profiles and discharge distributions, some open questions remain (Li et al., 2020) regarding the accuracy of 2D SWE in predicting flow velocities in intersections, the extents of recirculating flow areas occurring due to flow separation in some of the branches, and the role of the turbulence closure model (Rodi, 2017). Shettar and Murthy (1996) modelled depth-averaged flow velocities in a bifurcation with a k-ε turbulence closure and their modelled velocities in the main channel and the length of the recirculation zone agreed well with the experimental measurements. However, their modelled velocities in the branch of the bifurcation were less accurate. Khan et al. (2000) also modelled the flow in a bifurcation but with a mixing length model and reported that the modelled depth-averaged velocities compared well with the measurements, while the dimensions of the recirculation zone were predicted by the model satisfactorily. Bazin et al. (2017) used a constant eddy viscosity model to simulate flows in a bifurcation with a branch with a 90 degree angle, with and without obstacles at the intersection, and the modelled depth-averaged flow velocities in the recirculation zone on the upstream side of the bifurcation branch deviated from the measurements. Bruwier et al. (2017) argued that a k-ε turbulence closure model should be more suitable than a constant eddy viscosity model for modelling flow interactions in intersections, given that since a k-ε model does not necessarily require calibration, its computational demand can be similar to a constant eddy viscosity model that requires calibration. Arrault et al. (2016) showed in a more complex setup that the turbulence closure model was not particularly influential in the estimation of discharge distribution in the various streets; however, a k-ε turbulence closure model modified significantly the estimates of the recirculation lengths compared to a simulation without a turbulence model. No velocity measurements were available, however, to compare the modelled velocities. More recently, Li et al. (2021a) modelled depth-averaged velocities in an urban district with various urban forms with a k-ε turbulence closure model and achieved good agreement with surface velocities in areas of flow contraction, however, the results were less accurate in large open areas. Supercritical (Bazin et al., 2017; Mignot et al., 2008) and transcritical (El Kadi Abderrazak et al., 2011) flows in crossroads may pose additional challenges in 2D SWE models, since the occurrence and structure of hydraulic jumps can significantly affect the discharge partitioning and water surface profiles.

### 1.3. Flow intrusion into buildings: An extra challenge

Numerical and experimental studies of urban flooding typically consider flow around non-porous residential blocks (Haltsa et al., 2016; Van Emelen et al., 2012). However, in reality urban blocks may have corridors leading to backyards, while during intense flooding windows and doors (labeled as “openings” from now on) of buildings may break, leading to lateral flow exchanges between a street and the inside area of the buildings (Mignot et al., 2020) causing significant damages in their interiors (Dottori et al., 2016; Martinez-Gomariz et al., 2021). Mejia-Morales et al. (2021) conducted a systematic experimental analysis of the effect of the location and size of openings in an urban block located within an idealized urban district. They showed that the flow exchanges between the streets and the block interior can alter the flow depth and the flow velocity in the surrounding streets by 12 % and 70 %, respectively, when compared to a reference case with a non-porous block. Besides the recent study of Mejia-Morales et al. (2021), there is only a limited number of studies that investigated how the porosity of urban blocks affects the hydraulic characteristics of a flood. Mignot et al. (2020) measured the flow discharge entering a building through an open door, window, or gate in case of an urban flood, and they noticed that in some cases the intruding discharge can be approximated by formulas for side weirs. However, the authors also observed that this intruding discharge can be significantly affected by surrounding urban obstacles. Wüthrich et al. (2020) showed with a flume experiment how the hydrostatic force and the form drag exerted by a steady flow on a building are modified by the porosity and the orientation of the building, while Sturm et al. (2018) measured the flood impact forces on physical models.
of buildings with openings on a torrential fan. In other experiments, Liu et al. (2018) showed how the orientation of a house with respect to the incoming flow affects the forcing on the house door for a dam-break case and Zhou et al. (2016) found differences in the wakes of simplified porous and non-porous buildings. In a numerical study of a torrential flood, Gems et al. (2016) modelled how the different openings of a building affect the flow pattern within its interior, the associated hydrodynamic forcing, and the near-building flow pattern. The findings of these studies show that the openings in buildings affect the spatial distribution of flood hazard and thus the number and types of openings should be considered in flood modelling.

1.4. Objective of the study

The flow exchanges between a street and the interior of a building in combination with bifurcations and junctions at crossroads, lead to complex and potentially 3D flow patterns around urban blocks during urban floods. Since urban areas are typically densely populated, there is a need for fast computational tools that could be utilized for real-time modelling of not only the flow depths but also the flow velocities for the accurate estimation of the flood hazard. 3D numerical models can potentially capture the flow processes of urban floods; however, they are computationally demanding and slow for real-time modelling. In practice, the 2D SWE are used for operational flood hazard and risk modelling. While previous studies have already analysed the ability of the 2D SWE to simulate flow fields in various settings, such as bifurcations, junctions, 4-branch crossroads, and street networks, they all assumed that the street boundaries (i.e., building facades) were impervious. No existing study has focused on the performance of the 2D SWE to predict the flow intrusion into flooded buildings or building blocks, nor on the flow patterns in the streets and within the urban blocks in urban configurations with openings in the building facades.

The objective of this study is to examine, for the first time, whether the flow patterns within and around porous urban blocks (i.e., with openings) can be quickly and accurately predicted with numerical modelling based on 2D SWE and to determine what is the most effective modelling strategy for the accurate estimation of flow velocities and flow depths. To this end, the experiments of Mejia-Morales et al. (2021, 2023a) for flow around and within a porous urban block are replicated using two different academic numerical modelling tools to investigate the importance of eddy viscosity parameterization on the accuracy of the models. Complementary steady flow experiments with additional geometric configurations are also presented for the first time, based on the same experimental approach as Mejia-Morales et al. (2021). The paper is organized as follows: in Section 2, the experimental procedure is briefly described, and the numerical models are presented. The new experimental results and the results of the numerical modelling are presented and discussed in Section 3. Finally, conclusions are drawn in Section 4.

2. Experiments and numerical modelling

This section presents the experimental setup (Section 2.1), the various porous urban block configurations that were tested (Section 2.2), the numerical models that were used to simulate the experimental data (Section 2.3), and the prescribed boundary and initial conditions (Section 2.4). Both steady and unsteady flow conditions were simulated with the numerical models. For steady flow conditions, the experimental data are a combination of the data presented by Mejia-Morales et al. (2021) and new data collected from the same urban physical model in the same facility. For unsteady flow conditions, the experimental data of Mejia-Morales et al. (2023a) are used. Only a brief overview of the experimental setup and methods is provided here since they are described in detail in the aforementioned papers.

2.1. Experimental setup

Mejia-Morales et al. (2021, 2023a) experimentally investigated urban floods at the city block scale using a physical model of a rectangular urban block surrounded by four streets, under steady (Fig. 1a) and unsteady (Fig. 1b) flow conditions. For the steady flow experiments, the length of the two streets in the x-direction (named “Right Street” and “Left Street”) was 5.4 m and the length of the two streets in the y-direction (named “Downstream Street” and “Upstream Street”) was 3.2 m. All four streets had the same rectangular cross section with a width b = 0.15 m. The experimental setup for the unsteady flow experiments was the same, except for the initial part of the Left Street, which was closed upstream of the Upstream Street (Fig. 1b). The physical model had a slope $S_{x} = 0.12\%$ in the x-direction and $S_{y} = 0\%$ in the y-direction, whereas the bed of the model was constructed with PVC and the sidewalls of the streets and the urban block were constructed with plastic. Various configurations of the urban block were tested (Section 2.2 and Fig. 2); however, its total lengths in the x- and y-directions remained fixed at $L_{x} = 1.56$ m and $L_{y} = 0.96$ m, respectively. The thickness and the height of the walls of the porous block were 2 cm and 15 cm, respectively.

The model inlets were located at the upstream ends of the streets in the x-direction. As such, the steady flow experiments had two inlets with fixed inlet discharges $Q_{inL}$ and $Q_{inR}$ for the Right Street and Left Street, respectively, while for the unsteady experiments discharge was fed only through the Right Street since the upstream reach of the Left Street was closed. The inlet discharges were set using separate valve-flowmeter systems with a precision of 3%. Smooth inlet conditions were secured by placing a plastic honeycomb grid at the point entrance of the Right Street and of the Left Street. Each one of the four streets of the physical model had an outlet with a vertical tail weir that regulated the flow depth. For the steady flow cases, the weir height of Outlet 1 in the Right Street was 4 cm and of Outlet 2 in the Left Street was 3 cm, with respective outlet discharges $Q_{outL}$ and $Q_{outR}$. In the two streets in the y-direction, the Outlet 3 in the Downstream Street and the Outlet 4 in the Upstream Street had the same 3 cm weir height, with outlet discharges $Q_{outD}$ and $Q_{outU}$, respectively. For the unsteady flow cases, the weir height was set to zero in all outlets to avoid the reflection of the floodwaves on the weir. The outflow discharges at the four outlets were monitored using electromagnetic flowmeters. Specifically, the water overflowing the weir in each outlet was collected in a separate tank and subsequently the flow exiting each tank was measured with an OPTIFLUX 2000 flowmeter, manufactured by KROHNE.

The flow depths in the physical model were measured using ultrasonic distance-measuring sensors (BAUMER UNDK 206914/S35A) with a 0.65 mm uncertainty. For the steady flow cases, a sensor was attached on a mechanical gantry system that allowed horizontal movement, with measurements being taken every 5 cm along the longitudinal direction of each street and at three locations across the street width with 6.5 cm spacing. Flow depth measurements within the porous urban block were conducted every 12 cm in both x- and y-directions. Each depth measurement was conducted with a sampling frequency of 50 Hz for a duration of 50 s (Mejia-Morales et al., 2021). For the unsteady flow cases, flow depths were measured at the eleven locations depicted in Fig. 1b for the whole duration of each hydrograph. The reported flow depths are the results of ensemble averaging of 50 identical floodwaves that were fed sequentially into the model, with a steady base flow separating two sequential floodwaves. The number of required repeated floodwaves was selected by increasing the number until the ensemble average standard deviation of the flow depth became smaller than 1 mm. The floodwaves characteristics are detailed in Section 2.4.

For the steady flow cases, surface flow velocities were measured using large-scale particle image velocimetry (LSPIV) (Fujita et al., 1998). Floating wood shavings (1–4 mm) were used as tracers. A Panasonic HC-V770 camera was positioned 2.8 m above the physical
Fig. 1. (a) Experimental setup for the steady flow experiments (adapted from Mejia-Morales et al. (2021)) and (b) experimental setup for the unsteady flow experiments (adapted from Mejia-Morales et al. (2023a)). In (b) the locations of measurements denote the points where flow depths were recorded for the whole duration of the hydrograph.

Fig. 2. (a) Geometric configurations of the porous block of Mejia-Morales et al. (2021) with steady flow (series 1), (b) new geometric configurations of the porous block with steady flow (series 2), and (c) geometric configurations of the porous block with steady and unsteady flow (series 3). The arrows in the first geometric configuration of each subfigure show the flow direction in each street around the porous block and they are the same for the rest of the geometric configurations in each subfigure. In (a), the conveyance porosity, \( \psi \), of each sidewall of each configuration is given by \( \psi_{xx(yy)} \), where \( xx \) and \( yy \) denote the \( \psi \) value in percent in the \( x \)- and \( y \)-directions, respectively. In (b), due to lack of symmetry in every case, the naming of the configurations is simply in order of appearance. In (c), the symbol \( \phi \) denotes the areal porosity of the porous block as defined by the ratio of the empty space within the block to its total internal area. The grey rectangles in the center of the blocks in subfigure (c) denote solid non-porous obstacles. The blocks in (a) and (b) were tested in the experimental setup of Fig. 1a and the blocks in (c) were tested in the experimental setup of Fig. 1b.
model, monitoring the plan view at a rate of 25 frames per second with a resolution of 1920 px by 1080 px. The time-averaged surface velocities estimated by the LSPIV technique stabilized after different periods of time for the various areas of the model, but none of them exceeded 60 s (Mejia-Morales et al., 2021). More details about the seeding of the flow, the flow monitoring, the data post-processing, and a validation of the LSPIV measurements against measurements with an acoustic Doppler velocimeter (ADV) are provided in Mejia-Morales et al. (2021).

For the unsteady flow cases, it was not feasible to monitor the flow velocities in the whole flow area. Only the surface velocities within the porous block and at two points in the Right Street and Left Street (shown in Fig. 1b) were monitored. Moreover, ensemble averaging was not used for the LSPIV due to prohibitive post-processing load (Mejia-Morales et al., 2021). More details about the seeding of the flow, velocities in the whole flow area. Only the surface velocities within the porous block and at two points in the Right Street and Left Street (shown in Fig. 1b) were monitored. Moreover, ensemble averaging was not used for the LSPIV due to prohibitive post-processing load (Mejia-Morales et al., 2021). A Sony ZV-1 camera with a sampling rate of 25 frames per second was used and the collected frames were averaged over periods of 2 s to filter the data.

2.2. Urban block configurations

In every experiment, the urban block was in the same position near the downstream end in the x-direction and had the same dimensions $L_x$ and $L_y$ (Fig. 1). However, the conveyance porosity (i.e., the porosity of each sidewall of the urban block), $\psi$, as defined by the number and locations of openings, differed in each experiment. Each opening had a width $L_o = 6$ cm and each sidewall of the block had no more than three openings. In all tests, the water surface elevation remained lower than the height of the openings. In the present paper, three series of configurations for the porous block are examined (Fig. 2):

- The first series comprises the eight configurations presented by Mejia-Morales et al. (2021) without obstruction within the block (Fig. 2a). The conveyance porosity of each configuration is presented as $C_{xx}$-$yy$, where $xx$ and $yy$ denote the ratio of the total length of the openings in a side of the porous block to the length of that side, in percent, in the x- and y-directions, respectively. The locations of the openings in the configuration with the largest conveyance porosity (C19-12) are shown in Fig. 1a. The conveyance porosity in the rest of the configurations is determined by closing some of the openings of C19-12, while maintaining symmetry in the porous block openings.
- The second series comprises five new configurations, constructed and tested with the same experimental approach as Mejia-Morales et al. (2021), also without obstructions within the block (Fig. 2b). The common trait of these configurations is that each configuration has four openings in its perimeter (the remaining ones after blocking eight openings in C19-12 shown in Fig. 1a). Since there is no symmetry in every configuration, these configurations are simply named C1 – C5 in order of appearance.
- The configurations in the third series, presented in Mejia-Morales et al. (2023a), have one opening in the middle of each wall of the block and a non-rectangular rectangular obstacle in the center of the block. The footprint area of this obstacle was varied as shown in Fig. 2c, leading to an areal porosity, $\phi$, for each case that is determined as the ratio of the empty area within the block to its total internal area.

Note that the concept of porosity is introduced here for the sole purpose of providing a macroscopic description of the considered geometric layouts (Fig. 2), while the flow models used in this study are not porosity shallow-water models (e.g., Dewals et al., 2021). They aim to fully resolve the flow field on the considered computational mesh.

The first and second series were used with steady flow conditions, while the third series was used with both steady and unsteady flow conditions. Details about the upstream boundary conditions of each case are presented in Section 2.4.

The physical models were designed by assuming a geometrically distorted scale, with horizontal and vertical scale ratios equal to 50 and 10, respectively. This means that a studied flow in the physical model may be interpreted as a representation of a real-world flow in streets with 7.5 m in width around an urban block with dimensions 78 m x 48 m and openings 3 m wide. The upscaled studied flow depths are around 60 cm. This approach ensures relatively large depths in the physical model to enable a satisfactory measurement accuracy (Heller, 2011; Li et al., 2021).

2.3. Numerical modelling

The laboratory experiments were simulated using two academic numerical codes that solve the 2D SWE equations. The two models have differences in their mathematical formulation and their numerical discretization. The first model is implemented in the software Rubar20 (Mignot et al., 2008) developed by the Riverly research unit of Inrae in Lyon and the second one is implemented in Wolf 2D (Erpicum et al., 2009) developed by the HECE group at the University of Liege. Table 1 provides an overview of the characteristics of each model, referred to as Model 1 for Rubar20 and Model 2 for Wolf 2D. The steady flow cases were simulated with both numerical models, while only Model 1 was used for the simulation of the unsteady flow cases.

2.3.1. Governing equations

The two codes solve the conservative form of the 2D SWE, which means that the main unknowns are the flow depth, $h$, and the specific discharges, $hu$ and $hv$, with $u$ and $v$ denoting the depth-averaged flow velocities in the x- and y-direction, respectively. The 2D SWE in conservative form are formulated as in Eqs. (1)-(3) (Wu, 2008):

\[
\frac{\partial h}{\partial t} + \frac{\partial hu}{\partial x} + \frac{\partial hv}{\partial y} = 0
\]

\[
\frac{\partial hu}{\partial t} + \frac{\partial}{\partial x} \left( hu^2 + \frac{gh^2}{2} \right) + \frac{\partial hv}{\partial y} + \frac{g h^2}{2} = 0
\]

\[
\frac{\partial hv}{\partial t} + \frac{\partial}{\partial y} \left( hv^2 + \frac{gh^2}{2} \right) - \frac{\partial}{\partial x} \left( hu hv \right) = 0
\]

where $g$ is the acceleration of gravity, $\rho$ is the water density, $t$ is the time, $\tau_{xx}$, $\tau_{yy}$, and $\tau_{xy}$ are the depth-averaged stresses comprising both the Reynolds and molecular stresses (Erpicum et al., 2009), and $\tau_{xx}$ and $\tau_{yy}$ are the bed shear stresses in the x- and y-direction, respectively, calculated from Eqs. (4) and (5) in line with Camnasio et al. (2014):

\[
\frac{\tau_{xx}}{\rho} = f \sqrt{u^2 + v^2} \frac{8}{8}
\]

\[
\frac{\tau_{yy}}{\rho} = f \sqrt{u^2 + v^2} \frac{8}{8}
\]

where $f$ is the Darcy–Weisbach bed friction coefficient.

The Darcy–Weisbach formulation is used in both models, but the friction coefficient $f$ of the bottom and side-walls is estimated by the Colebrook-White formula (Eq. (6)) (Iđelčik, 1969) in Model 2 and by its explicit equivalent formula (Eq. (7)) (Yen, 2002) in Model 1.
where \( k_r \) is the roughness height and \( Re \) is a Reynolds number \( Re = 4\sqrt{\frac{u'^2 + v'^2}{\nu}} \) with \( \nu \) the kinematic viscosity of water.

Although both models were derived by depth-averaging the Reynolds-averaged Navier-Stokes equations, together with Boussinesq’s assumption for expressing the depth-averaged turbulent stresses, they differ by the type of turbulence closure used. Model 1 is based on a turbulence closure in which the eddy viscosity, \( \nu_t \), is estimated by Elder’s formula: \( \nu_t = \frac{3}{2} h u_*^2 \), with \( u_* \) the friction velocity computed from the free surface slope and \( \lambda \) a parameter set by the user with a default value of 1 (Mejia-Morales et al., 2020). In Model 2, a two-equation turbulence closure is implemented. It consists in a two-length-scale depth-averaged \( k-\varepsilon \) turbulence model, as detailed by Erpicum et al. (2009) and Cannamalo et al. (2014).

### 2.3.2. Numerical discretisation

In both models, the computational domain was meshed with a Cartesian square grid aligned with the street sidewalks. Depending on the model run, the grid spacing, \( \Delta x \), was varied between 5 mm and 30 mm with the resulting ratio of the grid size to the length of one opening in the porous block, \( L_{op} \), ranging from 1/2 to 1/12. Both models are solved with a finite volume technique. In Model 1, a Godunov type scheme is used (Mignot et al., 2008), while Model 2 is based on a flux-vector splitting technique (Erpicum et al., 2010). In both models, the variables at the cell edges are evaluated from a linear reconstruction, achieving second-order accuracy in space. For steady flow calculations, the models were run in unsteady mode until a steady state was reached. The time step used in the simulations was of the order of \( 10^{-3} \) s, as it was constrained by the Courant-Friedrichs-Lewy (CFL) stability condition. In both models, the CFL number was set at 0.5. The computational time necessary to reach convergence towards a steady-state varied with the considered geometric configuration and initial conditions. It was generally of the order of an hour on a standard desktop.

### 2.4. Boundary and initial conditions

The computational domain was delimited by three types of boundaries: sidewalks, inlets, and outlets. At each sidewall, the component of the specific discharge normal to the sidewalk was set to zero. At the inlets, the specific discharge in the streamwise direction was prescribed, and the normal component of the specific discharge was set to zero. The two inlets that are considered in the Left Street and Right Street were positioned at a distance of 2.94 m upstream of the uppermost street intersections (Fig. 1), i.e., at the location of the honeycomb grid at the entrance of each street in the experiments. For the steady flow cases in the first and second series of tests (Fig. 2a and b), steady inflow discharges were prescribed: \( Q_{in1} = 4.5 \text{ l/s} \) and \( Q_{in2} = 2.0 \text{ l/s} \) (Fig. 1) in consistency with the measured values. For the unsteady flow cases in the third test series (Fig. 2c), the inflow discharge was fed only through the Right Street as a sequence of 50 consecutive identical flood waves. Three different floodwaves were tested (Fig. 3) and each one was examined separately. Each floodwave had the same peak flow of 5 l/s (Fig. 3) but was characterized by a different unsteadiness degree (Mejia-Morales et al., 2023a). The floodwaves were distinguished based on the discharge rising time, the discharge falling time, and the total volume of floodwater, while their names were formed by using an “L” or an “S” for large and small magnitude for each one of the floodwave characteristics, respectively. For example, HLSS denotes a hydrograph with large discharge rising time, small discharge falling time, and small total volume of floodwater. As a reference case, steady flow experiments with inlet discharge of 5 l/s (i.e., equal to the peak of the floodwaves) through the Right Street were also carried out in the geometrical setup of test series 3 (Fig. 1b with the urban blocks of Fig. 2c).

At the outlets, the outflow discharge was prescribed as a function of the computed flow depth. The outlet boundaries were positioned as follows (Fig. 1):

- In the Right Street and the Left Street, at a distance of 0.6 m downstream of the easternmost street intersection.
- In the Upstream Street and the Downstream Street, at 1.94 m downstream of the northernmost street intersection.

For test series 1 and 2 (Fig. 2a and b), the outflow discharge, \( Q_0 \), in each outlet was determined from the following weir formula (e.g., Roger et al. (2009)):

\[
Q_0 = L C_D \sqrt{2g(h - w)^{3/2}}
\]

where \( L \) is the weir length, \( C_D \) is the discharge coefficient, and \( w \) is the weir height.

The implementation of Eq. (8) is slightly different in the two models:

- In Model 1, the value of \( L \) is set equal to the mesh size, and distinct values of \( Q_0 \) are computed at each cell edge along the outlet boundary as a function of the flow depth computed at the relevant cell.
- In Model 2, the length \( L \) is taken equal to the actual weir length (i.e., the street width \( b \)) and a single value of \( Q_0 \) is evaluated, assumed uniformly distributed over the weir length, as a function of the average of the computed flow depths over the cells next to the outlet boundary.

For test series 3 (Fig. 2c), the downstream boundary condition was set to critical flow for all the edges of an outlet because the flow goes directly from the street to the outlet tank without a weir.

In the steady flow runs of Model 2, the initial condition was either a converged solution from a previous run or a calm body of water with an initial flow depth equal to 0.05 m. For Model 1, the initial condition for the steady flow calculations was a water level close to the experimental value and for the unsteady flow calculations was zero flow depth across the flow domain.
3. Results and discussion

3.1. Sensitivity analysis and calibration of the numerical models

Model 2 was used systematically in a series of preliminary computations to assess the effect of the variation in the (i) grid spacing, $\Delta x$, (ii) roughness height, $k_o$, (iii) discharge coefficient, $C_D$, of the weirs at the outlets, and (iv) initial conditions. Model 1 was also used in these preliminary computations, but not in a systematic way. Moreover, Model 1 was used to verify whether considering a theoretical bottom topography (flat bed) instead of the real one influences the results. These sensitivity analyses were conducted for a single geometric configuration (C19-12 in Fig. 2a), which includes the largest number of openings and leads to the most complex flow fields. The comparison of the computed, $y^c_i$, and observed, $y^o_i$, hydraulic variables was carried out based on the bias and the root mean square error (RMSE) (e.g., Chen et al. (2010)):

$$\text{bias} = \frac{\sum_{i=1}^{N} (y^c_i - y^o_i)}{N}$$  \hspace{1cm} (9)

$$\text{RMSE} = \sqrt{\frac{\sum_{i=1}^{N} (y^c_i - y^o_i)^2}{N}}$$  \hspace{1cm} (10)

where $N$ is the number of points where both measured and modelled data were available.

3.1.1. Grid spacing

The grid cell size for Model 2 was selected after repeating the computations for C19-12 three times with all parameters being kept the same except the grid cell size. The three mesh grids that were tested had square grid cells with side length, $\Delta x$, equal to 30 mm, 10 mm, and 5 mm, respectively. The bias and RMSE of the flow depths and velocities for different areas of the model were significantly reduced when the grid cell size was reduced from 30 mm to 10 mm but did not vary much when the cell size was further reduced from 10 mm to 5 mm (Fig. S1a in the Supplementary Material). Fig. S1a in the Supplementary Material also confirms the second order accuracy of the finite volume numerical scheme implemented in Model 2, consistently with the linear reconstruction used in this model.

However, the features of the simulated flow velocity patterns (i.e., number and size of recirculating flow areas) within the porous block were more consistent with the features of the measured patterns when the cell size was 5 mm (Fig. S2a in the Supplementary Material), even though some flow recirculations were not captured entirely. Therefore, the 5 mm cell size was kept for the rest of the analyses with Model 2. The number of cells is close to 160,000, and it varies slightly depending on the geometric configuration (number of openings).

Model 1 exhibited similar behavior with Model 2 when varying the cell size with the rest of the parameters being kept the same; however, with Model 1 the flow velocity patterns were similar for mesh sizes of 10 mm and 5 mm (Fig. S3a in the Supplementary Material). Thus, to reduce computational times, the 10 mm mesh was kept for the rest of the analyses with Model 1, leading to about 40,000 cells.

With these mesh configurations, the computed flow depths exhibited a systematic bias compared to the observations, which motivated the extension of the sensitivity analysis to the roughness height and the discharge coefficients of the weir outlets.

3.1.2. Roughness height

The roughness height was taken at a small value corresponding to the PVC surface of the laboratory model. The tested values of $k_o$ were equal to $2 \times 10^{-4}$ m, $8 \times 10^{-5}$ m, and $3.6 \times 10^{-5}$ m. This sensitivity analysis was conducted with Model 2, with $\Delta x = 5$ mm and $C_D = 0.527$ for all outlets, with a previously converged flow field as initial condition. The three tested values for the roughness height did not affect significantly the flow depths and velocities results (Fig. S1b in the Supplementary Material) nor the flow patterns (Fig. S2b in the Supplementary Material). The flow depth bias and RMSE values for the lowest value of $k_o$ were slightly lower compared to the other $k_o$ values, but at the same time the flow velocity bias and RMSE values slightly increased. The $k_o$ value of $3.6 \times 10^{-5}$ m was calibrated from water surface measurements in a single street without openings. Considering the very small influence of the tested $k_o$ values on the simulated results with Model 2, a similar sensitivity analysis was not repeated with Model 1 and $k_o = 3.6 \times 10^{-5}$ m was used in both models.

3.1.3. Discharge coefficient of the weirs

The computations presented in Section 3.1.1 used discharge coefficients that were experimentally derived from the laboratory tests. However, the location where the flow depth is measured upstream of the weirs in the lab does not correspond exactly to the location where the Model 2 considers flow depth for estimating the outflow discharge. Hence, the discharge coefficient, $C_D$, which lifts all flow processes in the near field of the weirs (including vertical acceleration, which cannot be represented explicitly by shallow water equations) was recalibrated so that the computed flow depths agree on average with the observations. To this end, several values of $C_D$ were tested. The lowest difference between modelled and measured flow depths for Model 2 was obtained with $C_D = 0.453$, and thus this value was selected for the rest of the numerical simulations using Model 2. For Model 1, the lowest difference between modelled and measured flow depths was obtained with $C_D = 0.467$ and this value was chosen for the rest of the simulations with Model 1, although a value of 0.55 for Outlets 1 and 2 and 0.53 for Outlets 3 and 4 led to a better distribution of the outflows. This was also the case for all the urban blocks in Fig. 2a. Nevertheless, the effect of $C_D$ on the street and block intrusion discharges and on the flow patterns (Fig. S2c and Fig. S3b in the Supplementary Material) is rather small. The small difference between the chosen discharge coefficients for the two models may be attributed to the different ways that the downstream boundary conditions were implemented in the models and to the different turbulent closures.

3.1.4. Initial conditions

A converged solution for a steady flow simulation may depend on the initial conditions (Dewals et al., 2012), particularly in the presence of complex patterns of recirculating flow. Therefore, by using Model 2 for the case with the C19-12 block (Fig. 2a), we repeated the computations for two different initial conditions: (i) the computed steady flow field obtained with the experimentally derived discharge coefficient (i.e., a previously converged solution) and (ii) water at rest with flow depth equal to 5 cm. As expected, the initial condition influenced the
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Fig. 4. Flow depths modelled with Model 1 (left column), Model 2 (middle column) and measured (right column) for steady flow conditions. The first eight configurations are from Mejia-Morales et al. (2021).
computed steady flow field. For the flow in the porous block, the results obtained when the computations were initiated with water at rest agree better with the observations (Fig. S1c and Fig. S2d in the Supplementary Material). This initial condition setting was kept for the rest of the analysis for Model 2 while the initial condition for Model 1 was a water level close to the experimental value. For Model 1 the results were generally independent of the initial conditions, but exceptions could be found for the more complex patterns inside the block.

The simulation parameters obtained from the sensitivity analysis are summarized in Table 2 and these parameters were used for the numerical modelling of the rest of the experimental configurations.

### 3.1.5. Topography

The topography of the experimental platform may change in time since it was constructed with boards supported by beams. For most numerical calculations, the theoretical topography of an inclined plane with a constant slope in the x-direction of 0.12 % was used. However, two detailed topographies that were surveyed in 2019 (before the first series of experiments, i.e., Fig. 2a) and in 2021 (between the second and third series of experiments, i.e., Fig. 2b and Fig. 2c, respectively) showed some elevation differences compared to the theoretical topography, and between the two topographical surveys, of less than 2 mm. The effect of this change in topography was tested using Model 1 and $C_D = 0.4$. Results show a weak influence on the flow velocity pattern and all the other results (Table S1 in the Supplementary Material), thus, the theoretical topography was used for the rest of the cases.

### 3.2. Steady flow tests

#### 3.2.1. Flow depths

Fig. 4 shows that both models, and hence the 2D SWE, are able to reproduce fairly accurately the measured flow depth patterns for cases with steady flow (Fig. 2a and b). There is a flow depth difference between the Right and Left Streets because the weir height in Outlet 1 is larger than in Outlet 2 and the discharge in Inlet 1 is larger than that in Inlet 2. The larger flow depths in the Right Street compared to the Left Street induce a pressure gradient that enhances the transverse flow through the porous block openings.

Both models are capable to reproduce the increasing flow depth at the Right Street, the decreasing flow depth at the Left Street, and the relatively constant water level within the block, which is a result of the very low velocities within the block. The differences between the results of the two models are minimal both within the porous block and in the streets, which implies that at a large scale the turbulence closure model does not affect the flow depth predictive capabilities of a 2D SWE model in urban floods with steady flow.

---

**Fig. 4.** (continued).
3.2.2. Discharge partition

The two models reproduce well the discharge partition both in the streets and within the porous block without any of the two exhibiting clearly superior performance (Fig. 5a). Model 1 predicts more accurately the discharge partitioning at the four outlets with a RMSE that is less than half of that of Model 2 (Fig. 5c). Model 2 overestimates $Q_{\text{out}}^4$ and both models underestimate $Q_{\text{out}}^1$, except for the case C100-100 (configuration without a block), and approximate well $Q_{\text{out}}^2$ (Fig. 5b). The two models exhibit a different behavior in Outlet 3, with Model 1 overpredicting and Model 2 underpredicting $Q_{\text{out}}^3$ (Fig. 5b). Overall, Model 1 and Model 2 miscalculate the discharge distribution at the outlets by 2.5% and 7.3% on average, respectively. In the streets surrounding three of the most complex porous blocks (C06-04, C19-12, C3), Model 2 overestimates the discharge in the Right Street, which is the street that conveys most of the discharge, while Model 1 exhibits a more erratic pattern with this discharge (Fig. 6). The street that conveys the second largest discharge in these three cases is the Downstream Street, in which both models give good results, besides Model 2 overpredicting the discharge in C19-12. The overpredictions of Model 2 and underpredictions of Model 1 at the large discharges in the Right and Downstream Streets are partially compensated by respective underpredictions and overpredictions of the two models at the street with the smallest discharge (Fig. 6a).
The discharge distribution for all cases is presented in Figure S4 in the Supplementary Material. Overall, the maximum discharge deviation occurs for C100-100 (Fig. 5c). Similar disagreements between measurements and 2D SWE computations in large open areas were also noted by Li et al. (2021a).

Generally, the flow distribution at the outlets corresponds to the experimental ones (error less than 2.5 % of the total inflow except the case C100-100) but this distribution is relatively constant due to the general configuration of the street network. Flow discharges in the streets and through the openings of the block are more influenced although the RMSE remains below 2 % of the total discharge. However, due to the small portion of the flow that enters the block, the relative error can be high for the flow passing through the building (Figure S4 in the Supplementary Material).

3.2.3. Velocity flow fields

In this section, the depth-averaged flow velocities modelled with 2D SWE are compared to the surface velocities measured with LSPIV. Mejia-Morales et al. (2021) compared the LSPIV surface velocity measurements to ADV measurements across the flow depth and showed that the surface velocities are mostly well-approximated by depth-averaged velocities. Starting with the two reference cases C00-00 (non-porous block) and C100-100 (no block), the two models reproduce qualitatively all the flow features that were observed in the experiments (Fig. 7). In C00-00, the interaction of the flows from the different branches at the junctions matches the measurements well, with a correct distribution of the discharge between the outlets (Fig. 5c). In C100-100, even though the modelled discharge distribution at the outlets exhibits the largest deviation from the measurements (Fig. 5c), the two models reproduce fairly well, particularly Model 2, the two large recirculation zones. However, they are uneven compared to the measurements, with the downstream and upstream recirculation zones being modelled larger and smaller, respectively, than what was observed.

The modelled flow patterns within and around the porous blocks in the first test series (Fig. 2a) agree well with the measurements, with the number and direction of the recirculation zones being modelled correctly in almost all cases (Fig. 7). For the cases with no more than one opening per side, i.e., C00-04, C06-00, and C06-04, only Model 2 in C06-
Fig. 7. Time-averaged velocities modelled with Model 1 (left column), Model 2 (middle column) and measured (right column) for steady flow conditions. The first eight configurations are from Mejia-Morales et al. (2021). The modelled flow velocity patterns (left and middle columns) are based on depth-averaged velocities while the measured flow velocities are surface flow velocities.
04 exhibits a notable difference in the size of the recirculation zone in the lower left corner. When there are three openings at two opposite sides of the porous block, the flow pattern becomes much more complex. The two models are still able to simulate the direction of the streamlines quite correctly but the sizes of some of the recirculation zones are a little different than the measured ones. For C00-12, Model 1 adds two small recirculation zones at the right part of the block and Model 2 augments one in the center.

The second test series of steady flow cases (presented in Fig. 2b) generally exhibits complex flow recirculations (Fig. 7) because of the several openings on one side of the block, in each case, and the asymmetric distribution of the other openings at another side of the porous block. The case C1 is the only exception in the sense that it has two symmetric openings at the sides at the Right Street and Left Street. However, the flow pattern within the block for C1 is quite complex with three main uneven recirculation zones that the two models cannot reproduce in their correct location; moreover, the two models do not obtain the same pattern. In case C2, from the three openings at the Left Street, the middle one influences the flow pattern the most and the flow pattern in the porous block resembles C00-04. The two models reproduce this pattern accurately. Cases C3 to C5 are the more complex ones and the two models are not always able to reproduce entirely the observed flow patterns. The left part of the pattern in C3 is generally well reproduced by Model 1 but the right part with an interaction of three openings is not similar to the measurements. On the other hand, Model 2 predicts quite accurately the flow pattern in C3. Case C4 is the most challenging one: the two models provide similar patterns but fail to accurately predict the shape and size of the recirculation zones. As a result, the two observed large counter-rotating recirculation zones are modelled as one and the two smaller ones next to the Right Street have the opposite directionality. The structure of the smaller recirculation zones from the models seems more influenced by the opening at the Upstream Street, compared to the measurements. On the contrary, in a mirrored configuration, the modelled flow patterns in C5 (relatively similar for the two models) seem less influenced by the opening in the Downstream Street compared to the measurements, and as a result the recirculation zone at the right side of the block is modelled larger than what it actually is.

3.2.4. Comparative analysis of the performance of Models 1 and 2

The computational results reveal that both 2D models predict well the flow depths, with limited difference between the two models (Fig. 4). This is consistent with existing knowledge that the flow depth predictive capability of a 2D SWE model is little influenced by the turbulence closure, as multiple previous studies reported a good agreement between computed and observed flow depths while they used different approaches for the turbulence closure (Arrault et al., 2016; Bazin et al., 2017; Shettar and Murthy, 1996; Khan et al., 2000; El Kadi Abderrezzak et al., 2012).
The two models reproduce similarly well the experimentally observed discharge partition in the streets (Fig. 5a). In contrast, the considered error metrics suggest that the discharge partition at the outlets is better reproduced by Model 1 than by Model 2 (Fig. 5b and 5c). This may result from the difference in the implementation of the downstream boundary conditions between Models 1 and 2, as detailed in Section 2.4. Except in one configuration (C100-100), the differences between the computed and measured discharges do not exceed 2.5% of the total inflow discharge. These differences should be set in perspective compared to the experimental uncertainties. The valve-flowmeter system used in the laboratory experiments have an error of 3% of the measured flow rate (Mejia-Morales et al., 2021). Accordingly, the time convergence criterion used for the laboratory measurements was also set at 3% (Mejia-Morales et al., 2021). Besides, the experimental method used to estimate the discharge in the streets requires assumptions to cover the blind zones near the boundaries (bed, walls, and free surface), as well as the inconvenience of using an intrusive instrument (ADV) in a narrow cross-section. This leads to an estimated error of 1.5% on average (Mejia-Morales et al., 2021). The maximum deviation between computed and observed discharges occurs for configuration C100-100 (empty central area). This is consistent with similar disagreements between measurements and 2D SWE computations in large open areas as reported by Li et al. (2021a).

Table 3 provides an overview of the agreement between the experimentally observed and computed flow fields by Models 1 and 2. The flow fields are visible in Fig. 7. The following observations can be made:

- In several configurations, generally with only a single opening per side (C00-04, C06-00), both 2D models perform comparatively well, and succeed in reproducing the number and relative size of flow recirculations.
- In a limited number of configurations (C1, C4 and C5), leading to particularly complex patterns of flow recirculations, neither Model 1 nor Model 2 correctly predict the flow patterns. In Configuration C19-12, the number of computed recirculations by both models is in line with the experimental observations; but their relative sizes diverge from the observations.
- In all other cases (with only one exception, C06-04), Model 2 provides a better prediction of the flow field than Model 1 does. In Configuration C00-12, the number of large recirculations computed by Model 2 is correct, while it is not for Model 1. In Configuration C19-00, the right upstream recirculation is computed by Model 2, while Model 1 fails to capture it. Similarly, in Configuration C2, the smaller recirculation in the top left corner is predicted by Model 2 while it is not by Model 1. In Configuration C3, the flow field computed by Model 2 is also closer to the experimental observations than the one predicted by Model 1.
- Only in Configuration C06-04, Model 1 provides a flow field more similar to the experimental one.

Therefore, although Model 1 performs better than Model 2 for the prediction of the outflow discharge partition, this does not hold true for predicting the flow field within the urban block.

Moreover, the constant λ used in Model 1 (value of 1 m³/s) was carefully set based on the modeler’s past experience in reproducing reduced-scale laboratory experiments (Paquier et al., 2022). However, this value has limited chance to be transferrable across scales, particularly for the application of the model to real-world examples. This is another advantage of Model 2 (with a depth-averaged k-ε turbulence closure) over Model 1, as in Model 2 the parameters of the turbulence closure are all non-dimensional and, as such, they are not changed when applying the model at different scales (e.g., laboratory experiment vs real-world application). This aspect was discussed earlier by Bruwier et al. (2017).

3.3. Unsteady flow tests

3.3.1. Flow depths

The unsteady flow simulations were carried out only with Model 1. The presence of hydraulic jumps at different locations in the experiments and in the calculations, causes a lower agreement of peak flow depths compared to the steady flow cases, with an average deviation of 6.7% between calculations and measurements in the streets around the block. Model 1 slightly overestimates the peak flow depth in the Right Street, which is the highest peak flow depth in the test domain, with an error of less than 4% (Fig. 8). The model performs best in the Right Street for \( \phi = 0.75 \), for every tested hydrograph (H.LSS, H.LLL, and H.SLS). No trend is detected between the rest of the block porosities and the performance of the model in predicting peak flow depths in the Right Street. The absolute error in the other three streets around the block is similar to that in the Right Street; however, the peak flow depth is lower and thus, percentagewise Model 1 is less accurate in predicting flow depths there. In these three streets, Model 1 predicts flow depths best in H.SLS (the hydrograph with the greatest unsteadiness), followed by H.LLL and H.LSS. The predictive performance of the model in the H.SLS hydrograph deteriorates with decreasing block porosity, whereas for H.

![Fig. 8. Measurements and calculations with Model 1 of peak flow depths in the streets around the porous block (locations \( P_{US}, P_{LS}, P_{US}, \) and \( P_{DS} \) in Fig. 1b for the Right, Left, Upstream, and Downstream Street, respectively) for the three cases with unsteady hydrographs (H.ISS, H.LLL, and H.SLS). The tested urban blocks and their respective areal porosities \( \phi \) are shown in Fig. 2c. The vertical dashed lines separate the data for each flow case.](image-url)
3.3.2. Discharge partition

For steady flow in the configurations of test series 3 (Fig. 2c), the discharge at Outlet 4 is miscalculated by approximately 0.05 l/s on average, while the discharge at Outlet 2 is underestimated by about 0.1 l/s (Fig. 10). As for test series 1 and 2 (Fig. 2a, b), the downstream boundary conditions should be adapted to obtain a more correct distribution. However, it should be noted that changing critical flow to free outflow at Outlets 1 and 2 (in which the flow is partly supercritical) did not change the outflow distribution. The discharges at the outlets for the steady flow case of test series 3 exhibit a slightly increasing trend with increasing porosity in Outlet 2 and rather constant values, besides $\phi = 0$, in the other outlets (Fig. 10).

For the unsteady flows, the peak outflow discharge in Outlet 1 is consistently higher than the peak discharges in the other outlets for every tested hydrograph and porosity value, as for the respective steady flow test (Fig. 10). The outflow in Outlet 1 becomes the highest when the block has no porosity ($\phi = 0$), while it reaches a plateau for each flow case when the block has porosity. For the unsteady cases, Model 1 predicts accurately the peak discharge in Outlet 1 for the non-porous block, for every hydrograph, but it overestimates this peak discharge by less than 4% for the porous blocks. Model 1 performs even better in predicting the peak discharge in Outlet 1 in the steady flow case, with a slight underestimation of the non-porous block case and a few overestimations for the porous block cases. The second highest peak outflow discharge occurs in Outlet 4, where Model 1 overestimates the peak discharge by around 0.085 l/s for the non-porous block, for all flow cases (Fig. 10). The predictive performance of Model 1 mostly deteriorates with increasing porosity of the block for all three hydrographs, particularly for H.SLS, while this is not observed in the steady flow cases, where only a slight overestimation is noted. The overestimations in Outlets 1 and 4 are partially compensated by some underestimations in the peak outflow discharge in Outlet 2, where, percentage-wise, the model predictions deviate from the measurements the most for all flow cases, besides the hydrograph H.SLS. Finally, Model 1 predicts accurately the peak outflow discharge in Outlet 3. Overall, for all unsteady cases the average discrepancy between calculations and measurements of the peak discharges at the outlets is 8.6%. A comparison between the measured and modelled peak flow depths at the locations $P_{in}$ near the outlets (Fig. 1b) is provided in Figure S6 in the Supplementary Material.

3.3.3. Velocity flow fields

As in Section 3.2.3, the depth-averaged flow velocities modelled with 2D SWE are compared to the surface velocities measured with LSPIV. For areal porosity $\phi = 1$ in steady flow, the flow pattern of the third series is similar to C06-04 with two main nearly symmetrical recirculation zones (Fig. 11). For the unsteady case with the hydrograph H.LSS, after the flow peak the flow pattern remains quite similar for a long time. The initial part of this process is reproduced well by Model 1. Before the flow peak, the block is filling and the observed flow pattern comprises four main recirculation zones that are not reproduced by Model 1, which, instead, generates a flow pattern that tends more rapidly to a flow pattern with two main recirculation zones. Reducing $\phi$ leads to reduced water volume in the block and an increase in the number of recirculation zones within the porous block, which are fairly well reproduced by Model 1 (Fig. 12).
Fig. 11. Quasi-instantaneous depth-averaged velocities modelled with Model 1 (left column) and measured surface velocities (right column) for the hydrograph H. LSS and areal porosity $\phi = 1$. All experimental configurations were obtained from Mejia-Morales et al. (2023a). In the first column, R, P, and F stand for rising, peak, and falling stage of the hydrograph, while the numbers 50, 75, and 100 show the ratio of the flow depth to the maximum flow depth within the porous block at that instant.
4. Conclusions

Accurate and fast computational tools for the estimation of urban flood hazard are of vital importance. Although in such cases the flow can be 3D in parts of the urban layout, it is important from a management perspective to understand when these 3D processes are dominant and when the flow can be reliably modelled with 2D shallow water equations. In this paper, we demonstrated the capacity of two 2D shallow water flow solvers to simulate urban floods involving flow exchanges with the interior of an urban block in eighteen idealized urban layouts. The computations were compared against published and new experimental observations in steady and unsteady conditions. The tested computational models differed mostly by the turbulence closure used for estimating the eddy viscosity.

Both models reproduced accurately the measured flow depth for all cases. The prediction of the discharge distribution and the flow velocity patterns within and around the urban block was in general satisfactory but deteriorated when the flow exchanges between the urban block and the surrounding streets increased and became asymmetrical. The average difference between the modelled discharge distributions and the measurements at the outlets was 2.5 % and 7.3 % for Model 1 and Model 2, respectively. With respect to the flow velocities, none of the two models outperformed consistently the other, which implies that both tested turbulence closure models are suitable to model the flow patterns within and around an urban block, although with different accuracy at different flow patterns.

For unsteady conditions, the difficulties increased because of the occurrence of hydraulic jumps and the sequence of a filling phase and an emptying phase of the block. The error thus rose in parameters such as the peak flow depths in the streets and the peak discharges at the outlets, which were miscalculated by 6.7 % and 8.6 %, respectively. However, the influence of the porosity of the urban block was generally simulated in the right way and except during rapid filling of the block, the computed velocity pattern inside the block reproduced sufficiently well the main process.

Even if the discharge partition at the outlets is only a little sensitive to a change in the urban block openings, local modifications of the flow field can be particularly important for urban planning under climate change scenarios, since the building density and the distance between neighboring buildings are the most influential parameters affecting...
pluvial flooding (Bruwier et al., 2020).

The geometric configurations considered here are highly simplified compared to real-world urbanized floodplains, which have considerably more intricate flowpaths, street profiles, opening shapes and indoor arrangement of buildings. In addition, in reality the flow exchanges between the streets and the urban blocks are influenced by obstructions near the openings such as parked cars and street furniture (Mignot et al., 2020) and the interaction of surface flows with surcharging sewers (Kitsikoudis et al., 2021). These aspects highlight the limitations of the present study and need to be investigated in future studies with either large scale experiments or field data to additionally address potential scale effects that affected our results. In practice, evaluating accurately the flow intrusion into buildings and building blocks would require particularly fine mesh resolution in the near field of the opening, or the use of parametrizations such as weir equations. Such aspects affect the operationality of models for simulating large urban floodplains and need to be investigated. The performance of 1D modelling in the streets, the flow intrusion into buildings and building blocks would require combined with side discharge equations for the exchanges through operationality of models for simulating large urban floodplains and need scale effects that affected our results. In practice, evaluating accurately 2020) and the interaction of surface flows with surcharging sewers near the openings such as parked cars and street furniture (Mignot et al., 2021). These aspects highlight the limitations of the work reported in this paper.

Declaration of Competing Interest

The authors declare that they have no known competing financial interests or personal relationships that could have appeared to influence the work reported in this paper.

Data availability

Data will be made available on request.

Acknowledgements

The authors from INRAE and INSA Lyon acknowledge the financial support offered by the French National Research Agency (ANR) for the project DEUFI (under grant ANR-18-CE01-0020). The authors gratefully acknowledge MSc students Yann Nicol and Eliott Crestey who contributed to the numerical computations. Insightful comments by the Editor and three anonymous Reviewers have contributed to significantly improve the quality of the manuscript.

Data availability

All experimental observations used in this research are available at: https://doi.org/10.57745/1UOCJ8 (Mejia-Morales et al., 2023b) for the steady flows and at: https://doi.org/10.57745/BFHHG03 for the unsteady flows (Mejia-Morales et al., 2022).

Authors’ contributions

The study was designed by A.P., B.D., S.P., and E.M., who also defined the methodology; all laboratory experiments were conducted by M.M.M., under the supervision of S.P. and E.M.; computations with Model 1 were conducted by A.P. and those with Model 2 by students under the guidance of P.A., B.D., S.E., and M.P. The original draft of the manuscript was prepared by V.K. with the support of B.D., A.P., and M. M.M. It was revised by V.K., B.D., E.M. and S.P.

Appendix A. Supplementary data

Supplementary data to this article can be found online at https://doi.org/10.1016/j.jhydrol.2023.129231.

References


