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Summary

The fifth generation (5G) of mobile wireless communication aims to provide higher data capacity than the previous generations could. With large frequency bands already licensed at mmWaves, data rates of around 10 Gbit/s can be offered. However, these frequency bands lead to more free space path loss, for example, 20 dB more loss moving from 3 to 30 GHz. Phased array antennas integrated with low-loss antenna elements and high-power front-ends have drawn much attention to compensate for this increased loss.

State-of-the-art phased array antennas for mmWave 5G are designed with antenna elements based on a dielectric substrate and employ front-ends with CMOS and SiGe BiCMOS technology. The antenna elements based on a dielectric substrate typically show a high loss at mmWave frequencies and suffer from low bandwidth. The techniques to increase the bandwidth of such antenna elements usually add to the complexity of the structure by increasing the number of layers. This thesis aims to use gapwaveguide technology as the baseline for antenna element design, which is a low-loss, low-cost, and wideband transmission line at mmWave frequencies.

In this thesis, a phased array is designed with improved characteristics in terms of low antenna and front-end losses. The objective is to propose a cost-effective and scalable phased array while enhancing its complex structure. For 5G communication systems operating at 28 GHz, a high equivalent isotropic radiated power (EIRP) active phased array antenna is proposed. The antenna design is based on the gapwaveguide technology and consists of $16 \times 16$ single $45^\circ$ slant-polarized elements. The proposed design employs a low-complexity printed circuit board (PCB) structure with only six layers, i.e., half of existing wideband solutions. The array antenna incorporates up/down converter integrated circuits (UDCs) and $1 \times 4$ transceiver beamformer integrated circuits (BFICs). Moreover, a compact and highly efficient transition at the end of each channel of the BFICs has been designed to interconnect the antenna elements with the PCB. The antenna’s front-end loss, which includes the feed line, mismatch, and ohmic losses, is only 1.3 dB. The array covers a scanning range of $\pm 60^\circ$ in the azimuth plane and $\pm 10^\circ$ in the elevation plane. The $S_{11} < -10$ dB frequency bandwidth is from 26.5 – 29.5 GHz. The maximum EIRP of the antenna is 65.5 dBm at the saturation point. The presented design offers a compact, robust, and low-loss performance solution meeting the high
transmission power requirements of 5G applications. The transmit error vector magnitude (EVM) performance measurements show that the phased array supports a 31 dB EIRP dynamic range at a maximum 2% EVM when transmitting a 64-QAM modulated signal with 250 MS/s symbol rate at all scanning directions.

Power amplifiers with high output power have interesting applications in fulfilling the need for high power at mmWave 5G. Designing a phased array with such characteristics requires addressing challenges including power handling, thermal dissipation, and temperature stability. Therefore, a cost-efficient, high EIRP (60 dBm), large-bandwidth (26.5–29.5 GHz) active phased array antenna system has been designed and experimentally verified. The proposed design methodology reduces production costs by employing GaN-based radio frequency front-ends with 31 dBm output power, allowing fewer antenna elements. A fully metallic gapwaveguide technology has been employed, achieving efficient heat dissipation per array’s aperture area and low-loss easy-to manufacture antenna elements. The phased array is realized by sub-arraying an $8 \times 8$ slot array antenna with horizontal polarization. A $\pm 60^\circ$ analog beamforming in the $E$-plane is demonstrated. The presented antenna is a potential candidate for compact-size, high-performance 5G base station antennas with excellent temperature stability.

Finally, the performance of hybrid digital-analog multi-beam systems employing the proposed phased array antennas is studied for 5G applications in indoor environments. Comprehensive numerical simulations focused on collocated and distributed phased array antenna deployments in indoor office environments are compared. A hybrid digital-analog multi-user multiple-input multiple-output (MU-MIMO) downlink communication system is considered. The evaluated figures of merit are the gain of the RF power amplifier, the per-user signal-to-interference-plus-noise ratio (SINR), and the resulting achievable sum rate capacity. This study uses measured beamforming radiation patterns from the two 28 GHz state-of-the-art phased array antennas. The channel models employed are the standardized statistical 3GPP 38.901 channel models implemented in the QuaDRiGa software. A beam selection algorithm is implemented to maximize the achievable sum rate, assuming either matched-filtering or zero-forcing precoding. Based on the results, we conclude that the distributed deployment scenario always shows a higher SINR and achievable sum rate capacity at the user locations.

In summary, this thesis contributes to the field of phased array antenna designs for mmWave 5G communication. The research presents innovative designs, characterizes their performance, and analyzes their suitability for 5G applications. The findings provide valuable insights: such as the advantages of using gapwaveguide technology for antenna element design in mmWave phased arrays, improving design methodology by relaxing the complexity and cost, proposal of a cost-efficient, high-power phased array antenna system with large bandwidth and high EIRP, and validation of the benefits of distributed deployment for indoor environments.
Samenvatting

De vijfde generation (5G) mobiele draadloze communicatiesystemen streven naar het aanbieden van hogere datasmeltheden dan vorige generaties. Met de grote bandbreedtes die beschikbaar zijn gekomen op de gelicencierde millimeter-golf (mmWave) banden kunnen datasmeltheden van 10 Gbit/s worden aangeboden. Deze frequentiebanden leiden echter tot meer verliezen doordat de vrije ruimte, bijvoorbeeld 20 dB extra verlies bij een overgang van 3 naar 30 GHz. Het gebruik van fasegestuurde antennes (phased-arrays) met weinig verliezen en hoog vermogen front-ends is een goede optie om deze verliezen te compenseren.

State-of-the-art fasegestuurde antennes voor mmWave 5G zijn normaliter ontworpen met antenne elementen op basis van diëlektrische substraten. Daarbij worden voornamelijk front-ends gebruikt met CMOS- en SiGe BiCMOS technology. De antenne elementen op basis van deze diëlektrische substraten vertonen over het algemeen hoge verliezen bij mmWave frequenties en zijn problematisch vanwege hun kleine bandbreedte. Typische technieken om de bandbreedte van deze antennes te verbreden maken het ontwerp complexer en zorgen voor een toename van het aantal lagen van het substraat. Dit proefschrift beoogt gapwaveguide-technologie te gebruiken als basis voor antenne ontwerp. Deze technologie biedt lage verliezen, lage productie kosten en grote bandbreedtes in de mmWave frequentiebanden.

In dit proefschrift is allereerst, een fasegestuurde antenne ontworpen met verbeterde eigenschappen op het gebied van lage verliezen in de antenne elementen en in het front-end. Hiermee wordt een antenne systeem gepresenteerd dat kosten-effectief en schaalbaar is waarbij de complexe structuur verbeterd wordt. Een phased-array antenne voor communicatiesystemen voor 5G op 28 GHz wordt gepresenteerd met een hoog effectief isotroop gestraald vermogen (EIRP). Het antenne ontwerp is gebaseerd op gapwaveguide technologie and heeft 16×16 lineair 45° schuin gepolariseerde elementen. Het voorgestelde ontwerp gebruikt een zes-laags printplaat (PCB) met lage complexiteit, waarmee het aantal lagen wordt gehalveerd vergeleken met reeds bestaande ontwerpen voor grote bandbreedte. De phased-array antenne bevat geïntegreerde circuits voor het omhoog en omlaag converteren (UDCs). Ook bevat het systeem een 1×4 geïntegreerd circuit als gecombineerde zender en ontvanger (BFICs). Bovendien is een compacte en hoog-efficiënte overgang ontworpen voor de verbinding tussen de antenne en de BFICs om het signaal van de PCB...
naar de antenne te leiden. Het verlies van het front-end van het antennesysteem is slechts 1.3 dB, waarbij verliezen van de transmissie-lijn het verschil in golf-impedantie en ohmse verliezen zijn ingebegrepen. De antenne dekt een stuur-bereik van ±60° graden in het horizontale vlak (azimut) en ±10 graden in het verticale vlak (elevation). De $S_{11} < -10$ dB frequentie bandbreedteis tussen 26.5 en 29.5 GHz. Het maximale EIRP van de antenne is 65.6 dBm bij het verzadigingspunt. Het voorgestelde ontwerp biedt een compacte en robuuste oplossing die voldoet aan de hoge eisen rondom de vermogensoverdracht in 5G applicaties. De Error Vector Magnitude (EVM) meeting laat zien dat de phased-array antenne een 31 dB EIRP gebied ondersteunt met een maximum van 2% EVM. Deze waarde geldt voor een 64-QAM modulatie schema met 250 MS/s symbool snelheid voor alle scanning hoeken.

Hoog vermogen versterkers hebben interessante toepassingen in het volendoen aan de vraag naar hoog vermogen voor mmWave 5G. Het ontwerp van phased-array antennes met deze eigenschappen vereist verschillende oplossingen, waaronder voor het omgaan met vermogen, hitte dissipatie en temperatuurstabiliteit. Hiervoor is een kosten-efficiency, hoog vermogen (60 dBm), breedbandige (26.5 - 29.5 GHz), actieve phased-array antenne ontworpen en experimenteel geverifieerd. De gebruikte ontwerp methode verlaagt de productieprijs door gebruik te maken van GaN front-ends met 31 dBm uitgangsvermogen, het hoge vermogen geeft de mogelijkheid om minder antenne elementen te gebruiken en zodoende de kosten te drukken. Een volledig metalen gapwaveguide antenne is gebruikt, hetgeen een uitstekende warmte dissipatie geeft per antenne. De ontworpen antennes vertonen lage verliezen en bieden eenvoudige methodes voor het productieproces. Het phased-array systeem is gerealiseerd door het samenvoegen van kleinere antenne elementen waarmee een 8 x 8 slotantenne is ontworpen, met een horizontale polarisatie. Een stuurbereik van ±60° is gedemonstreerd in het electrische vlak door het gebruik van analoge faseverschuivers. De gepresenteerde antenne is een potentiële kandidaat voor een compact 5G base station met uitstekende thermische stabiliteit.

Tot slot zijn in dit proefschrift de prestaties van hybride digitaal-analoog, meervoudig-stralende, phased-array systemen bestudeerd voor 5G applicaties in indoor omgevingen. Uitgebreide numerieke simulaties zijn uitgevoerd om het verschil tussen op-één-plek-geconcentreerde en gedistribueerde antennesystemen te onderzoeken in kantoor omgevingen. Een hybride digitaal-analoog Multi-User MIMO (MU-MIMO) downlink communicatiesysteem is hiervoor bestudeerd. De waarden die zijn geëvalueerd zijn de versterking door de RF versterker, de verhouding tussen signaal-en-interferentie-plus-ruis (SINR) en de resulterende totale capaciteit. Deze studie neemt de stralingspatronen in acht van de twee state-of-the-art phased-array antenne systemen die eerder zijn geïntroduceerd. In deze studie zijn de gestandaardiseerde statistische 3GPP 38.901 kanaal modellen zoals geïmplementeerd in de QuaDRiGa software gebruikt. Een bundelselectie algoritme is geïmplementeerd voor het maximaliseren van de haalbare capaciteit, met de aanname van matched-filtering of zero-forcing in de precodering. Op basis van deze resultaten, kan de conclusie worden
getrokken dat gedistribueerde antennesystemen een hogere SINR vertonen en een hogere haalbare capaciteit bij de gebruikers hebben.

Samengevat, draagt deze scriptie bij aan het ontwerp van phased-arrays voor mmWave 5G communicatie. Het onderzoek presenteert innovatieve ontwerpen, karakterisatie van hun eigenschappen en analiseert de geschiktheid voor 5G toepassingen. De bevindingen bieden waardevolle inzichten, zoals de voordelen van de gapwaveguide technologie for antenne elementen in de mmWave frequentiebanden, verbetering in de ontwerpmethodes door het verlagen van complexiteit en kosten, voorstellen voor kosten-efficiënte hoog-ermogen phased-array antennesystemen met grote bandbreedte, en de validatie van de voordelen voor het gebruik van gedistribueerde systemen voor indoor omgevingen.
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Chapter 1

Introduction

1.1 mmWave 5G

Since the initial rollout of the fifth-generation technology standard for broadband cellular networks (5G) in 2019, specific requirements on availability, latency, and reliability have been targeted. The improvements that 5G is expected to bring to mobile broadband services include 10- to 100-fold higher data rates and 1,000-fold higher data volumes. To address the demand for more data and performance, 5G radio frequency bands were expanded. All the frequencies previously occupied by 4G are now included, along with additional frequencies up to 6 GHz (Sub-6, also known as FR1) and the high band (mmWave, also known as FR2) spectrums [1].

Each of the 5G low-, mid-, and high-bands have unique speed and range characteristics. Because of the lower frequency characteristic of the low bands (600 to 2600 MHz), this spectrum is particularly well-suited to providing wide area and long-range coverage. 5G mid-bands offer increased capacity, albeit over a shorter distance than low-bands. They typically operate at frequencies ranging from 2300 to 6000 MHz and are suitable for massive Multiple-Input Multiple-Output (MIMO) technology deployments. 5G high bands (found in the 24–40 GHz range) provide large amounts of spectrum and capacity over short distances. They also use massive MIMO to increase capacity and coverage [1].

The allocated FR2 spectrums are exceptionally wide, with at least 800 MHz bandwidth. Pioneering markets such as the United States, Korea, and Japan recognized the 26.5-29.5 GHz (n257, also known as the 28 GHz band) spectrum for 5G use very early on. Later, the World Radio-communication Conference (WRC-19) agreed that the frequency bands 24.25-27.5 GHz (n258) and 37-43.5 GHz (n260 and n259) should be internationally designated for 5G. Such wide bandwidth allocations allow for higher capacity delivery and better handling of peak rates. For the 5G mmWave to be deployed within wide spectrum allocations, large carrier spacings in the frequency domain are
Figure 1.1: The capacity and coverage characteristics of 5G radio frequency range [1].

defined. These large carriers allow shorter transmission time intervals and lower radio-interface latency, enabling them to introduce and support low-latency-sensitive applications [1].

The potential of mmWave technology is accompanied by significant challenges, including hardware design challenges such as active and passive RF components, high path loss, and blocking effects. It is envisioned that the antennas will be connected to RF front-end units that support from 4 to 24 antennas each and, ideally, provide a power amplifier (PA), low noise amplifier (LNA), switch, phase shifter, and variable gain amplifier (VGA) for each antenna. A number of these RF front-end components will then connect with RF transceivers, responsible for signal generation, modulation, and demodulation [2]. Traditional transmission lines, such as hollow waveguide and substrate-based planar technologies, do not fulfill the design and feasibility requirements for passive components such as high-Q band-pass filters and slot array antennas [3]. Free-space path loss is frequency sensitive and grows with the square of the carrier frequency. As a result, increasing the carrier frequency from 3 to 30 GHz will result in a 20 dB power loss, independent of the transmitter-receiver distance. Therefore, we need to use antenna systems with high directive gain or increase the power of the transmitting signal. Electromagnetic waves diffract less over barriers much greater than their wavelength. Links in mmWave are susceptible to obstructions (e.g., humans and furniture) due to their short wavelength [4].

Beamforming is an essential technique in mmWave communication to mitigate the impact of high path loss, losses caused by rain and oxygen absorption, and the higher noise floor associated with a larger signal bandwidth. Beamforming in the transmission is a process that increases the signal level at the receiver location by adjusting the phase and amplitude of transmitting antennas. Similarly, in reception, the signal level increases by adjusting the phase and amplitude of the receiving elements. Beamforming must be considered
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Beamforming architectures in mmWave massive MIMO systems [6].

Figure 1.2: Beamforming architectures in mmWave massive MIMO systems [6].

to counter the propagation challenges by concentrating the power in a beam steered toward the user. Along with high directivity in beamforming, the total conductive power needs to be increased. The application specifies the precise power level that must be transmitted to each antenna. The link budget determines the effective isotropic radiated power (EIRP) requirements, which vary for handsets, access points (user premises equipment), small cell base stations, and backhaul. The EIRP requirements for access points or base stations are currently expected to be in the 45–60 dBm range [2].

It was previously thought that frequency bands above 6 GHz were unsuitable for mobile communications due to high propagation losses. Signals at mmWaves are also attenuated by the human body, in addition to walls, foliage, and other obstacles. Therefore, the mmWave mobile deployment framework is expected to be through small cells, as the propagation conditions at higher frequencies have a direct impact on the coverage per cell. The result will be more compact and dense mmWave cells. Moreover, it is anticipated that mmWave will coexist in tight integration with 5G deployments below 6 GHz and 4G LTE [5].
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Different beamforming methods are employed on large antenna arrays, and their simplified sketches are shown in Fig. 1.2. Analog beamforming can direct a single data stream using phase shifters and variable-gain amplifiers at RF. This beamforming technique can be implemented with low complexity and power consumption, but it does not suit the massive MIMO communication needs. In contrast, baseband digital beamforming in MIMO systems demands a separate RF chain for each antenna to transmit and/or receive multiple data streams. Digital beamforming has a high power consumption and high cost for mixed-signal and RF chains (ADC/DAC, data converters, mixers, etc.) at mmWave frequencies. Digital beamforming offers great flexibility in terms of implementing efficient beamforming algorithms.

Several studies have proposed a hybrid beamforming architecture based on
Table 1.1: Comparison of beamforming techniques for mmWave massive MIMO communication [7]

<table>
<thead>
<tr>
<th>Features</th>
<th>Analog beamforming</th>
<th>Digital beamforming</th>
<th>Hybrid beamforming</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of streams</td>
<td>Single</td>
<td>Multi</td>
<td>Multi</td>
</tr>
<tr>
<td>Number of users</td>
<td>Single</td>
<td>Multi</td>
<td>Multi</td>
</tr>
<tr>
<td>Hardware requirement</td>
<td>Least; one RF chain only</td>
<td>Highest; the number of RF chains equals the number of transmit antennas</td>
<td>Intermediate; the number of RF chains less than the number of transmit antennas</td>
</tr>
<tr>
<td>Energy consumption</td>
<td>Least</td>
<td>Highest</td>
<td>Intermediate</td>
</tr>
<tr>
<td>Cost</td>
<td>Least</td>
<td>Highest</td>
<td>Intermediate</td>
</tr>
<tr>
<td>Performance</td>
<td>Least</td>
<td>Optimal</td>
<td>Near-Optimal</td>
</tr>
<tr>
<td>Suitability for mmWave massive MIMO</td>
<td>Unsuitable; no multi-user</td>
<td>Impractical; prohibitive cost and high energy consumption</td>
<td>Practical and realistic</td>
</tr>
</tbody>
</table>

The advantages and disadvantages of analog and digital beamforming [6–9]. The goal of hybrid beamforming by combining an analog RF beamformer with a digital baseband beamformer is to reduce the number of RF chains. In turn, it reduces complexity and energy consumption and provides near-optimal performance close to that of pure digital beamforming [10]. The mmWave wireless channel does not have rich multipath propagation characteristics at short distances or in line-of-sight channels with directive antennas. It offers a few paths between TX and RX. These reasons make the hybrid beamforming architecture more suitable for mmWave massive MIMO applications [6]. Otherwise, the mmWave massive MIMO may become either prohibitively expensive and difficult to implement (digital beamforming) or susceptible to beamforming errors that cause users to interfere with one another (analog beamforming). Table 1.1 provides a comparison of beamforming techniques.

There are two main types of hybrid beamforming: fully connected and sub-connected, shown in Fig. 1.3. Each RF chain is connected to all antennas in a fully connected architecture, and each RF chain is connected only to a set of antennas in a sub-connected architecture. The number of signal paths is $N_t \times N_{RF}^2$ (where $N_t$ and $N_{RF}$ are the number of transmit antennas and RF chains, respectively) in the fully connected architecture and $N_t \times N_{RF}$ in the sub-connected architecture. The higher the number of signal paths, the higher the complexity of implementation (both hardware and signal processing) and beamforming gain [6,10,11]. Regarding spectral efficiency performance for any combination of transmitting and receiving antennas, regardless of digital or analog signal processing techniques, a fully connected structure always outperforms any other hybrid beamforming architecture. The spectral efficiency of a fully connected structure is about $N_{RF} \log_2 N_{RF}$ b/s/Hz higher than that of a sub-connected structure. However, the fully connected consumes $N_{RF}$ times more power than the sub-connected [6].
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(a) Fully connected  (b) Sub-connected

Figure 1.3: Major types of hybrid beamforming [6].

1.2.1 State of the Art

The state-of-the-art mmWave phased array technology has significantly advanced in recent years, revolutionizing wireless communication systems. Phased array systems play a crucial role in harnessing the potential of mmWave by enabling beamforming and beam-steering capabilities. One key area of advancement in mmWave phased array technology is antenna design. The physical size and wavelength constraints have limited the number of solutions based on traditional antenna designs, but recent developments have led to the creation of compact, integrated antenna arrays. These arrays consist of numerous densely packed individual antenna elements, often implemented using microstrip patch or slot antennas [12].

The stacked-patch antenna [13, 14], patch antenna [15, 16], dipole [17], dielectric resonator array [18], gapwaveguide [19,20], and horn [21] are commonly used antenna elements in 5G mmWave phased arrays. Each antenna element type offers advantages and characteristics, such as compact size, ease of integration, high gain, and precise beam control. The choice of antenna element depends on specific system requirements, desired performance, and the trade-offs between size, cost, and complexity.

Furthermore, advancements in semiconductor technology have played a vital role in the development of mmWave phased array systems. State-of-the-art beamforming chipsets for 28 GHz mmWave applications leverage mainly three semiconductor technologies, CMOS (Complementary Metal Oxide Semiconductor), SiGe (Silicon Germanium) BiCMOS, and GaN (Gallium Nitride). Each technology offers unique cost, power consumption, noise performance, linearity, and power handling advantages that cater to different aspects of beamforming system requirements [22]. The choice of technology depends on specific system requirements, such as power levels, efficiency, and integration capabilities, to deliver efficient and high-performance mmWave beamforming solutions.
CMOS-based beamforming chipsets are highly popular due to their cost-effectiveness, low power consumption, and compatibility with mainstream semiconductor manufacturing processes. Advanced CMOS technologies enable the integration of RF front-end components with digital baseband processing on a single chip. This integration facilitates compact and power-efficient beamforming systems suitable for 28 GHz mmWave applications [23, 24]. However, CMOS suffers from limitations in terms of power handling and limited output power capability, which can be a disadvantage in applications that require high transmit power levels. Additionally, CMOS may exhibit higher losses and reduced efficiency at mmWave frequencies.

SiGe BiCMOS technology is widely used for mmWave beamforming chipsets due to its high-frequency performance and low noise characteristics. SiGe processes provide excellent linearity and power-handling capabilities, making them well-suited for high-frequency communication systems. SiGe-based chipsets can deliver low-noise amplification, high-gain power amplification, and efficient phase shifting, enabling precise beamforming at 28 GHz [25, 26]. However, SiGe BiCMOS also has limitations at mmWave frequencies. The high-frequency performance of SiGe BiCMOS devices may be restricted due to parasitic effects, limited gain, and reduced power handling capabilities compared to specialized high-frequency technologies like GaN.

GaN technology is emerging as a promising option for high-power and high-efficiency mmWave beamforming chipsets. GaN offers superior power handling, high breakdown voltage, and low parasitic effects. GaN-based chipsets can deliver high-power amplification with high efficiency, enabling longer-range communication. GaN power amplifiers, combined with other analog and digital processing semiconductors technologies, offer significant advantages in achieving efficient beamforming at 28 GHz mmWave frequencies [27]. However, GaN technology has some disadvantages as well. GaN devices are typically more expensive compared to CMOS or SiGe BiCMOS. Additionally, GaN devices may have higher power consumption compared to CMOS, which can be a concern in power-constrained applications.

The integrated phased arrays, which make use of a silicon base to combine the transmit and/or receiving beamforming circuitry and signal processing units, provide increased antenna gain and electrically steered beams. They are a feasible solution for implementing hybrid beamforming architectures. The first implementation of the silicon-based fully integrated phased array antenna was presented in [28] and [29]. It inspired the research on developing mmWave phased arrays based on silicon [22].

Planar arrays with similar topologies are currently being developed for mmWave 5G applications. These phased arrays can be employed in implementing sub-connected hybrid beamforming architectures. The topology of the phased array proposed in [13] is shown in Fig. 1.4. It includes up/down conversion blocks to RF/IF frequencies, a network of power dividers/combiners, beamformer chipsets, and antenna elements.

Beamformer chipsets are one of the most important factors that decide the
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Figure 1.4: The topology of the phased array proposed in [13].

Figure 1.5: The beamformer chipset proposed in [30] and employed in the phased array in [13].

The performance of the phased array. Components such as power amplifiers, low noise amplifiers, phase shifters, variable gain amplifiers, power dividers/ combiners, and transmit/receive (T/R) switches are integrated into a beamformer chipset, as shown in Fig. 1.5. The power amplifier and low noise amplifier are crucial to satisfy the power requirement of a link. Phase shifters and variable gain amplifiers are used to set the phase and amplitude of the antenna elements during analog beamforming.

The performance of the state-of-the-art integrated phased arrays is summarized in Table 1.2. Among the parameters listed in Table 1.2, three important aspects to highlight are the semiconductor technology, the antenna technology, and the EIRP. EIRP is a metric used to quantify the power radiated by an antenna system in a specific direction relative to an isotropic radiator. It takes into account both the antenna gain and the output power of the system. The integrated phased arrays are commonly implemented using CMOS and
SiGe technologies. CMOS-based phased arrays often exhibit lower EIRP than SiGe-based arrays. The antenna technologies, including stacked patch antennas, patch antennas, printed dipoles, and gapwaveguides, play significant roles in developing phased arrays. They contribute to developing phased arrays by enabling compact designs, wide bandwidths, efficient power distribution, beamforming capabilities, and integration with semiconductor chipsets.
### Table 1.2: Comparison of the state-of-art 28 GHz phased arrays [22]

<table>
<thead>
<tr>
<th></th>
<th>[14]</th>
<th>[31]</th>
<th>[26,32]</th>
<th>[33]</th>
<th>[17]</th>
<th>[19,20]</th>
</tr>
</thead>
<tbody>
<tr>
<td>Chipset technology</td>
<td>SiGe BiCMOS</td>
<td>CMOS</td>
<td>SiGe BiCMOS</td>
<td>SiGe BiCMOS</td>
<td>CMOS</td>
<td>SiGe BiCMOS</td>
</tr>
<tr>
<td>Channel per chip</td>
<td>8TRX</td>
<td>8TRX</td>
<td>16TRX</td>
<td>4TRX</td>
<td>4TRX</td>
<td>4TRX</td>
</tr>
<tr>
<td>Phase range/ step/ RMS error [°]</td>
<td>360 / 5.6 / N/A</td>
<td>360 / 11.25 / 0.4</td>
<td>360 / 4.9 / 1.5</td>
<td>360 / 5.6 / N/A</td>
<td>360 / 11.25 / 0.3</td>
<td>360 / N/A / N/A</td>
</tr>
<tr>
<td>Gain range/ step/ RMS error [dB]</td>
<td>20 / N/A / N/A</td>
<td>20 / N/A / 0.2</td>
<td>8 / N/A / N/A</td>
<td>27 / N/A / N/A</td>
<td>10 / 0.1 / 0.04</td>
<td>N/A / N/A / N/A</td>
</tr>
<tr>
<td>TX OP1dB [dBm]</td>
<td>11-12</td>
<td>11.3</td>
<td>13.5</td>
<td>11.5-12</td>
<td>15.7</td>
<td>17 @ Psat</td>
</tr>
<tr>
<td>Antenna technology</td>
<td>Stacked patch</td>
<td>Patch</td>
<td>Stacked patch</td>
<td>Stacked patch</td>
<td>Printed dipole</td>
<td>Gapwaveguide</td>
</tr>
<tr>
<td>Polarization</td>
<td>Dual</td>
<td>Dual</td>
<td>Dual</td>
<td>Single</td>
<td>Single</td>
<td>Single</td>
</tr>
<tr>
<td>Array size</td>
<td>8 × 8</td>
<td>2 × 16</td>
<td>8 × 8</td>
<td>16 × 16</td>
<td>1 × 8</td>
<td>2 × 8</td>
</tr>
<tr>
<td>E-/H-plane scan [°]</td>
<td>±50/ ±25</td>
<td>±50/ –</td>
<td>±50/ ±50</td>
<td>±60/ ±50</td>
<td>±50/ –</td>
<td>±45/ ±10</td>
</tr>
<tr>
<td>EIRP @ OP1dB [dBm]</td>
<td>51</td>
<td>45.6 @ Psat</td>
<td>54</td>
<td>63.5</td>
<td>36.5</td>
<td>51 @ Psat</td>
</tr>
</tbody>
</table>

* Narrow bandwidth antenna design at 28 GHz center frequency.
1.2.2 Challenges at mmWave

Designing phased arrays at mmWave frequencies poses several unique challenges that must be overcome to ensure optimal performance. Some of the key challenges include:

1. Propagation Path Loss: At mmWave frequencies, the propagation path loss experienced by the signal is significantly higher than in lower frequency bands. This increased path loss limits the coverage range and requires highly directional beams to compensate for the signal attenuation. Designing phased arrays that achieve high gain and precise beamforming becomes crucial to overcome propagation challenges.

2. Antenna Elements: The size of individual antenna elements becomes extremely small at mmWave frequencies due to the reduced wavelength. This presents challenges in maintaining a sufficient number of elements within the available physical space to achieve the desired gain and beamforming capabilities. Integration techniques and miniaturization methods are essential to pack many antenna elements into an array while achieving the metrics such as large bandwidth, good matching, and high efficiency.

3. Mutual Coupling: The closely spaced antenna elements in a phased array can lead to mutual coupling effects between antenna elements, where the radiation and currents from one element affect the performance (matching and radiation characteristics) of neighboring elements. At mmWave frequencies, the spacing between the elements is comparable to the wavelength, exacerbating these coupling effects. Designing techniques to minimize mutual coupling and optimize the array performance is a significant challenge.

4. RF active components: RF active components such as power amplifiers, low noise amplifiers, phase shifters, mixers, etc. pose challenges such as bandwidth, linearity, efficiency, saturation, noise figure, integration, and packaging to the design of the mmWave phased arrays. Linearity is important to minimize signal distortion and maintain signal quality. Efficiency and saturation power are extremely important to set the system’s efficiency and power capability. On the other hand, the noise figure is important for low-noise amplifiers to determine the wireless system’s sensitivity and signal-to-noise ratio.

5. Front-end routing and transitions: Front-end transitions and routing play a crucial role in mmWave systems as they are responsible for establishing an efficient connection, in terms of loss and coupling, between active components (such as amplifiers) and antenna elements. These transitions are essential to ensure proper signal transfer with minimal losses, maintain structure robustness and contribute to cost-effective manufacturing.

6. Power Consumption: The power consumption of mmWave phased arrays can be challenging due to the large number of active components in the system, such as amplifiers and phase shifters. Power amplifiers, in particular, need to provide sufficient output power while maintaining efficiency. Developing power-efficient components and circuitry is crucial to minimize power consumption and extend the battery life of wireless devices.

7. Beamforming Algorithms and Calibration: Advanced beamforming algo-
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Rithms are necessary to optimize the performance of mmWave phased arrays. However, these algorithms need to account for the increased complexity and the challenges the higher frequencies pose. Additionally, calibrating the phased array to account for manufacturing variations, mutual coupling effects, and environmental changes becomes more intricate at mmWave frequencies.

8. Cost and Manufacturing: The design and manufacturing processes for mmWave phased arrays can be more complex and expensive compared to lower frequency bands. Advanced fabrication techniques, specialized materials, and precise alignment and testing procedures increase costs. Ensuring cost-effective and scalable manufacturing methods is a significant challenge for the widespread adoption of mmWave phased array technology.

Addressing these challenges requires interdisciplinary research and development efforts spanning antenna design, RF circuitry, signal processing, and system integration. By overcoming these hurdles, mmWave phased arrays can unlock the full potential of high-frequency bands, enabling high-speed, high-capacity wireless communication systems and applications.

This thesis focuses on the low-loss wide-band antenna element design used in phased arrays with high EIRP. State-of-the-art phased arrays at 28 GHz use substrate-based antenna elements, as shown in Table 1.2. Antennas are typically integrated with other circuitry, such as mixers, feeding networks, and beamforming networks, e.g., beamformer integrated circuits (BFIC). Multiple layers of printed circuit boards (PCB) are required for BFICs to deliver the DC power and the control signals. When substrate-based antennas are combined with a PCB, the number of PCB layers rapidly increases, and therefore the losses too. This increase may also be necessary to increase antenna bandwidth [34, 35], or to accommodate the routing from the BFIC to the antenna port [23]. However, a high number of layers usually results in high complexity and, therefore in high costs of the PCB design. On the other hand, the waveguide-based planar antennas show better loss characteristics at mmWave frequencies. Gapwaveguide technology can be used to reduce the complexity of the PCB design while supporting a large bandwidth and minimizing feeding losses. It has been used widely to design high gain and low loss slot array antennas at mmWaves [36–38]. This technology has been proposed as a good candidate for providing a fair trade-off between manufacturing cost and manufacturing flexibility of electromagnetic components [19, 39].

Other focus areas of this thesis include the integration of RF active components with the antenna elements, designing the transition from gapwaveguide to microstrip, and making use of power amplifiers with high power, power handling, calibration, and cost-efficiency.

1.3 Gapwaveguide Technology

Gapwaveguide is an emerging technology that has gained significant attention in the realm of microwave and millimeter-wave systems. It offers a novel approach to wave propagation, eliminating the need for a conventional dielectric
substrate [39]. It can be described as a novel wave-guiding mechanism wherein the direction of power flow is controlled by a periodic electromagnetic band gap (EBG) geometry surrounding a guiding structure, such as a strip, ridge, or groove [3]. The notable advantages of gapwaveguides lie in their low-loss characteristics, flexible planar manufacturing, high power handling, and cost-efficiency, especially at mmWave frequencies [40]. The absence of a dielectric substrate significantly reduces signal attenuation, enhancing transmission efficiency. This attribute is particularly advantageous in high-frequency applications, where signal losses can harm overall system performance.

The basic principle of gapwaveguide is shown in Fig. 1.6. In a perfect electric conductor (PEC)-perfect magnetic conductor (PMC) parallel plate structure with less than a quarter-wavelength spacing, no wave can propagate, as shown in Fig. 1.6(a). Introducing a PEC surface in the PMC plate makes it possible to achieve a waveguide structure, as depicted in Fig. 1.6(b). Based on this idea, several configurations of gapwaveguides have been introduced so far (Fig. 1.7).

Furthermore, gapwaveguides exhibit exceptional wide bandwidth capabilities. The inherent structure enables the efficient propagation of electromagnetic waves across a broad frequency range. This wide bandwidth characteristic renders them suitable for applications requiring operation over a considerable fre-
1.4 Thesis Motivation and Contribution

This thesis focuses on designing and analyzing advanced phased array systems based on gapwaveguide technology for mmWave 5G applications. The primary objective is to address key challenges in wireless communication systems, including achieving high EIRP, wide-angle beam scanning over a large bandwidth, compact form factor, cost-effectiveness, and reliable performance in indoor environments.

The first significant contribution of this thesis is the design and development of a large phased array system based on gapwaveguide technology. This design focuses on achieving a high EIRP while incorporating a new, compact, low-loss antenna element design. Notably, the implementation of this design is based on a simple printed circuit board (PCB) layout, offering cost-effectiveness and ease of manufacturing.

Furthermore, this phased array system incorporates a 45-degree slanted polarization. This specific polarization orientation enhances signal propagation and reception characteristics, improving the system’s performance. By leveraging the advantages of gapwaveguide technology, the large array configuration achieves high-gain and highly directional beams with the desired 45-degree slanted polarization. This innovative combination of gapwaveguide technology, a compact low-loss antenna element design, and the specific polarization orientation establishes a novel approach in phased array antenna design.

The second significant contribution of this thesis is the development of a high-power, compact, and cost-effective phased array system employing GaN front-ends by leveraging the advantages of gapwaveguide and GaN technologies. One key aspect addressed in this design is the efficient management of the substantial heat generated by the GaN front-ends. The integration of gapwaveguides plays a crucial role in handling and dissipating the large amount of heat produced by the GaN front-ends. The gapwaveguide structure effectively helps to channel and dissipate the heat generated by the GaN front-ends, mitigating thermal issues and improving overall system reliability. This design ensures reliable performance and optimal power handling capabilities by utilizing the unique properties of gapwaveguide technology, such as reduced losses and efficient heat dissipation.
Additionally, this design emphasizes the compactness and cost-effectiveness of the phased array system. The integration of GaN front-ends and the utilization of gapwaveguide technology enable a high EIRP while maintaining a compact form factor. This combination facilitates the creation of a cost-effective phased array system.

The third major contribution of this thesis involves the down-link performance analysis of these designed phased arrays in indoor environments. Indeed, indoor wireless communication scenarios pose unique challenges due to signal propagation characteristics, interference, blockage, and multipath effects. The performance analysis evaluates key metrics such as active power consumption, signal quality, interference mitigation, signal-to-interference plus noise ratio (SINR), and achievable sum rate capacity. By conducting a thorough performance analysis, valuable insights can be gained regarding the suitability and effectiveness of the designed phased array systems in indoor environments.

This thesis addresses crucial aspects of phased array systems using gapwaveguide technology. The designs focus on achieving high EIRP, compactness, cost-effectiveness, and robust performance in indoor environments. The findings and analysis from this research will contribute to the advancement of wireless communication systems, particularly in areas such as high-gain antenna design, power efficiency, and improved indoor connectivity.

1.5 Thesis Outline

This thesis is organized into six chapters. Chapter two presents the design of passive components, such as transitions and antenna elements based on gapwaveguide, as the building blocks of the phased array antennas at 28 GHz. Chapter three provides the design methodology, fabrication, and evaluation of a gapwaveguide-based high-EIRP large phased array antenna at 28 GHz. The design and experimental verification of a cost-efficient, high EIRP (60 dBm), large-bandwidth (26.5–29.5 GHz) active phased array antenna system is presented in Chapter four. Chapter five analyses the performance of mmWave 5G analog beamforming phased array antennas in indoor environments. Finally, Chapter six outlines the concluding remarks and highlights some directions for further research.
Chapter 2

Gapwaveguide-based Passive Component Design at 28 GHz

2.1 Introduction

The rapid advancement of wireless communication technologies, particularly in the mmWave frequency range, has driven the need for efficient and reliable passive components to support high-performance systems. In this chapter, the focus is on the design and integration of passive components based on gapwaveguide technology at 28 GHz to be employed in phased array designs. The design of passive components plays a critical role in ensuring seamless integration within the overall system architecture. Specifically, this chapter investigates the design aspects of pin and ridge structures for the gapwaveguide line, microstrip to gapwaveguide transitions and antenna elements based on the gapwaveguide. Additionally, the integration of these transitions with the antenna elements is explored.

The first part of this chapter focuses on the design of pin and ridge structures for the gapwaveguide line. The dimensions and characteristics of these structures are carefully determined to achieve the desired quasi-TEM mode in the line over the desired frequency band of 26.5 – 29.5 GHz. Next, the design of microstrip to gapwaveguide transitions is discussed. These transitions are essential for signal transfer between different transmission line technologies, enabling the integration of gapwaveguide-based components with other circuitry. The design considerations, such as impedance matching, insertion loss, and coupling, are thoroughly investigated to ensure maximum power transfer.

Furthermore, the chapter delves into the design of antenna elements based on gapwaveguide technology. These elements are crucial for efficient radiation and reception of signals in mmWave systems. The characteristics of the antenna elements, such as their geometry, matching, mutual coupling, and

This chapter is a reprint material as it appears in [A], [B], [C] and [D]. The dissertation author was the primary investigator and author of these papers.
Table 2.1: Pin and ridge gapwaveguide structure key dimensions expressed in $\lambda_0$ at 28 GHz.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
<th>Parameter</th>
<th>Value</th>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>$a$</td>
<td>0.13</td>
<td>$g$</td>
<td>0.005</td>
<td>$h_r$</td>
<td>0.11</td>
</tr>
<tr>
<td>$p$</td>
<td>0.28</td>
<td>$w$</td>
<td>0.52</td>
<td>$w_r$</td>
<td>0.13</td>
</tr>
<tr>
<td>$h$</td>
<td>0.17</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

radiation patterns, are presented. Lastly, the integration of transitions with antenna elements is explored. Through a comprehensive investigation and design process, this chapter aims to provide valuable insights into the design of passive components based on gapwaveguide technology for 28 GHz mmWave phased array applications.

## 2.2 Pin and Ridge Gapwaveguide Design

To allow for the propagation of the quasi-TEM (QTEM) mode in the gapwaveguide transmission lines and at the same time to suppress undesirable modes to minimize leakage, it is vital to ensure that pins on both sides of the transmission line exhibit a PEC/PMC stopband for parallel-plate modes. Periodic pin structure acts as a high impedance surface with an air gap lower than $\lambda/4$.

The dispersion diagram of the pin in a unitcell structure is the most important figure to show the stopband [3]. Therefore, the stopband of the pins, which is designed by following the design rules in [39,41], should coincide with the desired operational bandwidth of 26.5–29.5 GHz. The pin, shown in the inset of Fig. 2.1(a), has been simulated assuming infinite periodic boundary conditions. Pins and other metal parts of the antenna element are simulated and fabricated with aluminum, with an electrical conductivity of $3.56 \times 10^7$ S/m. The corresponding pin dimensions are given in Table 2.1. The simulation procedure is similar to the one discussed in [41]. The corresponding dispersion diagrams of the first two modes are shown in Fig. 2.1(a), with a stopband from 15 – 60.5 GHz. The wave propagation can be controlled in the desired direction by introducing a ridge between the pin structures. As illustrated in Fig. 2.1(b), a single mode band from 21 – 53 GHz can be generated using only one pin at each side of the ridge (shown in the inset of Fig. 2.1(b)) with parameters shown in Table 2.1. Infinite periodic boundary conditions obtain the results, while a propagating mode exists only in the $y$-direction within the phased array's operating bandwidth. This QTEM mode is utilized to excite the slots.
2.3 Top PCB Transition

All microwave technologies must offer good integration with PCB technology as the carrier of most, if not all, active components. It is thus important that such transitions offer good performance, robustness, and simple integration. This is especially true in phased arrays for 5G applications, where a large number of densely packed antenna elements create issues of spacing and isolation \[42, 43\]. The three types of transitions presented in this section target specifically this scenario and have thus been tested in an array configuration similar to previously published arrays \[20\], \[C\].

In the past years, many microstrip-to-gapwaveguide transitions have been designed. A horizontal contactless transition is presented in \[44\], but the one wavelength width makes it unsuitable for phased arrays. This issue is solved in \[45\] with a horizontal, compact, and contactless transition. However, vertical transitions are the only practical solution for phased arrays as they leave the space below the antenna available for PCB routing and active components. Ultra-wideband transitions have also been proposed in \[46, 47\], but the need for galvanic contact between waveguide and microstrip makes them sensitive to assembly \[48\]. Double- and single-ridge gapwaveguides allow the designing of narrow waveguide-based radiating elements to be used in phased arrays with wide steering ranges. The proposed transitions can be used for gapwaveguide-based arrays, which have been investigated to be promising solutions for upcoming 5G applications \[49\]. In this section, three types of contactless vertical transitions with application in antenna arrays based on gapwaveguide technology are proposed.

The structure of the transitions is shown in Fig. 2.2. All three transitions consist of a PCB with a rectangular patch coupled to a double-ridge waveguide surrounded by a pin structure. The double-ridge waveguide has dimensions $4.25 \times 2.1$ mm with a ridge height of 1.4125 mm and a ridge width of 1.4 mm.

![Dispersion diagrams for infinite periodic (a) pins and (b) ridges embedded within a pin texture including all the modes. The target bandwidth is highlighted in gray.](image)
The double-ridge is extended towards the PCB on each side of the waveguide opening to ensure sufficient coupling between the transition patch and the waveguide. The pin structure is designed to have a stopband in the desired frequency range to increase isolation between adjacent antenna columns, decrease leakage from the microstrip patch, and consequently improve signal transmission level to double-ridge waveguide. The role of pin structure is very essential, and the transitions do not work without them. The pin dimensions are $2.7 \times 1.58$ mm with a pin period of $2.8$ mm. A 10 mils Rogers RO4350B-substrate with a relative dielectric constant of $\varepsilon_r = 3.66$ is used for the PCB, with a copper thickness of 0.035 mm and a microstrip width of 0.5 mm. The specific transition type configuration is explained below:

- **Type 1** transition has a matching stub in series with the transition patch as shown in Fig. 2.2a. Both the size of the stub and the distance from the patch is tuned to achieve optimal performance. The patch and stub dimensions are $2.42 \times 2.6$ and $2 \times 2.73$ mm$^2$, respectively, and have 1.7 mm distance.

- **Type 2** transition is shown in Fig. 2.2b. It uses an inset of the feed into the patch. This gives a more compact design compared to the type 1 transition. Patch dimensions are $2.54 \times 2.73$ mm$^2$, and inset gap and length are 0.42 and 0.24 mm, respectively.

- **Fig. 2.2c** shows type 3 transition. It uses a quarter-wave transformer to transform the impedance of the microstrip to that of the transition patch. The patch and transformer dimensions are $2.6 \times 2.68$ and $0.43 \times 2.44$ mm$^2$.

The transition patch is optimized individually for each transition type regarding its length, width, and center point offset relative to the center point of the waveguide.

The software Computer Simulation Technology (CST) was used for simulating and optimizing the three transition types. The scattering parameters of each transition are shown in Fig. 2.3a–2.3c, where the port numbering corresponds to Fig. 2.2. For transition type 1, the scattering parameters in Fig. 2.3a show a wideband performance with a 15 dB return loss bandwidth of 21.3% while having an insertion loss of maximum 0.62 dB within the band of interest. The coupling to the adjacent transition columns is kept below $-15$ dB throughout the simulation range and is less than 20 dB for 26.5 – 29.5 GHz. The scattering parameters for transition type 2 are shown in Fig. 2.3b displaying a 15 dB return loss bandwidth of 13.3% and isolation towards neighboring columns higher than 17 dB between 26.5 – 29.5 GHz. The maximum insertion loss within the frequency band is 0.6 dB for transition type 2. For type 3, the results are displayed in Fig. 2.3c and show a 15 dB return loss bandwidth of 16.8% with a maximum insertion loss of 0.49 dB.

A summary of the performance of all three transition types is given in Table 2.2, where advantages and disadvantages are also listed. Comparing the results shows that transition type 1 gives a wideband performance while
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![Diagram of top PCB transition](image)

Figure 2.2: The structure of three microstrips to double ridge waveguide transitions. In these figures, the substrate and ground layer of microstrip lines are not shown.

Table 2.2: Comparison of transitions performances.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$</td>
<td>S_{22}</td>
<td>&lt; -15$ dB</td>
<td>$</td>
</tr>
<tr>
<td>Type 1</td>
<td>6 (21.3%)</td>
<td>6.8 (24%)</td>
<td>Wideband</td>
<td>Not Compact</td>
</tr>
<tr>
<td>Type 2</td>
<td>3.7 (13.3%)</td>
<td>5.4 (19.2%)</td>
<td>Compact on PCB</td>
<td>Narrowband</td>
</tr>
<tr>
<td>Type 3</td>
<td>4.6 (16.8%)</td>
<td>5.8 (21.2%)</td>
<td>Relatively wideband</td>
<td>-</td>
</tr>
</tbody>
</table>

being less compact than other solutions. Type 2 is the most compact of the transitions but has the disadvantage of being less wideband compared to types 1 and 3.
2.4 Through PCB Transition

A wideband vertical microstrip-probe transition with a backshort cavity is designed, following the principles outlined in [50, 51]. Such transition allows the components facing backward to contact the shield layer directly. The layout of the microstrip probe is shown in Fig. 2.4(a). A rectangular via fence surrounds the probe, allowing for a strong coupling to the gapwaveguide through multiple layers of PCB. The PCB stack-up used for the transition design has 5 layers of substrates (consisting of RO4350B with $\epsilon_r = 3.66$, $\tan\delta = 0.0037$, and thickness = 168 $\mu$m as core substrates, and RO4450F with $\epsilon_r = 3.7$, $\tan\delta = 0.004$, and thickness = 102 $\mu$m as prepreg substrates), which is typically employed in the design of mmWave phased arrays. The stack-up includes 6 layers of copper with electrical conductivity of $5.96 \times 10^7$ S/m. As shown in Fig. 2.4(b), the backshort cavity comprises cylindrical pins positioned over the probe. The corresponding transition dimensions are given in Table 2.3. The backshort pins are simulated in a unit cell configuration and show a stopband from $25 - 57$ GHz. Four pins on the sides will be shared with neighbor subarray transitions, and overall, 10 pins are used to build a backshort. Fig. 2.5 shows that the transition feeding two ridge gapwaveguides and the transition ports are marked. The
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Figure 2.4: Microstrip to double ridge gapwaveguide transition model; (a) layout of microstrip probe, and (b) three-dimensional view of transition at a cross-section which is vertical to the middle of microstrip probe.

Table 2.3: Transition structure key dimensions expressed in $\lambda_0$ at 28 GHz.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
<th>Parameter</th>
<th>Value</th>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>$mw_1$</td>
<td>0.04</td>
<td>$v_1$</td>
<td>0.45</td>
<td>$h_1$</td>
<td>0.28</td>
</tr>
<tr>
<td>$mw_2$</td>
<td>0.02</td>
<td>$v_2$</td>
<td>0.34</td>
<td>$h_2$</td>
<td>0.12</td>
</tr>
<tr>
<td>$mw_3$</td>
<td>0.03</td>
<td>$v_3$</td>
<td>0.06</td>
<td>$h_3$</td>
<td>0.33</td>
</tr>
<tr>
<td>$ml_1$</td>
<td>0.12</td>
<td>$h_s$</td>
<td>0.18</td>
<td>$h_4$</td>
<td>0.06</td>
</tr>
<tr>
<td>$ml_2$</td>
<td>0.27</td>
<td>$g_s$</td>
<td>0.02</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Figure 2.5: The ports locations of the through PCB transition.

Simulation results of the transition are depicted in Fig. 2.6.

2.5 Horizontally Polarized Antenna Element

This section presents a slot array antenna based on the gapwaveguide technology for 5G applications in mmWaves. The array element comprising 8 slots is shown in Fig. 2.7a and the corresponding structure of the horizontal linear array antenna consisting of 8 vertical elements is shown in Fig. 2.7b. As can be seen from Fig. 2.7a, each element is fed at the center with a double ridge waveguide and with two ridges exciting the 8 radiating longitudinal (along the
The design of the antenna started with the design of the array element as a unit cell. The optimization of the radiating slots and the gapwaveguide line was set out to achieve $|S_{11}| < -10$ dB in the frequency band from 26.5 to 29.5 GHz. Each array element was designed to have minimum coupling to adjacent elements. Then, by placing other array elements and forming the complete array antenna, the final structure of the array antenna was obtained. In the next step, the active reflection coefficients of the antenna elements were optimized to be lower than $-10$ dB, while the main lobe is steered in the E-plane over the scanning angles within the $\pm45^\circ$ interval. The spacing between the array elements is half the wavelength of the frequency at the center of the covered frequency band.

The antenna was simulated and optimized using Computer Simulation Technology (CST). Fig. 2.8 shows the active reflection coefficient of the array antenna $\Gamma_a$ when the main beam scan angles from the broadside direction to $45^\circ$. As can be seen, its value stays below $-10$ dB within the band of interest, i.e., from 26.5 to 29.5 GHz at all the scan angles of interest. The radiation pattern of the array antenna in the E-plane is shown in Fig. 2.9 for four different frequencies. The total gain of the antenna is 23 dBi computed as the average over the frequency band of operation at the broadside angle. As can be seen, the side lobe level is at least $-10$ dB lower than the main lobe level in all scan angles and frequencies. There is a grating lobe when the array steers to the $45^\circ$ scanning angle which is at its highest level at 29.5 GHz. The existence of grating lobes in array antennas can be avoided with the proper design of the array.
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Figure 2.7: Exploded view of (a) the array element and (b) the array antenna.

Figure 2.8: Active reflection coefficients of the 8 antenna ports as a function of frequency $f$, when the main lobe of the antenna is steered toward different scanning angles $\theta_s$, (a) 0°, (b) 15°, (c) 30° and (d) 45°.

2.5.1 Integration with Top PCB Transition

To further study the performance of the proposed horizontally polarized antenna, we consider the integration with previously designed top PCB transitions. Note that neither the antenna nor the transition has been tuned to each
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Figure 2.9: Radiation pattern of the array antenna in the E-plane for different scanning angles \( \theta_s \) and different frequencies; (a) 26.5 GHz, (b) 27.5 GHz, (c) 28.5 GHz and (d) 29.5 GHz

Figure 2.10: Integration of transition type 1 with a 5G antenna array based on gapwaveguide technology. A part of the slot layer is cut for viewing purposes. The number of ports for each microstrip line is shown in the left side picture.

other. Thus, sub-optimal performance is expected. The front and back views of the complete antenna and type 1 transition assembly are shown on the left and right sides of Fig. 2.10, respectively. The array comprises 8 center-fed
2.6 Dual 45°-slant Polarized Antenna Element

As well known, traditional technologies, such as planar transmission lines and hollow waveguides, lose their advantages at the mmWaves by incurring high losses and a complex manufacturing process, respectively [37,52,53]. Currently, research efforts have intensified to produce antenna technologies allowing for easy manufacturing, low loss, and high antenna efficiency. The gapwaveguide technology has emerged as a candidate for providing a fair trade-off between cost and manufacturing flexibility of electromagnetic components [39]. So far,
manufactured and reported antennas based on the gapwaveguide technology have mainly focused on linear polarization. The only dual-polarized antenna based on this technology is reported in [54]. It uses a circular aperture as the radiation element fed orthogonally by two cylindrical cavities. Given the resonant nature of the antenna, this leads to a limited bandwidth within 29.5 – 31 GHz (5%).

Slant polarized antennas, i.e., producing ±45° linear polarization, offer lower side lobe levels compared to those with horizontal and/or vertical polarization [53]. 45° linear polarized antennas are good candidates for collision avoidance automotive radar systems, due to minimizing interference from the radars with orthogonal polarization mounted in the cars coming from opposite direction [55,56]. In this section, an antenna based on the gapwaveguide technology is designed to provide two orthogonal linear polarizations with similar radiation patterns for both polarizations over a wide frequency band. The frequency band of the antenna is 24.25 – 27.25 GHz, which complies with the 5G mmWave frequency bands in EU [57].

The antenna consists of three layers, the distribution layer containing the ridge gapwaveguide (RGW) transmission lines, the cavity layer, and the radiating layer shown in Fig. 2.12. The distribution layer is fed from the middle (in y-axis direction) with two double ridge waveguides feeding two RGWs in the opposite direction. Three columns of pins are used to stop any leakage from the RGWs. The pins are designed so that their stop-band covers the operational frequency bandwidth of the antenna. The fields from the RGWs are coupled through 16 vertical slots to the cavity layer. The cavity layers slots are in two columns, and they are separated with $\lambda_g/2$ vertical distance (y-axis direction). The slots in each column have electric fields with the same phase, magnitude,
Table 2.4: Co-polarization and cross-polarization unit vectors for the waves generated by each port.

<table>
<thead>
<tr>
<th>Port</th>
<th>Co-polarization</th>
<th>Cross-polarization</th>
</tr>
</thead>
<tbody>
<tr>
<td>P1</td>
<td>$\frac{1}{\sqrt{2}} (\hat{x} + \hat{y})$</td>
<td>$\frac{1}{\sqrt{2}} (\hat{x} - \hat{y})$</td>
</tr>
<tr>
<td>P2</td>
<td>$\frac{1}{\sqrt{2}} (\hat{x} - \hat{y})$</td>
<td>$\frac{1}{\sqrt{2}} (\hat{x} + \hat{y})$</td>
</tr>
</tbody>
</table>

Figure 2.13: Magnitude of scattering parameters of the antenna.

and direction (x-axis direction).

Each column of cavities rotates electric fields in the vertical slots to create two orthogonal polarizations. There are two pins in each cavity to transform the field direction. The transformed fields excite the slots in the radiating layer. The fields in the radiating layer for each column of slots also have the same phase, magnitude, and direction and finally, they create two waves with orthogonal polarizations. The co-polarization and cross-polarization unit vectors of each port are shown in Table 2.4.

The designed antenna is simulated and optimized using the CST MWS software. Fig. 2.13 shows each port’s return losses and their mutual coupling. The results show that the antenna covers the frequency band 24.25 – 27.25 GHz (BW = 11.6%). In this band, the reflection coefficient for both ports and their mutual coupling is less than $-10$ dB and $-19$ dB, respectively. The total efficiency of the antenna is more than $-0.5$ dB for each polarization, which is depicted in Fig. 2.14. Co-polarization and cross-polarization radiation patterns of the antenna in the horizontal plane ($xz$-plane) are shown in Fig. 2.15, for three different frequencies. In the broadside direction ($\theta = 0$), each polarization has a 14.5 dBi gain with a maximum $-15$ dB cross-polarization level in the frequency band of interest.
Figure 2.14: Radiation $(e_{\text{rad},P1},e_{\text{rad},P2})$ and total $(e_{\text{tot},P1},e_{\text{tot},P2})$ efficiencies of the antenna.

Figure 2.15: Co-polar and cross-polar radiation patterns of the antenna in the $xz$-plane for different frequencies: (a) 24.25 GHz, (b) 25.75 GHz and (c) 27.25 GHz. $G_0$ and $\theta$ stand for antenna gain and polar angle, respectively. (--- co-polar - P1, --- cross-polar - P1, --- co-polar - P2 and --- cross-polar - P2)
Table 2.5: 45°-slant polarized subarray structure key dimensions expressed in $\lambda_0$ at 28 GHz.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
<th>Parameter</th>
<th>Value</th>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>$d$</td>
<td>0.56</td>
<td>$sl_1$</td>
<td>0.61</td>
<td>$sl_3$</td>
<td>0.51</td>
</tr>
<tr>
<td>$b$</td>
<td>0.07</td>
<td>$sw_1$</td>
<td>0.17</td>
<td>$sw_3$</td>
<td>0.1</td>
</tr>
<tr>
<td>$t$</td>
<td>0.15</td>
<td>$sl_2$</td>
<td>0.07</td>
<td>$sl_4$</td>
<td>0.07</td>
</tr>
<tr>
<td></td>
<td></td>
<td>$sw_2$</td>
<td>0.1</td>
<td>$sw_4$</td>
<td>0.18</td>
</tr>
</tbody>
</table>

2.7 45°-slant Polarized Antenna Element for Array Antenna

A design sketch of the structure of the antenna element is shown in Fig. 2.16(a), which is comprised of a $4 \times 1$ subarray of 45° slant-polarized slots. The corresponding main design parameters are listed in Table 2.5. In a phased array system with a fixed number of transmitting and receiving modules, subarraying increases the antenna element gain and provides a large area per antenna element for placing components on the PCB, which can reduce hardware complexity. Such an increase in antenna element gain, increases the EIRP and the signal-to-noise ratio (SNR) at the user equipment (UE) end, thus enhancing the cell-edge coverage. A disadvantage of this approach is, however, the reduced scanning range in at least one of the principal scanning planes, e.g., the elevation plane as in this chapter. In certain deployment scenarios of phased arrays, e.g., in low-rise urban, suburban, and rural environments the beam scanning coverage along the vertical axis can be reduced because the spread of users’ positions in this direction is modest [58].

The 45° slant-polarized subarray is fed from the center with a ridge gap-waveguide line. The proposed antenna element in Fig. 2.16(a), offers its orthogonal polarization ($-45°$ slant), merely by mirroring the slot layer with respect to the $yz$-plane its center.

The slot layer structure includes slanted slots at the top and vertical slots at the bottom, which is similar to the implementations in [59], and Section 2.6. Vertical slots cut the transverse surface currents induced by the ridge gap-waveguide at locations where the currents are maximum. The vertical distance between the slots is $0.56\lambda_0$, however, they have in-phase electromagnetic fields. Between these two slots, there is a cavity facilitating the rotation of electric fields. As can be seen in Fig. 2.16(a), the centers of the vertical slot, cavity, and vertical slot are aligned along the $z$-axis. The layout of the slanted slots and their respective positions in the $xy$-plane are shown in Fig. 2.16(b). The 2D layouts of one vertical slot and one cavity are shown in Fig. 2.16(c) and Fig. 2.16(d), respectively.

Fig. 2.17 depicts the distribution of the electrical field (E-field) in the various areas of the slot layer. The vertical slot’s horizontally polarized E-fields rotate in the cavity and become 45° slant-polarized in the slanted slot.
Figure 2.16: The design sketch of the subarray of four 45° slant-polarized slots. The whole subarray is shown in (a), comprising the slot layer (1) on top of the distribution layer (2). To visualize the cavity and vertical slot, some parts of the slot layer are shown transparently. (b) The layout of the slanted slots on top of the slot layer. (c) The layout of a vertical slot which is placed at the bottom of the slot layer. (d) The layout of a cavity between vertical and slanted slots. (e) The co-polar and cross-polar directions with respect to the slots and the cavity’s orientation.

Figure 2.17: Simulated E-field distribution in the (a) vertical slot, (b) cavity, and (c) slanted slot of the slot layer. Simulation is performed at 28 GHz, and E-fields are normalized to the maximum value.

The cavity thickness is optimized to ensure maximum matching between the two slots, and it equals 0.09\(\lambda_0\).
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Figure 2.18: Cross section view of the subarray’s stack-up. The stack-up shows the integration of through PCB transition with the subarray.

2.7.1 Integration with Through PCB Transition

Unit Cell Antenna Element Model Performance

The subarray, comprising an antenna element and a transition, is simulated as a unit cell with periodic boundary conditions on each side (along the $x$- and $y$-directions in Fig. 2.18(a). CST Microwave Studio’s time domain solver is used for the simulations. The subarray was excited by a waveguide port from the microstrip line. The simulated return loss ($|S_{11}|$), the azimuth pattern, and the elevation pattern at three frequencies (26.5, 28 and 29.5 GHz) are shown in Fig. 2.19(a), Fig. 2.20(a) and (b), respectively. It should be noted that the co-polarization (Co-pol) and cross-polarization (X-pol) directions are $(\hat{x} + \hat{y})/\sqrt{2}$ and $(-\hat{x} + \hat{y})/\sqrt{2}$, respectively, as shown in Fig. 2.18(e). The azimuth and elevation are defined on the $xz$- and $yz$-planes, respectively, and angles are measured from the $z$−axis. The subarray’s impedance bandwidth defined at $|S_{11}| \leq -11$ dB is from 26.5 − 29.5 GHz as required. Across the frequency range, the co-polar radiation pattern exhibits good angle coverage in azimuth and elevation planes. As subarraying is done in the vertical direction, the element pattern is narrower in the elevation plane compared to the azimuth plane. The X-pol level increases at angles far from the broadside in the azimuth plane due to the slanted slots’ behavior.

Embedded antenna element model performance

Another technique for simulating the antenna element combined with the transition is to integrate it into the phased array antenna. The radiation properties of an element are affected by its position in the array. The antenna elements are excited one at a time, while all the others are terminated, which is known as the embedded element antenna. For this simulation, an array consisting of $4 \times 16$ subarrays is simulated assuming the perfect matched layer (PML) boundary condition in every direction. The results are displayed in Fig. 2.19 and 2.20 for a subset of the elements. The results for the rest of the elements are omitted due to similarity. Fig. 2.19(b) shows the return loss for the elements at the array’s corner, top edge, left edge, and center. All of the elements in the array’s center work similarly. As shown from Fig. 2.19(b), the return loss of the antenna elements stays below $-12$ dB within the designated frequency range 26.5 − 29.5 GHz. The mutual coupling between a set of selected array elements
Figure 2.19: (a) Unit cell and (b) embedded return loss of the subarray. (c) The mutual coupling between different array elements. (d) The 4 × 16 layout of the array, which was used for embedded antenna element simulation.

is shown in Fig. 2.19(c). The coupling between neighboring elements is less than −16.5 and −23 dB in x- and y-directions respectively, for all elements over the whole frequency range. The higher level of |S11| in Fig. 2.19(a) is due to coupling from neighbor elements in the unit cell simulation, while they are terminated in embedded element simulation of |S11|. The azimuth and elevation radiation patterns of these selected elements at 28 GHz are depicted in Fig. 2.19(c) and 2.19(d), respectively. The variable number of neighboring elements causes variation in antenna element performance, and this variation is the highest for edge elements in the array. A solution to make the performances more even is to add terminated dummy subarrays next to the array edges [60]. This method will increase the similarity of the elements’ return loss and the mutual coupling.
Figure 2.20: Unit cell radiation pattern of a subarray in (a) azimuth and (b) elevation planes at different frequencies. The embedded radiation pattern of a selected number of the array elements in (c) azimuth and (d) elevation planes at 28 GHz.

Active reflection coefficient

The $4 \times 16$ array’s active reflection coefficient is simulated with CST Microwave Studio’s time domain solver following the subarray design. The structure has approximately 70,000,000 meshes in a hexahedral shape. The smallest and the largest mesh sizes are $0.04\lambda_0$ and $0.54\lambda_0$, respectively. The small meshes are concentrated near critical areas, such as slots and waveguides, and they are employed to provide accurate electromagnetic field calculations in those areas. The simulation area’s outer corners have larger meshes because they have weaker electromagnetic fields.

Active reflection coefficient for three specific scanning angles are shown in Fig. 2.21. Only the results of a row of elements in the middle of the phased array antenna are given here. Due to the similarity of results between the rows, the results from the other rows are omitted. The results for ports 9, 16, and $9^*$—which are located on the left edge, center, and right edge of the row, respectively—are highlighted in the figure. The active reflection coefficient varies depending on the scanning angle for each element since it is affected by...
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The active reflection coefficient in the elevation plane within the $\pm10^\circ$ range is similar to the broadside radiation results. This is due to the low coupling between neighboring elements in the $y$-direction.

2.8 Summary and Conclusions

Three types of microstrip-to-ridge gapwaveguide are presented in this chapter. Their characteristics, including return loss, insertion loss, and isolation, are discussed. Transitions are vertical, compact, and contactless. They are designed for 26.5 – 29.5 GHz, in which all types show insertion loss less than 0.6 dB, return loss less than $-15$ dB, and isolation better than 20 dB. Based on gapwaveguide technology, these features are ideal for 5G mmWave phased arrays. All transitions are designed for 28 GHz as the center frequency, and their performance is evaluated when integrated with a previously designed antenna array.

A wideband through PCB microstrip-to-waveguide transition was designed to provide optimal power transfer to a ridge gapwaveguide following the principles outlined in [50,51].

A linear array antenna with 8 elements has been designed based on the gapwaveguide technology. Each element has 8 radiating slots and is fed from the...
center. This antenna is suitable for 5G applications in the mmWave frequencies and can scan the E-plane in the $\pm 45^\circ$ range. The active reflection coefficient of the antenna in all scan angles and all frequencies is less than $-10$ dB and the gain is 23 dBi in broadside angle on average.

A slant dual-polarized antenna design based on the gapwaveguide technology is presented in this chapter. Two arrays of 8 radiating slots with slant polarization produce the two orthogonal polarizations. Each polarization has 14.5 dBi gain on average with a maximum $-15$ dB lower cross-polarization level in the operational frequency band of the antenna. The antenna covers the frequency band 24.25 to 27.25 GHz, which makes it suitable for 5G applications in mmWave frequencies.

A novel simple and low-profile 45º-polarized phased array antenna element is introduced. The main challenges in such design are (I) high inter-element isolation, (II) reducing the inter-element distance to 0.56$\lambda_0$, and (III) large space for slots is required per element, as the rotating slots occupy more space than vertical slots. The solution proposed requires only two layers, whereas state-of-the-art uses three layers, and supports a full scanning range in azimuth. It significantly improves the feasibility of gapwaveguide-based phased arrays with slant polarization.
3.1 Introduction

To compensate for the high path loss and to maintain a practical link budget, phased array antennas with many antenna elements come in handy. They allow producing base stations with high output power while being able of tracking mobile users with high-resolution thanks to high directivity and the wide scanning ranges obtained with large array antennas.

The two main challenges in the design of antenna elements and last stage feed lines of a large phased array are: (i) the design complexity and (ii) the antenna bandwidth. Complexity leads to higher costs, while bandwidth is essential to provide a high data rate link to users in 5G and beyond wireless communications. At 28 and 38-GHz frequency bands, state-of-the-art phased array antennas commonly use substrate-based antenna elements [13,14,16,17,26,33,34,62-64]. Antennas are typically integrated with other circuitry, such as mixers, feeding networks, and beamforming networks, e.g., beamformer integrated circuits (BFIC). Multiple layers of printed circuit boards (PCB) are required for BFICs to deliver the DC power and the control signals. When substrate-based antennas are combined with a PCB, the number of PCB layers rapidly increases, and therefore the losses too. This increase may also be necessary in order to increase antenna bandwidth [34,35], or to accommodate the routing from the BFIC to the antenna port [23]. However, a high number of layers usually results in high complexity and therefore in high costs of the PCB design. Buried and blind vias can additionally complicate the manufacturing,

This chapter is a reprint material as it appears in [A], and [E]. The dissertation author was the primary investigator and author of these papers.
altogether increasing the cost of the active phased array antenna [16,23].

In state-of-the-art phased array designs with a large number of antenna elements, a compromise is made regarding complexity, bandwidth, ohmic losses, dielectric losses, and mismatch. Feeding patch antennas directly with a via probe is a common way to achieve low-loss last-stage feeding in 28 GHz phased arrays. In [16], a phased array with 16 layers of PCB, including an air cavity, was proposed, where 10 layers were dedicated only to antenna elements and feed lines. The achieved antenna element gain was from 4 – 7 dBi with about 2 GHz bandwidth at 30 GHz. In [14] and [13], losses of <1 dB and 0.8 – 1.3 dB with a 12-layer PCB and bandwidth from 28 – 32 GHz have been reported, respectively. In [31], a 7-layer of PCB stack with narrow band single-layer probe-fed patch antennas with 4 dBi gain was employed, which limited the bandwidth of the phased array. In all the mentioned cases, 6 layers of the PCB were dedicated to DC power, control signals distribution, and connection to BFIC’s common port. The use of endfire antenna elements, such as the printed dipole and the Yagi-Uda can increase complexity and losses. In [17,64], multiple PCBs were implemented in a 2D array design; one PCB per antenna column, which can result in an alignment issue. The reported losses from the PA output to the antenna element port were 3.5 and 6 dB, respectively.

Gapwaveguide technology can be used to reduce the complexity of the PCB design while supporting a large bandwidth and minimizing feeding losses. It has been used widely to design high gain and low loss slot array antennas at mmWaves [36–38]. This technology has been proposed as a good candidate for providing a fair trade-off between manufacturing cost and manufacturing flexibility of electromagnetic components [19,39]. The main contributions presented in this chapter are listed below:

- A novel low-profile 45°-polarized phased array antenna element has been proposed and experimentally verified. The proposed solution requires only two layers and supports a full scanning range in azimuth. It significantly improves the feasibility of gapwaveguide-based phased arrays with slant polarization. The main design challenges that we have resolved are due to various competing mechanisms, (i) reducing the inter-element distance, e.g., to 0.56\(\lambda_0\) to avoid grating lobes, (ii) as inter-element spacing is reduced, mutual coupling must be reduced too because it impacts array performance, and (iii) on the other hand, large space is required for slot-elements because as a result of the rotation the slot-elements will occupy more space than vertical slots.

- A PCB with a low number of layers compared to common wideband 28 GHz phased arrays is utilized. Despite being a large 16 x 16 array, only 6 PCB layers are used, against 12 layers of a state-of-the-art 28 GHz phased array with a similar methodology. This is achieved by separating the radiating elements of the phased array from the PCB and maintaining the wideband properties of waveguide antennas.

- The proposed design is substantially larger in complexity and raw output
power, with a $16 \times 16$ configuration and 65 dBm EIRP, compared to the previous design in [19]. The increase in size and power brings important aspects of the complexity of the whole system, including PCB design and antenna manufacturing.

### 3.2 Phased Array Antenna Design

A large phased array antenna consisting of $16 \times 16$ radiating elements is developed and manufactured, allowing for high antenna gain and EIRP, making it suitable for high data rate communication. The phased array antenna consists of multiple layers with the stack-up depicted in Fig. 3.1. The layers are from top to bottom: the slot layer, the distribution layer (i.e., discussed in the last chapter), the PCB layer, and the shield layer.

Fig. 3.2 shows a block diagram of RF components on the PCB. The array makes use of four mmWave frequency highly-integrated silicon up/down converter ICs (UDC). Each UDC has a $4 \times \text{local oscillator (LO) multiplier}$ [65]. Each UDC supports a quarter of the array, and the structures of all quarters are comparable. UDCs are connected to separate transmit (TX) and receive (RX) connectors via 50 Ω striplines, allowing each UDC to function independently, whether in TX or RX modes. With this concept, four beams can be produced at the same time, meaning that hybrid beamforming can be achieved. The LO frequency is set to 5.6 and 5.975 GHz for the lower and upper-frequency bands, respectively, and the IF band (both for RX and TX) is set to $4.1 - 5.6$ GHz. This configuration allows covering the band from $5.6 \times 4 + 4.1 = 26.5$ GHz to $5.975 \times 4 + 5.6 = 29.5$ GHz. It should be pointed out that the PCB occupies the same surface area as the antenna layers do, including up/down conversion and beamforming.

As shown in Fig. 3.2, the phased array comprises 16 BFICs that are connected to 4 antenna elements each, i.e., in a $1 \times 4$ architecture. BFICs are produced with NXP’s SiGe technology and have four bidirectional channels. All device functions are digitally controlled and monitored via a high-speed serial peripheral interface (SPI) interface [66]. Each channel has a TX and an RX chain, both of which contain a high-resolution phase shifter and a variable gain amplifier (VGA). The VGA gain control in the TX and RX chains is 25 dB and 30.5 dB, respectively. The transmit chain 1 dB output power compression point (P1dB) of each channel is 19 dBm. This BFIC is packaged by wafer-level chip-scale packaging (WLCSP) process with small dimensions of $4.39 \times 3.59 \times 0.5$ mm$^3$. The metallic shield layer, shown in Fig. 3.1, dissipates heat from the BFIC and aids in its temperature stability.

The PCB stack-up depicted in Fig. 3.3 contains six layers. RO4350B and RO4450F with the properties mentioned in the previous section are used as core and prepreg substrates, respectively. The UDCs, BFICs, Wilkinson power divider/combiners, and all 50 Ω microstrip routing lines are located on the top metal layer (M1). The main trace of striplines is on Layer M4. Layers M2 and M6 serve as grounding for IF and RF frequency signals. Each BFIC channel is
Figure 3.1: Stack-up of the array antenna system. Layers from top to bottom: slot layer, distribution layer, PCB, and shield layer.

Figure 3.2: RF PCB block diagram.

linked to one antenna element array through the transition from microstrip to double ridge waveguide.
3.3 Phased Array Prototype Measurements

In this section, we present the measurement results performed on the manufactured prototype. Measurements are compared to simulations. In the first part, we present the calibration procedure prior to performance measurements.

Fig. 3.4 shows the assembled phased array mounted on a fixture. Although not shown, the fixture includes a 1 to 4 power dividing/combining network connected to the IF ports, and an SPI interface circuit providing communication to the ICs through a universal serial bus (USB) connector.

The slot layer is made with an aluminum etching process, while the distribution and shield layers are made with aluminum milling. These processes add a $\pm 20 \, \mu m$ tolerance (equivalent to $\pm 0.002\lambda_0$) to the dimensions of the layers. The nominal tolerance for layer misalignment, when assembled on top of each other, is $\pm 10 \, \mu m$ (x- and y-directions in Fig. 3.4). The simulation shows minor changes in the results within the manufacturing tolerances specified.

3.3.1 Calibration Measurements

Active phased arrays need to be calibrated in order to achieve high performance by removing undesired non-idealities. Indeed, although the design presented
is identical in all parts, there will be unavoidable differences between channels due to edge effects, manufacturing, assembly, and the differences between the components, especially the BFICs. If the phase and gain difference between channels is large, the phased array may not perform as desired. For example, the resulting far-field pattern may display high side lobe levels, the main lobe pointing direction might deviate and the corresponding gain might be lower. Fig. 3.5(a) shows the normalized co-polar radiation pattern of the phased array without calibration, where for the sake of comparison, the corresponding ideal radiation pattern obtained from simulations is also included.

Numerical simulations were performed in order to gain further insight into the impact of non-idealities, e.g., variations of the phases and the amplitudes of the excitation of the antenna elements on the radiation pattern. The variations are assumed to follow the Gaussian probability distribution, which are added to the ideal (simulated) phases and amplitudes of each antenna element. They are independent and have zero means with standard deviations of 1 dB and 9$^\circ$ for amplitude and phase of excitation, respectively [13].

The resulting simulated performance deviation, e.g., in terms of the side lobe level (SLL) and antenna gain errors, arising from the random element excitation variation in phase and amplitude is shown in Fig. 3.5(b)-(d). As can be seen from the simulation results, when only excitation phase variation is applied (Fig. 3.5(b)), on average a $-0.1$ dB antenna gain and a 0.4 dB SLL degradation are observed. But when only amplitude excitation variation is applied (Fig. 3.5(c)), the average antenna gain error is $-0.05$ dB and the SLL error is negligible. Finally, combining both amplitude excitation and phase variations (Fig. 3.5(d)) will result in $-0.16$ dB and 0.5 dB average antenna gain and SLL errors, respectively, where Fig. 3.5(b) and (c) suggest it is mainly due to phase variation.

In this work, only channel phase calibration has been performed while no channel gain calibration is considered. This is because the measured channel gain variation is in the ±1 dB range. However, due to unequal lengths in the IF-feed network from the RX/TX connector on the PCB to the UDCs, a calibration of the UDC-gain levels was performed prior to the main calibration. In this way, an even gain distribution to the common ports of BFICs is achieved.

The phased array antenna prototype was fully calibrated and characterized in far-field ($>2D^2/\lambda_0$) using a vector network analyzer (VNA) and a standard gain horn antenna. The calibration routine follows the method presented in Appendix I of [67]. During the calibration procedure, the phase of one element is shifted from 0 to 360$^\circ$, while measuring the array’s received/transmitted power with the VNA. The element’s phase can then be calculated after that. The process is then repeated to obtain the phase of the next element.

### 3.3.2 Radiation Pattern Measurements

The normalized radiation pattern was measured in a fixed configuration that included all TX/RX, scanning angles, and azimuth/elevation. This helps to
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Figure 3.5: (a) Measured radiation performance of the array antenna at broadside without calibration compared with simulation at 28 GHz. SLL and antenna gain error (b) with random excitation phase only (Gaussian distribution with zero-mean and 9° standard deviation), (c) with random excitation amplitude only (Gaussian distribution with zero mean and 1 dB standard deviation), and (d) with random excitation phase and amplitude at the same time but independently, at 28 GHz broadside.

compare all of the measurement cases fairly. Although all the aspects for reducing the systematic error were considered, the measurement results are estimated to have a ±0.5 dB uncertainty. This uncertainty is caused by angular misalignment of the antennas, temperature drift of ICs, and measurement equipment added noise.

Fig. 3.6 shows the measured co- and cross-polar farfield patterns after full calibration. Fig. 3.6(a) shows the co- and cross-polar azimuth patterns for the broadside scanning angle, while Fig. 3.6(b) shows results for the −40° scanning together with their corresponding simulation results. The measurement results are in good agreement with simulations in terms of SLL, nulls, and beamwidth. The deviation of the scanning angle (squint) over the target frequency band is shown inset of the respective figure for each case. This deviation is not more than 1°, demonstrating the beams’ stable pointing over frequency.

In order to evaluate the radiation pattern performance at different frequencies and at different scanning angles the gain roll-off for the main lobe and the corresponding SLL were computed from both simulations and measurements.
Figure 3.6: Radiation pattern of the antenna for two scanning angles at 28 GHz in TX mode. For each case, the squint in the azimuth plane over frequency is shown inset of the figure.

The gain roll-off is defined here as the difference in dB between the gain in the main lobe at a scanning angle and the gain in the broadside direction at a given frequency. The results are summarized in Fig. 3.7 and presented over the whole scanning range in both azimuth and elevation and within the working bandwidth of the antenna for both the RX and the TX modes of the array antenna.

As can be seen from Fig. 3.7c and e, the gain roll-off in both TX and RX modes obtained from measurements are in good agreement with the simulations in Fig. 3.7a. The error stays within ±1 dB for all scanning angles over the frequency band of operation. Also, by comparing Fig. 3.7d and Fig. 3.7f it can be noted that the measured SLL in the azimuth plane is less than −9 dB for the majority of scanning angles from −50° to +50°. Furthermore, high side lobes are seen from Fig. 3.7b, d and f, for scanning angles smaller than
Figure 3.7: Radiation performance of array antenna in simulation, RX and TX modes.

Figure 3.8: RMS steering angle error over all RX mode measured frequency samples in (a) azimuth and (b) elevation planes.

−50° and larger than +50° in the azimuth plane, and for frequencies above 28 GHz. A further comparison between measurements and simulations shows
good agreement for SLLs in the elevation plane as shown in Fig. 3.7b, d and f. However, in this plane, grating lobes appear for scanning angles smaller than $-5^\circ$ and larger than $+5^\circ$ due to the large separation distance between elements.

The root mean square (RMS) steering angle error of RX mode is shown in Fig. 3.8. At each angle, the error is calculated over all measured frequency samples in the 26.5 – 29.5 GHz band. The accuracy of the calibrated steering angle is 1.6$^\circ$ or less. The error is caused by different factors, such as beam squint over frequency, pattern shape, and phase quantization error of phase shifters. The beam squint has no effect on the broadside, but it gets worse in the angles with larger absolute values. Due to lower gain and wider beamwidth in angles further from the broadside, the pattern shape has a similar impact to the beam squint. The phase quantization error results in an error that is constant across all angles. It is worthwhile to note that it is the only factor that causes the error for angles near the broadside. Given the little RMS steering error at those angles, phase quantization’s impact appears to be minimal. Fig. 3.9 shows the measured radiation pattern of multiple beams in the azimuth plane with 1$^\circ$ steps. Due to the use of 8-bit phase shifters in BFIC, achieving a 1$^\circ$ resolution is expected [68]. Hence by considering this resolution and measured SLLs in Fig. 3.7, the proposed phased array antenna shows a high scanning resolution capability without degrading SLLs, which is essential to achieving high SNR for 5G transceivers [17].

### 3.3.3 EIRP Measurements

The phased array’s EIRP is characterized in TX mode. It was determined by calibrating the entire setup with a standard horn antenna. Considering that the horn antenna’s gain was known, the entire loss of free space, all cables, and the reception antenna were all measured. The standard horn antenna was replaced with the phased array in TX mode. To maintain the same loss of free space, the aperture positions of both antennas were the same.

The measured EIRP at the broadside scanning angle of the antenna versus
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Figure 3.10: EIRP measurement at broadside angle and 28.5 GHz versus (a) input power and (b) number of elements.

the input power is shown in Fig. 3.10(a). The EIRP achieves the 1 dB compression point (P1dB) at 63.4 dBm and saturates at 65.5 dBm (Psat). The power consumption per channel in TX mode at a 9 dB back-off from P1dB and in RX mode are 225 and 155 mW, respectively. These values are achieved in the whole IF to RF chain including the up/downconverter integrated circuits (UDCs) and the 1×4 transceiver beamformer integrated circuits (BFICs). This agrees well with the design assumptions

\[
EIRP_{P1dB} = OP_{1dB}^{BFIC} + G_{subarray} + 20 \log_{10}(N),
\]

where \(EIRP_{P1dB} = 65.5\) dBm is the phased array EIRP at P1dB, \(OP_{1dB}^{BFIC} = 19\) dBm is the BFIC output power at P1dB, \(G_{subarray} = 10.5\) is the subarray antenna gain including feed, ohmic and mismatch losses, and \(N = 64\) is the total number of subarrays. The difference between the measured and expected value of \(EIRP_{P1dB}\) can be due to a variation of the output power of BFICs which will result in power amplifiers going into compression at lower input power and higher loss in the antenna elements.

Fig. 3.10(b) shows the measured EIRP versus the number of active elements at Psat and P1dB. Ideally, halving the number of active elements should result in a 6 dB drop in EIRP. This is depicted by the ideal straight line in the figure. The EIRP at Psat and the ideal straight line intersect at 64 elements. As the number of elements decreases, a deviation from the ideal line appears, which can be explained by the variation in radiated power among the single antenna elements of the array.

3.3.4 Comparison with the State-of-Art

A comparison with the state-of-art phased array antennas at 28 GHz band is presented in Table 3.1. The comparison criteria comprise the PCB complexity, antenna subarrays/elements characteristics, and active array performance parameters, e.g. array size, coverage, and EIRP. Comparing the phased arrays in terms of front-end losses, it can be seen that the proposed design has similar loss levels as the other very low loss designs in [13,14] while demonstrat-
ing a much lower PCB design complexity. The proposed phased array design achieves EIRP as high as in [33], while it has a lower number of RF chains, and consequently lower power dissipation density and consumption due to the implementation of subarrays,
Table 3.1: Summary and comparison with the state-of-art 28 GHz phased arrays

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Antenna technology</td>
<td>Gap-waveguide</td>
<td>Dual-pol stacked patch</td>
<td>Stacked patch</td>
<td>Dual-pol stacked patch</td>
<td>Dual-pol stacked patch</td>
<td>Stacked patch</td>
<td>Printed dipole array</td>
</tr>
<tr>
<td>PCB complexity</td>
<td>6 layers w/ 3 metal plates</td>
<td>12 layers w/ buried vias</td>
<td>7 Layers</td>
<td>16 layers w/ buried vias and air cavity</td>
<td>12 layers</td>
<td>Separate boards per subarray column</td>
<td></td>
</tr>
<tr>
<td>front-end losses [dB]</td>
<td>Feed line 0.3 &lt; 1 0.8–1.3 - - - 6.04*</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Antenna's ohmic loss 0.55</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Mismatch 0.45 0.45 0.45 - - - -</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Subarray/element size [(\lambda_0)]*</td>
<td>2.24 x 0.52 0.62 x 0.5 0.63 x 0.5 (- \times 0.56) 0.59 x 0.59 0.48 x 0.51 0.54</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>antenna gain [dB]</td>
<td>10.5 4.5 4.5 4 3.4 4 11.9</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>TX P1dB/channel [dBm]</td>
<td>19</td>
<td>11-12</td>
<td>11-12</td>
<td>11.3</td>
<td>13.5</td>
<td>11.5-12</td>
<td>15.7</td>
</tr>
<tr>
<td>Array size</td>
<td>4 x 16</td>
<td>8 x 8</td>
<td>8 x 8</td>
<td>2 x 16</td>
<td>8 x 8</td>
<td>16 x 16</td>
<td>1 x 8</td>
</tr>
<tr>
<td>Polarization</td>
<td>Single</td>
<td>Dual</td>
<td>Single</td>
<td>Dual</td>
<td>Single</td>
<td>Single</td>
<td>Single</td>
</tr>
<tr>
<td>Scanning performance</td>
<td>Az/El angular range [°]</td>
<td>±10/ ±60</td>
<td>±25/ ±50</td>
<td>±25/ ±50</td>
<td>±50/ ±50</td>
<td>±50/ ±60</td>
<td>±/ ±50</td>
</tr>
<tr>
<td></td>
<td>Max. scan loss [dB]</td>
<td>6</td>
<td>3.9</td>
<td>5</td>
<td>6</td>
<td>5</td>
<td>-</td>
</tr>
<tr>
<td>EIRP @ P1dB [dBm]</td>
<td>63.4</td>
<td>50-51</td>
<td>50</td>
<td>-</td>
<td>-</td>
<td>63.5</td>
<td>36.5</td>
</tr>
<tr>
<td>EIRP @ Psat [dBm]</td>
<td>65.5</td>
<td>52</td>
<td>51-52</td>
<td>45.6</td>
<td>54</td>
<td>65.5</td>
<td>39.8</td>
</tr>
</tbody>
</table>

* Narrow bandwidth antenna design at 28 GHz center frequency.
# It includes SMPM connector and bond wire.
° Sizes are in terms of free space wavelength of the respective center of frequency bands.
† It is defined as the ability to scan in respective planes with uniform excitation amplitude, and without grating lobes.
3.4 EVM Verifications

The high data rate performance of a phased array is primarily determined by the linearity and signal-to-noise (SNR) performance of the chipsets used in the design of the phased array antenna system, the performance of which is beyond our scope. On the other hand, the Error Vector Magnitude (EVM) is a measure of the difference between the ideal transmit symbols and the measured symbols after the equalization. Modulation quality is defined by the difference between the measured carrier signal and a reference signal. Hence, data transmission quality can be expressed in terms of the EVM [69]. The EIRP of a beam produced by a phased array depends on the realized array gain times the input power delivered by the power amplifiers to an antenna element (can be a sub-array, i.e., smaller array) divided by the feeding losses.

In this section, (non-standardized) over-the-air (OTA) measurements over a short indoor link showing radiation patterns, EIRP, and EVM versus scan angle are presented. It is shown that the design of a low profile, low structure complexity, phased array antenna system with high EIRP, up to 60.5 dBm, and low EVM, i.e., less than 2% is feasible at the mmWave frequencies for the considered scenario.

3.4.1 Measurement Setup

The capability of the proposed phased array to sustain a high data rate link was verified by performing over-the-air (OTA) measurements in the transmit (TX) mode. The complex modulation performance of the phased array was evaluated using the measurement setup shown in Fig.3.11. An Agilent Arbitrary Waveform Generator (AWG) model M8190A is used to generate a complex modulated signal at the intermediate frequency (IF) of 2.62 GHz. The AWG generates QAM-modulated waveforms with different symbol rates and with a pulse-shaping filter (root-raised cosine filter) of $\alpha = 0.35$. A Keysight PNA-X Network Analyzer model N5247B was connected to the receive (RX) standard horn antenna. The transmit (TX) radio frequency (RF) signal was a single frequency within the operation band of the phased array from 26.5 – 29.5 GHz. The RX signal is demodulated and compared with the TX signal, which is done with a MATLAB program. The horn antenna has a gain of 25 dBi and is placed at a 3 m distance in the line of sight path with respect to the phased array’s main beam. The PNA-X also functions as a local oscillator at 6.595 GHz and is connected to the phased array’s LO port.

3.4.2 Results and Analysis

Various combinations of the parameters of the system were used to study the EVM and EIRP interrelationship. Four azimuth scanning angles were considered, i.e., 0° (broadside direction, no scanning), 20°, 40°, and 60°. Four quadrature amplitude modulation (QAM) constellation orders were considered, namely, 16–QAM, 64–QAM, 128–QAM, and 256–QAM. In order to study
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Figure 3.11: Schematic representation of the non-standardized over-the-air (OTA) measurement setup in an indoor environment.

Table 3.2: EIRP values of the phased array at 28 GHz.

<table>
<thead>
<tr>
<th>AWG (mVpp)</th>
<th>200</th>
<th>400</th>
<th>600</th>
<th>800</th>
</tr>
</thead>
<tbody>
<tr>
<td>AWG (dBm)</td>
<td>-10</td>
<td>-4</td>
<td>-0.5</td>
<td>2</td>
</tr>
<tr>
<td>Pin (dBm)</td>
<td>-17</td>
<td>-11</td>
<td>-7.5</td>
<td>-5</td>
</tr>
<tr>
<td>EIRP* (dBm) @ 0°</td>
<td>49</td>
<td>55</td>
<td>58.5</td>
<td>60.5</td>
</tr>
<tr>
<td>EIRP (dBm) @ 20°</td>
<td>48.6</td>
<td>54.6</td>
<td>58.1</td>
<td>60.1</td>
</tr>
<tr>
<td>EIRP (dBm) @ 40°</td>
<td>47.2</td>
<td>53.2</td>
<td>56.7</td>
<td>58.7</td>
</tr>
<tr>
<td>EIRP (dBm) @ 60°</td>
<td>45</td>
<td>51</td>
<td>54.5</td>
<td>56.5</td>
</tr>
</tbody>
</table>

*The relation between input power and EIRP @ 0° is provided in Fig. 3.10.

the impact of the noise three different IF (AWG) bandwidths of the modulated signals were used: 100, 250, and 500 MS/s. The input signal voltage of AWG was varied at four levels: 200, 400, 600, and 800 mVpp (mVpp = millivolts peak to peak). The signal is fed to the phased array through a coaxial cable with 7 dB insertion loss at 28 GHz. The EIRP associated with AWG levels is provided in Table 3.2. All combinations of the above cases have been measured.

First, we consider the case when the phased array radiates at the broadside angle (i.e., no scanning with azimuth and elevation angles). The signal’s data rate is 3 Gb/s computed for a transmission of 64-QAM modulated signals at a symbol rate of 500 MS/s, and the signal bandwidth is 675 MHz. The EIRP values are 19, 55, and 60.5 dBm (the first one has been achieved with 30 dB attenuating the AWG’s 200 mVpp signal, and the latter one corresponds to a 5 dB back-off from saturated EIRP). The corresponding measured error vector magnitude (EVM) values are 3.1, 1.2, and 2.6 %, respectively.

Fig. 3.12 shows the constellations of the 64-QAM modulated signals with the EIRP and EVM values mentioned above. As shown in Fig. 3.12, signal distortion in the link is very low, as measured by the EVM. The relatively higher EVM value, i.e., more distortion at low EIRP, is due to the dominance
Figure 3.12: Measured constellation errors for a 64-QAM modulated transmission at 500 MS/s (equivalent to 3 Gbps transmission rate) (a) EVM=3.1 % and EIRP=18 dBm, (b) EVM=1.2 % and EIRP=55 dBm, and (c) EVM=2.6 % and EIRP=60.5 dBm (at 5 dB back-off from saturation). See Fig. 3.11 for OTA measurement.

Figure 3.13: TX EVM vs. EIRP measured over-the-air at a 3 m TX-RX separation for a 64-QAM modulated transmission at 250 MS/s (equivalent to 1.5 Gbps transmission rate) at the indoor measurement setup shown in Fig. 3.11.

of noise in the system. Meanwhile, at high EIRP non-linearity of amplifiers in the phased array distorts the signal.

Next, we consider the measured EVM while scanning the beam. Fig. 3.13 shows the EVM as a function of EIRP based on measurements employing a 64-QAM modulated signal with 250 MS/s, centered at 28 GHz. The measurements were performed at broadside, i.e., 0° in azimuth and elevation and an azimuth scanning angle at 60°. The latter is the largest steering angle of the devised phased array antenna. It should be noted that additional measurements were performed employing attenuators to obtain lower EIRP values than those generated using the AWG.

As can be seen from Fig. 3.13, at high EIRP, the linearity of the active beamforming power amplifier is the limiting factor as the EVM increases at peak transmit powers. The EVM rise at the 60° azimuth steering angle occurs
at lower EIRP than the broadside radiation because of antenna gain scan loss. This difference in EIRP is 4 dB, which is the measured gain difference between broadside and azimuth $60^\circ$ steering angles (see Table 3.2). It is worth noting that when the phased array transmits at low EIRP, the SNR at the receiver limits the link performance. So we can see a good performance at both scanning angles. Hence, the EIRP dynamic range of the phased array is approximately 31 dB and 35 dB for $60^\circ$ scan angle and broadside radiation, respectively, at EVM equal to 2%. If a higher EVM is allowed, the EIRP dynamic range increases but is limited by the maximum EIRP and the beamforming antenna gain scan loss.

Fig. 3.14 shows the EVM as a function of the scan angle for all possible combinations of measurements (except the ones employing attenuators) obtained by considering different QAM modulation orders, different IF (AWG) bandwidths of the modulated signals, and input signal voltage of the AWG as listed above. Each subplot represents the EVM as a function of the scan angle for the three IF (AWG) bandwidths, fixed modulation order, and input signal voltage of the AWG. For example, Fig. 3.14(a) shows the results for the 16–QAM and input voltage of 200 mVpp. In Fig. 3.14, the modulation order increases from the left to the right columns, while the input voltage increases from the upper to the lower rows. Trends are maintained throughout all the measurements with a couple of exceptions due to corrupted data (see Fig. 3.14(i) and (m)).

As expected, increasing the bandwidth of the modulated signals increases the EVM because more noise power is contained in the generated communications link signals, as seen from each subplot (Fig. 3.14). Also, increasing the input signal voltage of the AWG, which is effectively increasing the EIRP, increases the EVM as can be seen, e.g., from Figs. 3.14(c), (g), (k) and (o) showing the EVM as a function of the scan angle for the 128–QAM modulation. Another observation is that at lower (but still high) EIRP, or as presented here, at lower input signal voltage of the AWG, the EVM does not vary too much with the scan angle. On the other hand, the EIRP increases the EVM at broadside radiation, and the maximum scan angle is higher than at intermediate scan angles; compare Figs. 3.14(c) and (o). This is explained by the fact that stable performance is expected at the linear range of the power amplifiers while, as the EIRP increases, it enters the non-linear region. Notably, the corresponding EIRP values in all the plots in Fig. 3.14 vary between 45 and 60.5 dBm, which is rather high. Finally, a stable EVM performance is observed as the modulation order increases for a fixed input voltage. Compare, e.g., Figs. 3.14(e), (f), (g), and (h) as the modulation order increases from 16–QAM to 256–QAM for a fixed input voltage of 200 mVpp.

### 3.5 Summary and Conclusions

This chapter has demonstrated the high performance of a 16 × 16 elements phased array at 28 GHz band for 5G applications. Both design simulations and measurement results of a manufactured prototype are presented. The fab-
The array is a complete system including up/downconverters and 1×4 TRX beamformer ICs and can steer its main beam in the range of ±60° in azimuth and ±10° in elevation. The phased array can deliver a maximum EIRP of 65.5 dBm at saturation with a 3 dB bandwidth of 26.5 – 29.5 GHz. The proposed structure employs gapwaveguide-based antenna elements to simplify the design and reduce losses in the array front-end. Hence, the proposed phased array system design is a good candidate for a compact deployment in practical 5G systems requiring beamforming with high output power while reducing manufacturing complexity.
3.5. Summary and Conclusions

Based on the presented measurements and analysis we have demonstrated the excellent transmit EVM performance of a slant-polarized 28 GHz gapwaveguide-based phased array at 28 GHz. Results are based on non-standardized OTA link performance measurements for transmitting signals with various QAM modulation orders, symbol rates, and input powers. A 2.6% EVM was measured when transmitting modulated signals over a 3 Gbps link at 60.5 dB EIRP. The results show that the phased array can transmit a high data rate at a high EIRP.

The phased array is made cost-effective by using a printed circuit board (PCB) with fewer layers. The proposed design only makes use of 6 PCB layers, as opposed to the typical wideband phased arrays that have 12 layers. By separating the radiating components of the phased array from the PCB, a significant reduction in the number of layers is made possible. By using this method, the large $16 \times 16$ array configuration is supported while maintaining the wideband properties of waveguide antennas.
Chapter 4

Gapwaveguide-based High Power Phased Array Antenna at 28 GHz

4.1 Introduction

To date, several phased arrays have been proposed for 28 GHz 5G applications [13,23,26,62], as mentioned before. They have been mainly implemented on CMOS and SiGe BiCMOS technologies. These solutions offer great integration flexibility of all circuit functionality, e.g., including phase shifters, variable gain amplifiers (VGA), power amplifiers (PA), and low noise amplifiers (LNA) on a chip [22]. However, the PAs based on these technologies typically deliver an output power at the 1 dB compression point (P1dB) in the range of 9.5 to 16 dBm [13,17,23,25,26,62,70]. This limits the maximum EIRP and therefore array antennas of 256 elements or more are needed to produce a 60 dBm EIRP [27,33,71], which is the required EIRP at the base stations for mobile communication systems [2].

The Gallium nitride (GaN) transistor technology can overcome output power limitations. GaN is a wide-bandgap semiconductor technology with a high inherent operating voltage. Hence, it can be used to devise PAs able to deliver high output power. The integration of GaN-based PAs and LNAs with phased array antennas has been investigated broadly [27,72]. The P1dB output powers at the mmWave frequencies have been demonstrated to be above 25 dBm. Furthermore, GaN-based LNAs are capable of lower noise figures too, e.g., from 3 – 4 dB. Therefore, GaN technology is a good semiconductor technology candidate for mmWaves phased arrays in order to achieve the required high EIRP while keeping the size of the phased array antenna smaller [19].

This chapter, in full, is a reprint material as it appears in [F]. The dissertation author was the primary investigator and author of this paper.
During conversion, a significant amount of DC power is lost as dissipated heat. Therefore, in addition to the output power, another important figure of merit for PAs is the power added efficiency (PAE), which is defined as the ratio between the output and input RF power difference to the DC power. Despite having a higher PAE than other technologies, GaN transistors only achieve about 20% [27]. Indeed, short wavelengths and the more compact antenna element spacing in mmWave pose challenges regarding the thermal management of high-power GaN PAs too. Hence, the PAE needs to be thoroughly considered at the design stage of phased arrays [71]. This has been demonstrated for a phased array with digital beamforming capabilities [71]. Heat pipes were used there to efficiently dissipate the high-density heat produced by the PAs for a large antenna comprising $15 \times 24$ radiating elements.

To the authors' best knowledge, high-EIRP phased arrays with compact form factors for 28 GHz 5G applications have not been published elsewhere. The size of the phased array is the key factor determining its total cost. Therefore, we focus on addressing the challenges of such a compact design in terms of antenna element design, beamforming, and handling the heat dissipation of the system integrated with radio frequency front-end (RFFE) transceivers based on the GaN technology.

The main contributions of this chapter are: (i) It is experimentally shown that a GaN-based analog beamforming phased array with low cost is feasible, (ii) we outline a system-performance-based design approach of compact phased arrays with analog beamforming capabilities combining various semiconductor technologies. The approach is based on power budget computations and size estimates resulting in a GaN-based high-EIRP cost-efficient phased array antenna, and (iii) we demonstrate a detailed and complete design of the optimized array antenna components including integration with transitions. Also, the experimental evaluation of the manufactured prototype of an $8 \times 8$ high-EIRP, heat-transfer-efficient, and highly compact phased array antenna system delivering 61 dBm maximum measured EIRP while consuming 42 W DC power is presented. Beam steering within $\pm 60^\circ$ in the $E$-plane is demonstrated.

\section*{4.2 Phased Array Design}

\subsection*{4.2.1 Power Budget Considerations}

The trade-off among various parameters must be considered to design a cost-effective high-EIRP phased array at 28 GHz. In this section, we present our approach for determining the number and performance of various devices integrated into phased arrays, as well as their impact on the final design. The goals are threefold: (i) high EIRP, (ii) efficient heat dissipation, and (iii) low cost. The latter is proportional to the total number of antenna elements, the number of associated RFFEs, and the semiconductor die size [27]. The low number of components simplifies manufacturing of the phased array system, lowering overall production costs. Semiconductor chipsets are the most expen-
sive component of phased array systems, and their cost is proportional to the total die size. PAs are one of the most important RF chipsets in phased arrays, which, in addition to delivering high power, require efficient heat dissipation to ensure stable operation and avoid failure.

Hence, the power budgets for various semiconductor technologies and their potential mix thereof must be compared. Table 4.1 shows a summary of various parameter designs of active components currently available for mmWave phased array antennas. Here, we estimate the output power and size of a phased array using several PA technologies to achieve a maximum EIRP of 60 dBm considering the following power budget

$$EIRP = G_A + OP_{Tot} - L_F,$$

where

$$G_A = G_{SA} + 10 \log N_{FE},$$

is the total antenna gain in dBi, and

$$OP_{Tot} = OP_{PA} + 10 \log N_{FE},$$

is the total conductive power given in dBm, \(L_F\) is the feeding loss in dB, \(G_{SA}\) is the subarray antenna gain, and \(OP_{PA}\) is the PA output power. \(N_{FE}\) denotes the number of subarrays or RFFEs. In this work, a "subarray" is defined as a group of antenna units with a linear inter-element spacing of \(0.56\lambda\), where \(\lambda\) is the free space wavelength at 29.5 GHz. The subarray antenna gain in dBi is given by

$$G_{SA} = G_p + 10 \log N_p,$$

where \(N_p\) is the subarray size, and \(G_p = 6\) dBi is the gain of the antenna unit. In linear scale the antenna gain is computed by the well-known formula

$$G_p [linear] = 4\pi A_e/\lambda^2,$$

which is directly proportional to the effective aperture size \(A_e = (0.56\lambda)^2\) of the antenna element. The array spacing ensures a ±60° beam scanning without grating lobes [73]. The EIRP and the PA output power are computed for the PA’s P1dB and 9 dB backoff (9 dB BO) from P1dB points. The mmWave wireless communication links use modulation schemes with a large dynamic range, such as high-order QAMs and OFDM. This BO ensures that the PA amplifies signals in its linear range without distorting the modulated signal [74].

The radiated power depends on the output power of the PA, which in turn is a function of the DC power consumption and the PAE. Both are important design factors for the phased array’s heat dissipation mechanism. Assuming that the PA has a sufficiently high gain, the DC power consumed can be computed in Watts (W) as follows

$$P_{DC} = (OP_{PA} - IP_{PA}) / PAE \simeq OP_{PA} / PAE,$$

where \(OP_{PA}\) and \(IP_{PA}\) are the PA output and input power, respectively.
Table 4.1: 60 dBm EIRP solution comparison

<table>
<thead>
<tr>
<th>Case</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>PA technology</strong></td>
<td>CMOS</td>
<td>SiGe</td>
<td>SiGe</td>
<td>GaN</td>
<td>GaN</td>
</tr>
<tr>
<td>$N_p$</td>
<td>1</td>
<td>1</td>
<td>4</td>
<td>4</td>
<td>8</td>
</tr>
<tr>
<td>Az. Scan [$^\circ$]</td>
<td>$\pm 60$</td>
<td>$\pm 60$</td>
<td>$\pm 60$</td>
<td>$\pm 60$</td>
<td>$\pm 60$</td>
</tr>
<tr>
<td>El. Scan [$^\circ$]</td>
<td>$\pm 60$</td>
<td>$\pm 60$</td>
<td>$\pm 10$</td>
<td>$\pm 10$</td>
<td>-</td>
</tr>
<tr>
<td>$G_{SA}$ [dBi]</td>
<td>6</td>
<td>6</td>
<td>12</td>
<td>12</td>
<td>15</td>
</tr>
<tr>
<td>$G_A$ [dBi]</td>
<td>28.8</td>
<td>25.8</td>
<td>28.8</td>
<td>22.8</td>
<td>24.1</td>
</tr>
<tr>
<td>$L_F$ [dB]</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
</tbody>
</table>

**RF Power**

<table>
<thead>
<tr>
<th><em>OP&lt;sub&gt;PA&lt;/sub&gt;</em> [dBm]</th>
<th>P1dB</th>
<th>9.5</th>
<th>16</th>
<th>16</th>
<th>28</th>
<th>28</th>
</tr>
</thead>
<tbody>
<tr>
<td>9 dB BO</td>
<td>0.5</td>
<td>7</td>
<td>7</td>
<td>19</td>
<td>19</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th><em>OP&lt;sub&gt;Tot&lt;/sub&gt;</em> [dBm]</th>
<th>P1dB</th>
<th>32.3</th>
<th>35.8</th>
<th>32.8</th>
<th>38.8</th>
<th>37</th>
</tr>
</thead>
<tbody>
<tr>
<td>9 dB BO</td>
<td>23.3</td>
<td>26.8</td>
<td>23.8</td>
<td>29.8</td>
<td>28</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>EIRP [dBm]</th>
<th>P1dB</th>
<th>60.1</th>
<th>60.6</th>
<th>60.6</th>
<th>60.6</th>
<th>60.1</th>
</tr>
</thead>
<tbody>
<tr>
<td>9 dB BO</td>
<td>51.1</td>
<td>51.6</td>
<td>51.6</td>
<td>51.6</td>
<td>51.1</td>
<td></td>
</tr>
</tbody>
</table>

**Size**

<table>
<thead>
<tr>
<th>$N_{FE}$</th>
<th>192</th>
<th>96</th>
<th>48</th>
<th>12</th>
<th>8</th>
</tr>
</thead>
<tbody>
<tr>
<td>Total die size* [mm$^2$]</td>
<td>173</td>
<td>271</td>
<td>136</td>
<td>229$^\dagger$</td>
<td>153$^\dagger$</td>
</tr>
<tr>
<td>Array size $A_{array}$[cm$^2$]</td>
<td>69</td>
<td>35</td>
<td>69</td>
<td>17.3</td>
<td>23</td>
</tr>
</tbody>
</table>

**DC Power**

<table>
<thead>
<tr>
<th>PA PAE* (9 dB BO)</th>
<th>3%</th>
<th>3%</th>
<th>3%</th>
<th>7%</th>
<th>7%</th>
</tr>
</thead>
<tbody>
<tr>
<td>$P_{DC}$ / PA (9 dB BO) [W]</td>
<td>0.04</td>
<td>0.17</td>
<td>0.17</td>
<td>1.13 + 0.17$^\dagger$</td>
<td>1.13 + 0.17$^\dagger$</td>
</tr>
<tr>
<td>Total $P_{DC}$ (9 dB BO) [W]</td>
<td>7.2</td>
<td>16</td>
<td>8</td>
<td>15.6</td>
<td>10.4</td>
</tr>
<tr>
<td>Power density $\eta_{diss}$ [W/cm$^2$]</td>
<td>0.1</td>
<td>0.46</td>
<td>0.12</td>
<td>0.9</td>
<td>0.45</td>
</tr>
</tbody>
</table>

* Values are taken from [23,70,75]
† In these cases, each RF chain is assumed to have both SiGe and GaN PAs.
In order to relate the consumed power to the size of the array antenna, let’s define the power density as

\[
\eta_{\text{diss}} = \frac{O P_{\text{Tot}}}{A_{\text{array}}},
\]  

(4.6)

where the approximate array area can be computed as \(A_{\text{array}} \approx N_p N_{FE} (0.56 \lambda)^2\), with parameters defined above. \(\eta_{\text{diss}}\) is measured in Watts per squared centimeters (W/cm\(^2\)). Hence, the power density may be used to evaluate the efficiency of the heat handling mechanism for systems with the same EIRP.

Next, we perform a comparative analysis by computing the aforementioned parameters for different potential design configurations employing different semiconductor technologies and their mix. We consider five different cases whose results are summarized in Table 4.1. Cases 1, 2, and 3 consider CMOS and SiGe PAs because they offer great flexibility. Here, we put emphasis on achieving maximum beam scanning range, low \(P_{DC}\), or both. However, the use of GaN PAs, considered in Cases 4 and 5, results in compact phased arrays employing fewer RFFEs. The primary use of the GaN technology for mmWaves phased array antennas is in the realization of PAs and LNAs. Meanwhile, other functional blocks such as phase shifters and variable gain amplifiers can be equally realized on CMOS and SiGe BiCMOS technologies. Therefore, a hybrid module combining CMOS or SiGe beamformers and GaN-based RFFEs is an excellent solution for meeting both the high output power and the low-cost requirements in the design of 5G phased array antennas, which is considered in cases 4 and 5.

Cases 1 and 2 in Table 4.1 illustrate the power budget of phased arrays with subarray size \(N_p = 1\), employing CMOS and SiGe PAs, respectively. Given \(G_{SA}, O P_{PA}\) and \(L_F\), the number of front-ends \(N_{FE}\) is computed from (4.1) in order to achieve EIRPs equal to 60 dBm and 51 dBm, at P1dB and at 9 dB BO, respectively. The computed EIRP has been slightly increased to obtain realistic array sizes. It is worthwhile to note that due to subarray size \(N_p = 1\), both cases 1 and 2 are able to cover the full \(\pm 60^\circ\) scanning range in both azimuth and elevation planes. The total \(P_{DC}\) of each case is the sum of the consumed DC power of all PAs. Therefore, cases 1 and 2 with about 3% PAE at 9 dB BO will consume 7.2 and 16 W, respectively. The average power densities \(\eta_{\text{diss}}\) for Cases 1 and 2 are 0.1 and 0.46 W/cm\(^2\), respectively. Hence, by considering equal PAE for both cases, SiGe will produce more heat. Meanwhile, \(N_{FE}\) is reduced by half for Case 2 resulting in fewer RF components needed.

Case 3 shows the power budget of a phased array employing a SiGe-based PA with a subarray size of \(N_p = 4\) elements in the azimuth direction. Comparing cases 2 and 3 can give an indication of the advantages and disadvantages of subarrays. While DC power consumption \(O P_{Tot}\) and the number of subarrays \(N_{FE}\) is decreased to half due to subarray, the total size of the array is doubled. In other words, for a fixed EIRP, the subarray increases the array gain \(G_A\), while decreasing \(O P_{Tot}\). Therefore, the power density is decreased in Case 3, which requires a simpler heat dissipation solution. It is worthwhile
to note that employing a subarray size of 4 elements in the vertical direction, the elevation scanning range becomes limited to $\pm 10^\circ$, as the closest spacing of the subarray elements is at least 2.2$\lambda$. Although, in this case, subarraying reduces the steering capability, some deployment scenarios, e.g., indoor, low-rise urban, suburban, and rural environments, have limited user spread in the vertical direction, therefore a reduced scanning range is still acceptable [58].

Cases 4 and 5 represent GaN-based solutions with a high OP1dB PA power output and subarray sizes with 4 and 8 elements, in the elevation direction. The PA’s high output power aids in shrinking the array’s size, even when radiating elements are subarrays. $N_{\text{FE}}$ is decreased significantly in both cases. Currently, there are no off-the-shelf GaN-based beamformer integrated circuits (BFICs). Hence, a SiGe-based BFIC is added to the beamforming power budget calculation. To maintain the steering capability of $\pm 60^\circ$ in one plane, subarraying is required in the other plane because the spacing between RFFEs in the steering plane should not exceed the limit $0.56\lambda$. Although the elevation plane scanning range in Case 5 is negligible due to the larger subarray size, the DC power density is half that of Case 4. Case 5 uses 153 mm$^2$ total die area size to produce 37 dBm $OP_{\text{Tot}}$ at P1dB.

Research on GaN PAs at the mmWaves has been mostly restricted to developing their functional characteristics, such as gain, output power, efficiency, etc. This research examines their application to deliver high power in the context of analog beamforming phased array antennas. The remainder of this section will be devoted to the design of a phased array satisfying the requirements of the power budget computations listed in Case 5.

### 4.2.2 Front-end Design

Fig. 4.1 shows that four dual-channel commercialized RFFEs and two commercialized BFICs are used in the PCB design. The RFFEs are based on 150 nm GaN on the SiC process from Qorvo. This device operates from 26 – 30 GHz and contains an LNA, a transmit/receive switch and a PA. The receive path including the LNA plus switch provides 17 dB of gain and a typical noise figure of 3.5 dB. The transmit path including the PA plus switch, provides 27 dB of small-signal gain with high linearity at $OP_{PA} = 22$ dBm average output power while supporting peak power of 31 dBm and P1dB of 28 dBm [76]. Each BFIC has four bidirectional channels and each channel has a transmit and a receive chain. These contain a high-resolution phase shifter and VGA to perform analog beamforming. The VGA gain control in the TX and RX chains supporting a maximum of 25 dB and 30.5 dB, respectively [66]. Each transmitter channel chain P1dB is 19 dBm. The use of two stages of amplifiers helps to have high output power in receive mode and a good margin for the input signal level in transmit mode.
4.2.3 Antenna Element and Transition Design

Gapwaveguide (GW) technology is a low-loss waveguide and packaging technology at mmWaves that also offers good thermal conductivity performance [77,78] and can be fully metallic. Therefore, GW technology is a good candidate for phased arrays with high power dissipation and compact size [19]. A center-fed vertical subarray of 8 vertical slots is used as the antenna element, as shown in Fig. 4.2(a). The design parameters are provided in Table 4.2 expressed in $\lambda_0$, i.e., the free space wavelength at 28 GHz. To excite the slots, two symmetric ridge GW lines are used; a sketch of the lines unit cell is shown in Fig. 4.2(b). The ridge and pin sizes are designed to cover the target frequency band, following the design rules in [77]. The slot array is fed by the GW lines from the center of the subarray. The slots are identical in design, and Fig. 4.2(c) depicts the layout of the two slots and their relative positions. The relative vertical distance between all slots and the horizontal offset from the middle of the subarray are identical. The width and height of the subarray are 0.52$\lambda_0$ and 4.7$\lambda_0$, respectively. A ridge GW line connects the transition to the feeding point of the subarray at its center. As illustrated in Fig. 4.2(d), a dual ridge waveguide connects this ridge GW line to the two GW lines used to feed the slots.

In order to maximize the power transfer to the radiating element from the GaN-based RFFE, a through-substrate probe transition from microstrip to ridge GW has been used. The vertical, compact, and contactless transition is a practical solution for phased arrays as it leaves space below the antenna for PCB routing and active components, as pointed out in Section 2.3. The layout of the microstrip probe is shown in Fig. 4.2(e). Fig. 4.2(f) depicts a cross-section of the transition. To provide a back short, a pin bed is placed over the microstrip probe. The designed transition simulation and measurement
Figure 4.2: (a) Exploded view of the design sketch of subarray integrated with the transition. (b) Ridge GW unit cell, where a ridge is embedded within a pin texture. (c) The layout of two slots of slot layer. The rest of the slots are similar. (d) $yz$-plane cross-section sketch of the dual ridge waveguide. (e) The layout of the microstrip probe is used in the transition. (f) $yz$-plane cross-section of microstrip line to ridge GW line transition.

Table 4.2: Antenna structure key dimensions expressed in $\lambda_0$ at 28 GHz

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>$a$</td>
<td>0.13</td>
<td>$s_0$</td>
<td>0.04</td>
<td>$v_1$</td>
<td>0.52</td>
<td>$h_1$</td>
<td>0.84</td>
<td>$t_1$</td>
<td>0.19</td>
</tr>
<tr>
<td>$p$</td>
<td>0.25</td>
<td>$s_1$</td>
<td>0.07</td>
<td>$v_2$</td>
<td>0.35</td>
<td>$h_2$</td>
<td>0.07</td>
<td>$t_2$</td>
<td>0.19</td>
</tr>
<tr>
<td>$g$</td>
<td>0.005</td>
<td>$s_2$</td>
<td>0.11</td>
<td>$v_3$</td>
<td>0.05</td>
<td>$h_3$</td>
<td>0.15</td>
<td>$t_3$</td>
<td>0.08</td>
</tr>
<tr>
<td>$d_r$</td>
<td>0.15</td>
<td>$s_3$</td>
<td>0.6</td>
<td>$m_1$</td>
<td>0.16</td>
<td>$h_4$</td>
<td>0.06</td>
<td>$t_4$</td>
<td>0.08</td>
</tr>
<tr>
<td>$w_r$</td>
<td>0.13</td>
<td>$s_4$</td>
<td>0.5</td>
<td>$m_2$</td>
<td>0.03</td>
<td>$h_5$</td>
<td>0.15</td>
<td>$t_5$</td>
<td>0.15</td>
</tr>
<tr>
<td>$d_p$</td>
<td>0.2</td>
<td></td>
<td></td>
<td>$m_3$</td>
<td>0.09</td>
<td>$h_6$</td>
<td>0.03</td>
<td>$g_0$</td>
<td>0.06</td>
</tr>
</tbody>
</table>

results with a two-layer, 10-mil Rogers RO4350 substrate are reported in [19]. The presented results show a 0.2 dB insertion loss and $-20$ dB input matching ($|S_{11}|$) from $26.5 - 29.5$ GHz.

The subarray integrated with the transition is simulated with CST Microwave Studio’s time domain solver. The embedded input matching of half of the elements is shown in Fig. 4.3(a); the bandwidth at $|S_{11}| < -10$ dB is from $26.5 - 29.5$ GHz. The embedded mutual coupling between adjacent and every other element is under $-16$ dB as shown in Fig. 4.3(b). The embedded radiation pattern of the center subarray is shown in Fig. 4.4. The average of the embedded realized gains, computed over all subarrays, increases from 13.8
4.3 Calibration and Measurements

Figure 4.3: Embedded element simulation results for (a) reflection coefficient and (b) mutual coupling.

Figure 4.4: Embedded radiation pattern of the central subarray in (a) azimuth (E-plane) and (b) elevation (H-plane).

to 15 dBi across the operating frequencies. This is expected because the size of the aperture in terms of wavelength increases with frequency. This is in line with the design goal set in Table 4.1, where the subarray gain and the feeding loss were considered to be equal to 15 and 1 dB, respectively. The radiation pattern is narrow in the elevation plane (H-plane) due to subarraying, while a wide beamwidth in azimuth (E-plane) is achieved. The realized gain variation within ±60° has a minimum and maximum of 3.5 and 6 dB, respectively. The gain variation is the largest at 29.5 GHz. This can be attributed to a slight directivity increase at higher frequencies. The cross-polarization ratio is lower than −35 dB in the azimuth plane.

4.3 Calibration and Measurements

Fig. 4.5 shows the manufactured prototype of the designed phased array antenna. The structure consists of five layers, where all the metal layers have been manufactured by aluminum milling. The PCB is placed between the shield layer and the cooling layer, which is an efficient way to stabilize the temperature of RF active components on the PCB. This solution was proposed in [19, 20]. In this arrangement, the GaN components dissipate heat directly
into the shield layer, and through PCB to the cooling layer. The shield layer has a bed of pins used for transition back-short, and also to suppress unwanted cavity modes. The cooling layer contains the openings for microstrip transition, and also acts as a conductive plane over the ridge gapwaveguide.

The phased array is characterized and calibrated in transmit mode. All measurements were performed in the farfield using a vector network analyzer and a standard gain horn antenna. To achieve the intended performance, the active phased arrays were calibrated by adjusting the relative phase between channels. Although the design is symmetrical in all parts, there will be an unavoidable difference between channels due to, e.g., edge effects, manufacturing, assembly, and component differences, particularly due to varying BFICs’ performance. Inconsistency in the phases of a phased array channels results in beams with lower gain and higher side lobe levels [A]. The channel phase calibration follows the method in [67]; details are omitted here for the sake of compactness. This process offers the minimum requirement for the hardware, has a simple process, and best suits arrays with a small number of elements [79]. The symmetry in the design and low $N_F E$ allowed a simplification of the calibration procedure and reduced calibration measurement time. The calibration was performed only at the broadside at 28 GHz and applied to all frequencies and steering angles. The results presented in the following are calibrated. Radiation pattern measurements were calibrated under similar conditions to ensure comparison consistency. Despite considering all the systematic error sources into account, the measurement results are predicted to have uncertainties. This may result from antenna angular misalignment, IC temperature drift, and measurement equipment noise. GaN IC’s transmit path gain can change by 5 dB in the range from 25 – 95°C [75].
4.3. Calibration and Measurements

Fig. 4.6 shows the measured normalized radiation pattern in the azimuth plane at 28 GHz only (center frequency of the band). The main beam was measured at steering angles $-30^\circ$, $0^\circ$, and $30^\circ$ as shown in Fig. 4.6 (a), (b), and (c), respectively. The measured side lobe levels are $<-10$ dB for all radiation patterns, and the 3-dB beamwidth equals $12^\circ$ and $14^\circ$ in the broadside and the $\pm30^\circ$ directions, respectively. As can be seen from Fig. 4.6, the measurement results agree well with the simulations. The calibrated measurement EIRP beam patterns at three different frequencies are shown in Fig. 4.7. The phased array beams span a field-of-view within the $\pm60^\circ$ range in the azimuth plane ($E$-plane). This is in line with the value specified in Table 4.1. As can be seen from Fig. 4.7, the EIRP increases with frequency, because the antenna gain of the sub-array element increases with frequency. Meanwhile, the PA’s gain decreases slightly with frequency, but the antenna gain increase dominates. The maximum EIRP of far steering angles is lower than in the broadside because the effective aperture area is reduced when the phased array scans away from the broadside, as expected. See, e.g., the embedded radiation pattern of the center subarray, Fig. 4.4(a).

The EIRP and the total transmit gain (defined as the ratio between EIRP and input RF power) in the broadside direction v.s. input RF power, are both shown at three frequencies in Fig. 4.8. The EIRP at P1dB is equal to 57, 57.5 and 60 dBm at 27, 28, and 29 GHz, respectively. The maximum measured EIRP at these frequencies is 59.5, 61, and 62.5 dBm, respectively. In comparison to the values provided in Case 5 of Table 4.1, the design achieves its EIRP goal at 29 GHz. This difference can have multiple sources, e.g., the differences between the PAs’ performance, the PAs going into compression at lower input power, and higher loss in the feeding lines, transitions, and antenna elements. The directions of maximum EIRP of the scanned beams in the $E$-plane are shown in Fig. 4.9. The 21 beams were measured over the whole operating frequency band employing the phased array calibration at the broadside at 28 GHz. The beams cover $\pm60^\circ$ angular range at 28 GHz. However, the range is larger at lower frequencies and smaller at higher frequencies because of the beam squint effect while steering the beams over a wide frequency band [73].
Figure 4.6: Measured patterns in azimuth plane (E-plane) at (a) $-30^\circ$, (b) $0^\circ$, and (c) $30^\circ$. All patterns are normalized to their maximum value.

Figure 4.7: Measured beams in terms of EIRP with $-3$ dBm input power, in azimuth plane at (a) 27, (b) 28, and (c) 29 GHz.
4.3. Calibration and Measurements

![Graph](image)

Figure 4.8: Measurements of EIRP and total transmit gain (EIRP/P\textsubscript{in}) at broadside angle beam vs. RF input power at three frequencies.

The measured temperatures of BFIC and the case of the antenna versus RF input power are shown in Fig. 4.10(a). In the proposed structure, the all-metal antenna assembly also functions as a double-sided heat sink, dissipating heat from components on both the top and bottom, as shown in Fig. 4.5 by the red arrow. The shield layer is equipped with a fan and a heat sink, which is intended to provide additional temperature stability during all the measurements. The steady-state case temperature was read both in front and back of the phased array, as shown in Fig. 4.10(b). The GaN-based RFFE and SiGe-based BFIC have a maximum operating temperature of about 110°C. The figure shows that the phased array can support high power while having a temperature that all circuitry can handle. The BFIC only reaches a maximum temperature of 92°C at the highest power performance. Maximum temperature changes for the case are 8°C and for the BFICs are 13°C (from 79 to 92°C). Therefore, for the proposed design, the traditional heat dissipation mechanism is enough, compared to the design described in [71], in which heat pipes with very high thermal conductivity are used for heat transmission. Because GaN-based RFFE has no integrated thermometer, its temperature cannot be measured directly. Fig. 4.10(a) also displays the phased array’s total DC power consumption. It represents the total power consumed by the PA and other components. The system as a whole consumes approximately 42 W of DC power at P1dB and 30 W at 9 dB BO. According to the estimates presented in Table 4.1, the PAs deliver 10.4 W at 9 dB BO. The differences between measurements and estimations have mainly two sources. Firstly, measurements comprise the whole phased array system, including PAs. Secondly, the practical PAE might be lower than what has been assumed in Table 4.1.

Table 4.3 summarizes the performance of the phased array antenna system presented here and compares it with state-of-the-art high EIRP phased arrays at 28 GHz. Compared with published 8 × 8 arrays, the proposed design shows higher EIRP while using fewer active components. Achieving higher EIRP is equivalent to higher power consumption.
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Figure 4.9: Measured direction of maximum EIRP ($\theta_{\text{max}}$) of the beams in $E$-plane.

Figure 4.10: (a) Temperature readout of the BFIC and the phased array’s case, and total DC power consumption versus RF input power in TX mode. (b) Front and back view of the manufactured phased array prototype.

4.4 Summary and Conclusions

The design and experimental verification of the performance of a compact high-EIRP phased array based on GaN high-power amplifiers and gapwaveguide antenna technology are demonstrated. The horizontal-polarized phased array antenna can deliver 60.5 dBm EIRP at the saturation regime. It covers a scanning range of $\pm 60^\circ$ in the azimuth plane and supports the frequency range from 26.5 – 29.5 GHz. The use of a fully metallic antenna structure helps stabilize the antenna temperature due to an efficient heat power dissipation mechanism while delivering high EIRP with a relatively small array size of 8×8 elements compared to previous designs. A potential application of the proposed design is as a highly efficient and low-cost base station antenna system for 5G wireless communications.
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Table 4.3: Comparison with state-of-the-art phased arrays at 28 GHz

<table>
<thead>
<tr>
<th>Ref.</th>
<th>This work</th>
<th>[80]</th>
<th>[19]</th>
<th>[71]</th>
</tr>
</thead>
<tbody>
<tr>
<td>PA Tech.</td>
<td>150nm GaN</td>
<td>SiGe BiCMOS</td>
<td>SiGe BiCMOS</td>
<td>150nm GaN</td>
</tr>
<tr>
<td>Ant. Tech.</td>
<td>Gapwaveguide</td>
<td>Stacked patch</td>
<td>Gapwaveguide</td>
<td>n/a</td>
</tr>
<tr>
<td>$OP_{PA}$ P$_{sat}$ [dBm]</td>
<td>31</td>
<td>-</td>
<td>17</td>
<td>33</td>
</tr>
<tr>
<td>$OP_{PA}$ P$_{1dB}$ [dBm]</td>
<td>28</td>
<td>16</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Beamforming Architecture</td>
<td>Analog</td>
<td>Analog</td>
<td>Analog</td>
<td>Digital</td>
</tr>
<tr>
<td>Array Size</td>
<td>$8 \times 8$</td>
<td>$8 \times 8$</td>
<td>$8 \times 8$</td>
<td>$15 \times 24$</td>
</tr>
<tr>
<td>Subarray Size</td>
<td>8</td>
<td>1</td>
<td>4</td>
<td>15</td>
</tr>
<tr>
<td>$N_{FE}$</td>
<td>8</td>
<td>64</td>
<td>16</td>
<td>24</td>
</tr>
<tr>
<td>EIRP [dBm]</td>
<td>58*</td>
<td>55*</td>
<td>51**</td>
<td>75</td>
</tr>
<tr>
<td>Scan Range (Az./El.) [$^\circ$]</td>
<td>$\pm 60/-$</td>
<td>$\pm 50/\pm 40$</td>
<td>$\pm 45/\pm 10$</td>
<td>$\pm 60/-$</td>
</tr>
<tr>
<td>Tx Total P$_{DC}$ [W]</td>
<td>42*</td>
<td>21.8*</td>
<td>13***</td>
<td>n/a</td>
</tr>
<tr>
<td>Tx Total P$<em>{DC}$ / $N</em>{FE}$ [W]</td>
<td>5.25*</td>
<td>0.34*</td>
<td>0.812***</td>
<td>n/a</td>
</tr>
</tbody>
</table>

*At P1dB. **At Psat. ***At 8 dB BO.
Chapter 5

Performance Analysis of mmWave 5G Analog Beamforming Phased Array Antennas in Indoor Environments - Collocated vs. Distributed Deployment

5.1 Introduction

5G millimeter-wave (mmWave) technology is gaining significant interest, not only from researchers in academia but also from the telecom industry [81, 82]. The mmWave 5G services are ideal for supporting outdoor hotspots in cities as well as indoors or anywhere more capacity is required [83]. The massive multiple-input multiple-output (MIMO) technology is a key enabler of 5G wireless systems. It employs array antennas with a large number of antenna elements at the base station, which serve many users simultaneously. Massive MIMO employs beamforming and spatial division multiplexing techniques to achieve high signal-to-interference-plus-noise ratio (SINR) and throughput. Moreover, multi-user beamforming allows for high user signal amplification and high spatial resolution, increasing the spectral efficiency by an order of magnitude [84, 85].

In order to achieve very high data rates in the mmWave frequencies with massive MIMO, blockage and propagation path loss that are more severe in
comparison with sub-6 GHz bands need to be overcome [86]. For example, many objects, including the human body, may entirely block the transmitted signal. This renders the communication link between the base station and the user unreliable [87]. For collocated array antennas, the communications link can be improved by exploiting the reflections of the transmitted signals by means of beamforming. Another strategy to overcome the blockage is to deploy antennas distributed over the desired coverage area, known as "distributed massive MIMO" [88]. While it may increase the cost of the system in the short term, it provides a more reliable link between a set of base station antennas and users, covers wider areas, improves spectral and energy efficiency, and increases average cell throughput [89–91].

Cooperative distributed antenna systems have drawn attention in order to increase the throughput of mobile communication systems [92]. The conceptual design of cooperative cellular distributed antenna systems is presented in [93], which relies on independently distributed fading channels that are more likely to be generated than with collocated antenna systems. Closed-form formulas for available data rate and multiplexing gain of mmWave massive MIMO with the distributed structure were derived in [94]. [95] extensively studies various configurations of distributing antennas for downlink mmWave transmission in Rician channels. At mmWaves, the comparison between collocated and distributed deployment has merely been made using generic channel models and ideal omnidirectional or theoretical antenna elements in the considered array antenna systems, while multiple experiments have been reported at a variety of sub-6 GHz bands [96–99]. The results suggest that distributed antenna systems improve spectral efficiency and coverage in indoor offices and industrial environments.

Research on distributed massive MIMO, including wireless power transfer, faces challenges such as frequency synchronization, channel and hardware impairments, and optimizing access point placement [100–102]. These challenges involve ensuring coherent power transfer, mitigating hardware limitations, and reducing transmit power through strategic access point positioning. Overcoming these hurdles is crucial to fully exploit the potential of distributed massive MIMO in wireless power transfer applications [103].

In addition to the examination of the advantages of collocated vs. distributed massive MIMO indoor deployment, another question of high relevance is the complexity of the massive MIMO transceivers. On the one hand, conventional fully digital high-performance beamforming networks use a full-digital chain from baseband up to the RF front end per antenna element. This renders them costly and, hence, impractical for the time being. On the other hand, hybrid beamforming combines baseband digital beamforming with analog phased array antennas (PAAs), which have a network of phase shifters in the RF domain. The deployment of PAAs and their characteristics have a considerable impact on system performance and need to be studied. To the best of the authors’ knowledge, there is currently no published research work that has investigated the use of realistic PAA systems in collocated and distributed
deployment at mmWaves for various indoor environments.

Therefore, we aim to narrow the aforementioned gaps in this chapter. The main contributions are listed below.

- We thoroughly investigate the downlink performance of collocated vs. distributed mmWave indoor communication systems employing various state-of-the-art mmWave PAAs, presented in Chapters 3 and 4, with the help of various realistic indoor propagation channel models. The channel models are generated using the QuaDRiGa (QUAsi Deterministic RadIo channel GenerAtor) software [104, 105], where the indoor office channel models are based upon the 3GPP 38.901 technical report [106].

- We show that the distributed antenna system has superior performance compared to the collocated one in almost all cases. This advantage is true for all types of propagation channels, precoding schemes, and PAA beam arrangements.

5.2 System Model and Figures of Merit

In this section, we describe the system model and several relevant figures of merit that we aim to apply to evaluate the performance of two state-of-the-art antenna systems. Here we focus on the SINR, the gain of the RF power amplifier (PA), which is denoted by $G_{RF}$, and the achievable sum rate capacity, denoted by $SR$.

5.2.1 System Model

In order to evaluate the performance of the PAA systems, we consider the downlink of a single-cell narrowband hybrid multi-user MIMO (MU-MIMO) system shown in Fig. 5.1. We assume that each base station equipped with $M$ analog beamforming PAA is serving $K \leq M$ users, each equipped with a single antenna, which we denote as user equipment (UE). An analog beamforming network, a PA, a mixer, and a digital-to-analog converter (DAC) are the main components of a PAA. Fig. 5.1 shows a schematic of $M$ analog beamforming networks, each of which consists of a planar array antenna with $N_{az} \times N_{el}$ elements and a total antenna gain of $G_A$ in the broadside (BS) direction. The main beam is directed using phase shifters, which are connected to each antenna element in the array. Each PAA selects one beam at a time to transmit information. All of the PAAs are connected to a centralized processing unit that handles the precoding scheme and selects the beams of the PAAs according to a beam selection algorithm (see Section 5.3.3). We further assume perfect channel state information (CSI) both at the transmitter and receiver.

Based on Fig. 5.1, we define the input-output relationship to be given by

$$y = Hs + n,$$  \hspace{1cm} (5.1)
where \( y \in \mathbb{C}^{K \times 1} \) is a vector comprising the received signal at each UE receiver, \( H \in \mathbb{C}^{K \times M} \) is the downlink MU-MIMO channel matrix, \( s \in \mathbb{C}^{M \times 1} \) is the transmit signal vector after passing the PAs, and \( n \in \mathbb{C}^{K \times 1} \) is the Additive White Gaussian Noise (AWGN) vector at each UE receiver with zero means and \( \sigma_n \) standard deviation.

Let \( x \in \mathbb{C}^{K \times 1} \) be the transmit signal vector intended for the \( K \) UEs. The transmit signals are uncorrelated \( \mathbb{E}\{x_k x_k^*\} = 0, \) for \( k \neq k' \), and satisfy the power normalization \( \mathbb{E}\{|x_k|^2\} = 1 \). The operation \( \mathbb{E}\{x\} \) denotes mathematical expectation of \( x \), and \( x^* \) is the complex conjugate of \( x \). Hence, we can further express Eq. (5.1) as

\[
y = H \sqrt{G_{RF}} p + n \quad (5.2)
\]

\[
y = H \sqrt{G_{RF}} W x + n, \quad (5.3)
\]

where \( p \in \mathbb{C}^{M \times 1} \) is the linearly precoded transmit signal vector such that \( p = W x \). \( W \in \mathbb{C}^{M \times K} \) is the precoding matrix with instantaneous power normalization, \( \text{trace}(W W^H) = 1 \) [107, 108] . The proportionality constant \( G_{RF} \geq 0 \) represents the gain of the amplifier in RF chains. We assume that \( G_{RF} \) is constant across all RF chains.

Two linear precoding schemes are considered in this study: the matched-filtering (MF) precoding and the zero-forcing (ZF) precoding. The precoding matrices are given by

\[
W = \begin{cases} 
\frac{H^\dagger}{\|H^\dagger\|^2} & \text{for MF} \\
\frac{H^\dagger (HH^\dagger)^{-1} H}{\|H^\dagger (HH^\dagger)^{-1} H\|^2} & \text{for ZF} 
\end{cases} \quad (5.4)
\]

where we have made use of the instantaneous normalization of the precoding matrix mentioned above. \( H^\dagger \) denotes the hermitian (complex-conjugate)
transpose operation on matrix $H$, and $\|H\|_F$ is the Frobenius norm of the complex matrix $H$. The Frobenius norm is defined as $\|H\|_F = \sqrt{\text{trace}(HH^H)} = \sqrt{\sum_{k=1}^{K} \sum_{m=1}^{M} |H_{k,m}|^2}$. It is worthwhile to recall that MF precoding is used to maximize the received signal power at the UE, while the ZF eliminates the interference at the UE. [108] shows that $W$ is independent of $G_{RF}$.

### 5.2.2 Figures of Merit

#### Signal-to-Interference-plus-Noise Ratio – SINR

The SINR measures the desired signal quality. It is computed in terms of the received power ratios of the desired signal to the sum of interference and noise power levels. It is used to evaluate the capacity of a wireless system.

The SINR of the $k$-th UE in the downlink, which defines the $k$-th-bitstream, i.e., the $k$-th UE throughput can be computed as (see Appendix A.1 for the derivation)

$$\text{SINR}_k = \frac{S_k}{I_k + N_k}, \quad (5.5)$$

where

$$S_k = G_{RF} |H_{k,:} \cdot W_{k,:}|^2, \quad (5.6)$$

is the power of the desired received signal, where $H_{k,:}$ denotes the $k$-th row of the channel matrix and $W_{k,:}$ denotes the $k$-th column of the precoding matrix.

$$I_k = G_{RF} \sum_{k' \neq k}^{K} |H_{k,:} \cdot W_{k',:}|^2 \quad (5.7)$$

is the power of the interfering signals, where $W_{k,:}$ is the $k$-th column of the precoding matrix, and

$$N_k = \sigma_n^2, \quad (5.8)$$

denotes the noise power at each UE receiver, which has been defined above and is assumed to be the same for all UEs. In our analysis further below, we evaluate the SINR as well as the power levels of the desired and the interference signals for a given noise power level as well as maximum transmit power limitations by an array antenna. It is worthwhile to note that the SINR depends both on the deployed antenna systems as well as on the propagation channel.

#### RF Amplifier Gains – $G_{RF}$

As mentioned above, the power amplification required in a PAA system is of great practical relevance. Therefore, we are also interested in evaluating the output power of the PAs, or more specifically, the RF amplifier gains ($G_{RF}$) (see Fig. 5.1 above and Eq. (A.6) in Appendix A.2).

Appendix A.3 shows that $\text{SINR}_k$ is an increasing function of $G_{RF}$, therefore the maximum value for $G_{RF}$ is chosen. It is chosen such that the RF chain
with the highest power of the linearly precoded transmit signal is amplified to the maximum conductive power of the PAA, i.e.

$$G_{RF} = \frac{P_{c,\text{max}}}{\max_{m=1,...,M} \|W_m\|^2},$$  \hspace{1cm} (5.9)$$

where $P_{c,\text{max}}$ is the maximum conductive power of the PAA, and $\|W_m\|$ is the norm of the complex vector $W_m$: representing the $m$-th row of the precoding matrix. Hence, $\|W_m\|^2$ represents the power of the linearly precoded transmit signal $p_m$, which is an element of vector $p$ in Eq. (5.2) (see also Fig. 5.2).

**Achievable Sum Rate – SR**

To evaluate the expected system throughput that different PAAs can achieve in different propagation environments, the achievable sum rate capacity of the $M \times K$ MIMO can be computed \[109\]

$$SR = \sum_{k=1}^{K} \log_2 (1 + \text{SINR}_k),$$  \hspace{1cm} (5.10)$$

where $\text{SINR}_k$ is the SINR of the $k$-th UE computed above.

### 5.3 Propagation Channel Models and Simulation Scenarios

#### 5.3.1 Channel Models

The propagation channel model is essential to system performance evaluation because the latter will depend on multiple propagation channel characteristics. As mentioned above, this chapter focuses on indoor systems. In our evaluation, we make use of well-established, standardized channel models so that the obtained results are relevant to the wireless community and can be easier to understand and compare to future works. Therefore, we consider the statistical 3GPP 38.901 channel model to emulate indoor office propagation channels for frequencies from 0.5 – 100 GHz \[106\]. For the sake of completeness, we provide some of the main characteristics of this channel model below.

The path gain in line-of-sight (LOS) is

$$PG_{LOS}[dB] = -32.4 - 17.3 \log_{10}(d_{3D}) - 20 \log_{10}(f_c),$$  \hspace{1cm} (5.11)$$

where $d_{3D}$ is the 3D distance in meters, and $f_c$ is the frequency in Hz. The path gain model in non-line-of-sight (NLOS) is given by

$$PG_{NLOS}[dB] = \min (PG_{LOS}[dB], PG'_{NLOS}[dB]),$$  \hspace{1cm} (5.12)$$
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Figure 5.2: Illustration of multipath between PAA \( #m \) and UE \( \#k \). FBS: first bounce scatterer. LBS: last bounce scatterer.

where

\[
PG'_{NLOS} [\text{dB}] = -17.3 - 38.3 \log_{10}(d_{3D}) - 24.9 \log_{10}(f_c). \tag{5.13}
\]

Also, the main parameters for LOS and NLOS propagation conditions at 28 GHz are presented in Table 5.1. The parameters in the table include path loss exponent (PLE), shadow fading, delay spread, the azimuth angle of arrival (AoA) spread, the elevation angle of arrival (EoA) spread, the azimuth angle of departure (AoD) spread, the elevation angle of departure (EoD) spread, K-factor, cross-polarization ratio (XPR), and the number of paths (see Fig. 5.2). In the table, \( \mu \) and \( \sigma \) stand for mean and standard deviation, respectively.

Fig. 5.3(a) shows the computed path gain in both LOS and NLOS propagation conditions, along with a comparison to the free space path gain. In LOS conditions according to Eq. (5.11), the PLE = 1.73 is lower than the corresponding value of PLE = 2.0 for the idealized free space propagation. On the other hand, in NLOS conditions, the path gain becomes more severe with PLE = 3.83 (Eq. (5.13)). It is expected that propagation channel characteristics will impact the performance of the evaluated antenna systems.

In order to approach our analysis in a specialized and systematic way, we consider office environments that are subdivided into two main types:

- Indoor mixed office.
- Indoor open office.

These two environments are defined in [106]. They use the 3GPP 38.901 indoor LOS and the 3GPP 38.901 indoor NLOS channels and return a LOS probability based on the 2D distance between the transmitter and the receiver. As shown in Fig. 5.3(b), in the open office, the chance of LOS propagation is higher than in the mixed office, for any given distance between the transmitter and the receiver.
Table 5.1: 3GPP 38.901 channel model parameters for indoor office at 28 GHz.

<table>
<thead>
<tr>
<th>Propagation Channel Condition</th>
<th>LOS</th>
<th>NLOS</th>
</tr>
</thead>
<tbody>
<tr>
<td>PLE</td>
<td>1.73</td>
<td>3.83</td>
</tr>
<tr>
<td>Shadow Fading [dB]</td>
<td>σ_{SF}</td>
<td>3</td>
</tr>
<tr>
<td>Delay Spread [log_{10}[s]]</td>
<td>µ_{DS}</td>
<td>-7.7</td>
</tr>
<tr>
<td></td>
<td>σ_{DS}</td>
<td>0.18</td>
</tr>
<tr>
<td>AoA Spread [log_{10}[°]]</td>
<td>µ_{AAS}</td>
<td>1.6</td>
</tr>
<tr>
<td></td>
<td>σ_{AAS}</td>
<td>0.18</td>
</tr>
<tr>
<td>EoA Spread [log_{10}[°]]</td>
<td>µ_{EAS}</td>
<td>1.5</td>
</tr>
<tr>
<td></td>
<td>σ_{EAS}</td>
<td>0.3</td>
</tr>
<tr>
<td>AoD Spread [log_{10}[°]]</td>
<td>µ_{ADS}</td>
<td>0.14</td>
</tr>
<tr>
<td></td>
<td>σ_{ADS}</td>
<td>0.49</td>
</tr>
<tr>
<td>EoD Spread [log_{10}[°]]</td>
<td>µ_{EDS}</td>
<td>1.06</td>
</tr>
<tr>
<td></td>
<td>σ_{EDS}</td>
<td>0.2</td>
</tr>
<tr>
<td>K-factor [dB]</td>
<td>µ_{KF}</td>
<td>7</td>
</tr>
<tr>
<td></td>
<td>σ_{KF}</td>
<td>4</td>
</tr>
<tr>
<td>XPR [dB]</td>
<td>µ_{XPR}</td>
<td>11</td>
</tr>
<tr>
<td></td>
<td>σ_{XPR}</td>
<td>4</td>
</tr>
<tr>
<td>Number of Paths, I</td>
<td>15</td>
<td>19</td>
</tr>
</tbody>
</table>

5.3.2 Channel Emulation in QuaDRiGa

A structured and useful implementation of the above-mentioned channel models is available in the QuaDRiGa simulation package. QuaDRiGa can be regarded as a 3GPP 38.901 channel model reference implementation [105]. It incorporates full 3D propagation, including antenna modeling and scattering clusters as well as spherical wave propagation and spatially correlated large and small-scale fading at both the transmitter and receiver sides of the communications link, i.e., in our case, the base station and the UE, respectively.

Fig. 5.2 shows a sketch of the channel modeling approach in QuaDRiGa between a PAA and a UE. Given M PAAs and K UEs, the channel matrix \( \mathbf{H} \in \mathbb{C}^{K \times (Q_{az} \times Q_{el}) \times M} \) represents the channel responses between all PAAs beams and UEs. Each PAA has \( Q_{az} \times Q_{el} \) beams within its scanning range, where \( Q_{az} \) and \( Q_{el} \) are the number of beams in the azimuth and elevation planes, respectively. One beam per PAA will be chosen based on its ability to maximize SR (see Section 5.3.3 for the beam selection algorithm), and \( \mathbf{H} \) will be generated from these beams using the details described below. The \( (k, q, m) \) entry of \( \mathbf{H} \) representing the multipath channel impulse response between the \( q \)-th beam of
Figure 5.3: (a) Path gain in indoor environment at 28 GHz. (b) Distance-dependent LOS probability of indoor open and mixed office environments.

the $m$-th PAA and the $k$-th UE is computed as

\[
\tilde{h}_{k,q,m}(t) = \sum_{i=0}^{I} h'_{i,k,q,m}(t - \tau_i),
\]

(5.14)

where $h'_{i,k,q,m}$ is the impulse-response corresponding to the $i$-th path between the $m$-th PAA when it is beam-steered towards the $q$-th direction, $q \in \{1, \ldots, Q_{az} \times Q_{el}\}$ and the $k$-th UE, and $\tau_i$ is the time delay in the $i$-th path. $I + 1$ is the number of channel paths: at most one LOS if it exists and $I$ NLOS. When there is no LOS path between $m$-th PAA and $k$-th UE, $h'_{0,k,q,m}$ is zero. The parameters outlined in Table 5.1 are utilized to determine the angles and delays associated with the $i$-th NLOS path. Consequently, it is possible to compute the precise locations of both the first bounce scatterer (FBS) and the last bounce scatterer (LBS), referring to the initial and final reflections along the path, respectively. It is worthwhile to note that both the radiation pattern of the PAAs and the UEs are taken into account in the computation of Eq. (5.14). For the sake of simplicity, the UE antenna radiation pattern is considered isotropic, thus it has no effect on the channel. Finally, $\tilde{h}_{k,q,m}(t)$ is converted to the frequency domain to obtain $\tilde{H}_{k,q,m}(f)$, the $(k, q, m)$ entry of the spatial channel transfer matrix $\tilde{H}$.

### 5.3.3 Beam Selection for Channel Matrix Building

The final channel matrix $H$ is generated using the spatial channel transfer matrix $\tilde{H}$ in conjunction with a beam selection algorithm. In our algorithm, we choose beams that maximize the MU-MIMO achievable sum rate capacity.
because it is a fundamental figure of merit for a wireless system. The approach assumes an exhaustive search scheme, as suggested in [110]. It evaluates all the possible combinations of the beams and chooses the optimal selection. It is assumed that all channels from the PAAs’ individual beams to the UEs are known. Each of $M$ PAAs produces $Q_{az} \times Q_{el}$ beams, resulting in a total of $(Q_{az} \times Q_{el})^M$ beam combinations. After evaluating the achievable sum rate capacity of each combination using Eq. (5.10), the optimum combination can be selected,

\[
(i_1, \ldots, i_M) = \arg \max_{i_1, \ldots, i_M = 1, \ldots, Q_{az} Q_{el}} SR. \quad (5.15)
\]

This approach optimizes the performance but it is a time-consuming solution and requires further investigation.

### 5.4 Simulation Scenarios and Simulation Steps

#### 5.4.1 Collocated vs. Distributed Antenna Systems

As discussed above, we aim to investigate the performance of various PAA systems in two essentially different deployment scenarios:

- Collocated PAAs.
- Distributed PAAs.

Fig. 5.4 depicts an aerial view of the two scenarios. In the collocated scenario, all PAAs are placed next to each other in one corner of the room, while in the distributed scenario, PAAs are placed in all four corners of the room.

We specialize our results to the indoor environment comprising a room of $80 \times 80 \times 3$ m$^3$ in size. The placement heights of the PAAs and the UE antennas are 3 m and 1 m, respectively. The positions of the UEs in the room are random in the horizontal plane with a uniform distribution. The room parameters are
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Table 5.2: Properties of simulation cases

<table>
<thead>
<tr>
<th>Case</th>
<th>1</th>
<th>2</th>
<th>3</th>
</tr>
</thead>
<tbody>
<tr>
<td>No. of UEs, ( K )</td>
<td>4</td>
<td>4</td>
<td>4</td>
</tr>
<tr>
<td>No. of PAAs, ( M )</td>
<td>4</td>
<td>4</td>
<td>4</td>
</tr>
<tr>
<td>No. Az. beams, ( Q_{az} )</td>
<td>16</td>
<td>8</td>
<td>16</td>
</tr>
<tr>
<td>No. El. beams, ( Q_{el} )</td>
<td>1</td>
<td>2</td>
<td>1</td>
</tr>
<tr>
<td>Az. angular step (^\circ)</td>
<td>7.5</td>
<td>15</td>
<td>7.5</td>
</tr>
<tr>
<td>El. angular step (^\circ)</td>
<td>-</td>
<td>5</td>
<td>-</td>
</tr>
<tr>
<td>( G_A @ BS ) [dBi]</td>
<td>29.4</td>
<td>23.4</td>
<td>23.1</td>
</tr>
<tr>
<td>Max cond. power, ( P_{c,max} ) [dBm]</td>
<td>28</td>
<td>22</td>
<td>28</td>
</tr>
<tr>
<td>Max EIRP @ BS [dBm]</td>
<td>57.4</td>
<td>45.4</td>
<td>51.1</td>
</tr>
<tr>
<td>Az. HPBW @ BS (^\circ)</td>
<td>5.7</td>
<td>24.3</td>
<td>12.2</td>
</tr>
<tr>
<td>El. HPBW @ BS (^\circ)</td>
<td>5.4</td>
<td>5.4</td>
<td>11.6</td>
</tr>
<tr>
<td>Array size, ( N_{az} \times N_{el} )</td>
<td>16 × 4</td>
<td>4 × 4</td>
<td>8 × 1</td>
</tr>
<tr>
<td>Polarization of PAA</td>
<td>45°-slant</td>
<td>45°-slant</td>
<td>horizontal</td>
</tr>
<tr>
<td>Polarization of UE</td>
<td>45°-slant</td>
<td>45°-slant</td>
<td>horizontal</td>
</tr>
</tbody>
</table>

defined according to Table 7.2-2 in [106], where a detailed scenario description is provided for channel model calibration. The center-to-center distance between neighboring PAAs in collocated scenarios is considered 20 cm, and they are aligned to have the BS direction towards the center of the room.

For each scenario and propagation environment mentioned above, three simulation cases are considered, the details of which are given in Table 5.2. Hereafter, the number of UEs and PAAs in all simulations is \( K = M = 4 \). Cases 1 and 2 make use of the PAA presented in Chapter 3, which is capable of analog beamforming within an angular range of ±60° and ±10° in the azimuth and elevation planes, respectively. A useful feature of this PAA is that it is modular with four identical and independent subarrays. Therefore, the PAA is able to function in two ways: first, all subarrays form one large PAA, which corresponds to Case 1, and second, each subarray works as an independent PAA, as in Case 2. Case 1 has a high antenna gain of 29.4 dBi in the BS direction. Case 2 has a lower antenna gain of 23.4 dBi in the BS direction. As a result of the high antenna gain and larger aperture in Case 1, its half-power beamwidth (HPBW) is smaller than that of Case 2. Case 3 uses a PAA with a 23.1 dBi antenna gain in the BS direction, which is presented in Chapter 4. This PAA is capable of beamforming in the azimuth plane only within an angular range of ±60°. The beam coverage of the PAAs is shown in Fig. 5.5, where the antenna gain by the PAAs in the main beams at each angle \([Q_{az}; Q_{el}]\) is shown.

Another important property of PAAs is effective isotropic radiated power (EIRP), which is defined as \( \text{EIRP} = P_c G_A \), where \( P_c \) is the conductive power and \( G_A \) is the total array antenna gain. The maximum EIRP values for the
PAAs considered here are 9 dB backed off from their saturation points in order to preserve signal linearity. These EIRP values are used in conjunction with the conductive powers $P_c$ in the simulations. The maximum conductive power $P_{c,\text{max}}$ is chosen to meet the maximum total radiated power (TRP) for local area base stations of 33 dBm [69].

5.4.2 Simulation Steps

A concise flow chart of the main simulation steps is shown in Fig. 5.6. The structure follows the modeling approach outlined above, including the computation of the figures of merit of interest.

The simulation study focuses on the comparison of the deployment of two different PAAs, realized in fundamentally two different spatial configurations.
of the PAAs in two different indoor propagation environments, and evaluated for two different beamforming algorithms.

The operational frequency chosen for the simulations is 28 GHz. The noise power and interference level play important roles in the quality of the received signal. Here and for the rest of the chapter, we assume the noise power at the UEs is \( \sigma_n^2 = N_0 B = -99 \ \text{dBm} \), where \( N_0 = -174 \ \text{dBm/Hz} \) is the thermal noise power in a one-hertz bandwidth at room temperature and \( B = 30 \ \text{MHz} \) is the signal bandwidth assumed throughout all simulations. The total number of samples for a single simulation is 500, hence, \( s = 1, \ldots, 500 \). All computed parameters are shown as empirical cumulative distribution functions (CDFs). Corresponding mean values and standard deviations are also computed. For \( G_{RF} \), the received signal, interference, and SINR, mean and standard deviation values are computed in the logarithmic domain. This is due to the log-normal distribution of these parameters in downlink cellular networks [111].
Figure 5.7: The distribution of the path gain plus antenna gain (in dB) in two propagation conditions and three PAA cases. (a) Case 1 in the 3GPP 38.901 indoor LOS channel, (b) case 1 in the 3GPP 38.901 indoor NLOS channel, (c) case 2 in the 3GPP 38.901 indoor LOS channel, (d) case 2 in the 3GPP 38.901 indoor NLOS channel, (e) case 3 in the 3GPP 38.901 indoor LOS channel, and (f) case 3 in the 3GPP 38.901 indoor NLOS channel.

5.5 Simulation Results and Analysis

5.5.1 Path Gain

To illustrate the impact of the propagation channels on the received signals when beamforming is employed, we compute the received signal at several positions evenly distributed over the simulated room for two different propagation channels. Fig. 5.7 shows the distribution of the link path gain plus antenna gain (in dB) for the PAAs in all cases. Results are shown when the arrays transmit in the BS direction. Two propagation channels are considered:

- The 3GPP 38.901 indoor LOS channel.
- The 3GPP 38.901 indoor NLOS channel.

The path gains in these cases are spatially correlated. The effects of the main lobe, side lobes, and also nulls of the antenna’s radiation pattern are visible in Fig. 5.7(a), (c), and (e). Multipath propagation has changed the path gain distribution considerably. As a result, at some positions, more visibly in
the direction of pattern nulls specifically, the gain has increased. The distribution of the received signal has become more even. In Fig. 5.7(b), (d), and (f), there is no effect of the radiation pattern visible anymore, and the path gain plus antenna gain has dropped significantly. Computing the average of the path gain (in linear scale) over all the simulated positions of the room is $-75.5, -100.6, -75.2, -96.7, -75.6$ and $-94.4$ dB when converted to dB scale. These values correspond to Fig. 5.7(a) through (f). These average values are well correlated with the respective PLEs. As can be seen from the above results, the propagation channel will have a non-negligible impact on the system performance as evaluated next.

### 5.5.2 RF PA Gains

The CDFs of RF PA Gain $G_{RF}$ Eq. (5.9) of all PAAs or equivalently total RF transmit power (see Appendix A.2) for the three considered cases are shown in Fig. 5.8, 5.9, and 5.10. The mean and standard deviation corresponding to these CDFs are presented in Tables 5.3 and 5.4. The following observations can be made from the aforementioned figures and tables. The distributed scenario (Dist) requires less RF transmit power than the collocated scenario (Coll) in all cases. The required power is on the order of $\approx 1.7$ dB lower on average, which is about 50% less transmit power. The choice of precoding scheme affects the total RF transmit power too. Indeed, ZF requires a higher transmit power than MF, which is expected because MF is well-known to optimize the link power while ZF minimizes interference. In fact, the MF requires $\approx 1$ dB (25%) less power than the ZF. However, it depends on the environment and the antenna distribution too, as explained above. Case 1 and 3, having the same $P_{c,max}$, are using an equal amount of RF power. Case 2 transmits roughly 6 dB (300%) less than the other cases, where it has 6 dB less $P_{c,max}$ as well. On the other hand, the spatial beam arrangement of each individual PAA ($[Q_{az}, Q_{el}]$) shows no significant change in the total RF transmit power.

### 5.5.3 Received Signal, Interference and SINR

Tables 5.5 and 5.6 show the mean and standard deviation of the received signal power in the UE locations in all cases. The reception by UEs also shows improved performances when the PAAs are distributed in all cases. This is due to the higher path gain in the distributed scenario. Besides, the standard deviation of the received signal power decreases when PAAs are distributed. In the open environment, the LOS probability is higher, therefore the received signal level is also increased generally. Almost always in the distributed scenario of the open environment, the UEs are within LOS distance of at least one PAA, but in the collocated scenario, there is a large probability that the UEs do not see any PAA in their LOS. The mean of the received signal level in the distributed deployment of the open environment is $\approx 20$ dB higher than the mixed environment.
The mean and standard deviation of interference signal power at the position of each UE are shown in Tables 5.7 and 5.8. In these tables, only results for MF precoding are presented. The interference level is almost zero in ZF.
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Table 5.3: Mean of $G_{RF}$ [dB], comparing collocated and distributed scenarios.

<table>
<thead>
<tr>
<th>$[Q_{az}, Q_{el}]$</th>
<th>Mixed</th>
<th></th>
<th>Open</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>MF</td>
<td>ZF</td>
<td>MF</td>
<td>ZF</td>
</tr>
<tr>
<td>Coll</td>
<td>Dist</td>
<td>Coll</td>
<td>Dist</td>
<td>Coll</td>
</tr>
<tr>
<td>Case 1</td>
<td>[16,1]</td>
<td>31.3</td>
<td>29.7</td>
<td>32.7</td>
</tr>
<tr>
<td></td>
<td>[8,2 ]</td>
<td>31.4</td>
<td>29.6</td>
<td>32.7</td>
</tr>
<tr>
<td>Case 2</td>
<td>[16,1]</td>
<td>25.8</td>
<td>23.4</td>
<td>27.0</td>
</tr>
<tr>
<td></td>
<td>[8,2 ]</td>
<td>25.7</td>
<td>23.5</td>
<td>26.9</td>
</tr>
<tr>
<td>Case 3</td>
<td>[16,1]</td>
<td>31.5</td>
<td>29.5</td>
<td>32.8</td>
</tr>
</tbody>
</table>

Table 5.4: Standard deviation of $G_{RF}$ [dB], comparing collocated and distributed scenarios.

<table>
<thead>
<tr>
<th>$[Q_{az}, Q_{el}]$</th>
<th>Mixed</th>
<th></th>
<th>Open</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>MF</td>
<td>ZF</td>
<td>MF</td>
<td>ZF</td>
</tr>
<tr>
<td>Coll</td>
<td>Dist</td>
<td>Coll</td>
<td>Dist</td>
<td>Coll</td>
</tr>
<tr>
<td>Case 1</td>
<td>[16,1]</td>
<td>1.2</td>
<td>1.3</td>
<td>0.7</td>
</tr>
<tr>
<td></td>
<td>[8,2 ]</td>
<td>1.2</td>
<td>1.3</td>
<td>0.7</td>
</tr>
<tr>
<td>Case 2</td>
<td>[16,1]</td>
<td>1.0</td>
<td>1.3</td>
<td>0.6</td>
</tr>
<tr>
<td></td>
<td>[8,2 ]</td>
<td>1.1</td>
<td>1.3</td>
<td>0.6</td>
</tr>
<tr>
<td>Case 3</td>
<td>[16,1]</td>
<td>1.2</td>
<td>1.3</td>
<td>0.7</td>
</tr>
</tbody>
</table>

precoding, as it was shown earlier. In the distributed scenario, the level of interference also increases, similar to the received signal level, but the intensity of the increment is less.

Finally, the SINRs at the UE locations are computed using Eq. (5.5) and shown in Figs. 5.11, 5.12, and 5.13 for all three cases. The mean and standard deviation of these CDFs are presented in Tables 5.9 and 5.10. The improvement of the distributed deployment over the collocated deployment can be seen across all the results. It should be noted here that ZF precoding results in an SINR distribution with a smaller standard deviation. This gives the benefit of a more reliable link between PAAs and UEs.

5.5.4 Achievable Sum Rate

Figs. 5.14, 5.15, and 5.16 show the CDF of the achievable sum rate computed by Eq. (5.10), where all the curves have been obtained from 500 simulated data points. It can be immediately seen that the distributed scenario always leads to higher SR levels, as expected because of the similar behavior of the SINR. For instance, in the mixed environment, where all the antennas have 16 beams in azimuth planes and the MF precoding scheme is used, the mean of the SR is increased in all cases, by 4, 3, and 3 bps/Hz, respectively. This is due to the fact that the likelihood of a UE being closer to a PAA increases in the
Table 5.5: Mean of received signal power [dBm], comparing collocated and distributed scenarios.

<table>
<thead>
<tr>
<th>$[Q_{az}, Q_{el}]$</th>
<th>Mixed</th>
<th>Open</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>MF</td>
<td>ZF</td>
</tr>
<tr>
<td></td>
<td>Coll</td>
<td>Dist</td>
</tr>
</tbody>
</table>

| Case 1 | [16, 1] | −88 | −77 | −82 | −74 | −87 | −54 | −78 | −53 |
|        | [8, 2]  | −90 | −78 | −84 | −75 | −89 | −57 | −80 | −56 |
| Case 2 | [16, 1] | −94 | −85 | −91 | −85 | −91 | −59 | −87 | −63 |
|        | [8, 2]  | −93 | −84 | −90 | −83 | −92 | −59 | −86 | −61 |
| Case 3 | [16, 1] | −89 | −79 | −84 | −77 | −87 | −55 | −80 | −56 |

Table 5.6: Standard deviation of received signal power [dBm], comparing collocated and distributed scenarios.

<table>
<thead>
<tr>
<th>$[Q_{az}, Q_{el}]$</th>
<th>Mixed</th>
<th>Open</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>MF</td>
<td>ZF</td>
</tr>
<tr>
<td></td>
<td>Coll</td>
<td>Dist</td>
</tr>
</tbody>
</table>

| Case 1 | [16, 1] | 25 | 23 | 5 | 4 | 43 | 21 | 8 | 12 |
|        | [8, 2]  | 26 | 23 | 6 | 4 | 42 | 20 | 8 | 11 |
| Case 2 | [16, 1] | 23 | 22 | 5 | 4 | 39 | 16 | 8 | 12 |
|        | [8, 2]  | 24 | 22 | 5 | 4 | 41 | 17 | 8 | 12 |
| Case 3 | [16, 1] | 24 | 24 | 5 | 4 | 41 | 19 | 8 | 12 |

ZF precoding scheme shows a larger improvement in the distributed over collocated scenario as compared to the MF precoding. It is mainly because ZF removes the interference at UE positions. The effect of the environment on the system performance can be inferred from the figures too. In Case 1, for example, when all 16 beams are in azimuth planes ($[Q_{az}, Q_{el}] = [16, 1]$), the mean SR increases from 23 to 33 bps/Hz in the indoor mixed environment and from 28 to 61 bps/Hz in the open environment. It can be seen that there is a significant increase in the SR in the open environment, and that is because of the higher LOS probability. The distribution of PAAs increases the chance for UEs to make a LOS link with at least one PAA in the open environment. Similar behavior can be observed in other cases and precoding schemes as well.

The SR increases slightly in both scenarios of Case 1 when $[Q_{az}, Q_{el}] = [16, 1]$ in comparison with $[Q_{az}, Q_{el}] = [8, 2]$. Since the vertical spread of the UE locations in the indoor environment is limited, it is advantageous that all of the beams are in the same plane when the HPBW is small. With $[Q_{az}, Q_{el}] = [16, 1]$ all the beams cover the azimuth plane within their HPBW (look at Fig. 5.5(a) and (b)). Meanwhile, the opposite effect can be seen in both scenarios of case 2, where beams with larger HPBW are employed. When $[Q_{az}, Q_{el}] = [8, 2]$ is used, it causes an increase in SR in both collocated and distributed scenarios.
Table 5.7: Mean of interference power [dBm], comparing collocated and distributed scenarios.

<table>
<thead>
<tr>
<th>$[Q_{az}, Q_{el}]$</th>
<th>Mixed</th>
<th></th>
<th></th>
<th>Open</th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>MF</td>
<td>ZF</td>
<td>MF</td>
<td>ZF</td>
<td>MF</td>
<td>ZF</td>
</tr>
<tr>
<td>Case 1</td>
<td>Coll</td>
<td>Dist</td>
<td>Coll</td>
<td>Dist</td>
<td>Coll</td>
<td>Dist</td>
</tr>
<tr>
<td>16, 1</td>
<td>−93</td>
<td>−87</td>
<td>−</td>
<td>−</td>
<td>−86</td>
<td>−68</td>
</tr>
<tr>
<td>8, 2</td>
<td>−94</td>
<td>−86</td>
<td>−</td>
<td>−</td>
<td>−87</td>
<td>−69</td>
</tr>
<tr>
<td>Case 2</td>
<td>Coll</td>
<td>Dist</td>
<td>Coll</td>
<td>Dist</td>
<td>Coll</td>
<td>Dist</td>
</tr>
<tr>
<td>16, 1</td>
<td>−97</td>
<td>−90</td>
<td>−</td>
<td>−</td>
<td>−90</td>
<td>−68</td>
</tr>
<tr>
<td>8, 2</td>
<td>−97</td>
<td>−90</td>
<td>−</td>
<td>−</td>
<td>−89</td>
<td>−69</td>
</tr>
<tr>
<td>Case 3</td>
<td>Coll</td>
<td>Dist</td>
<td>Coll</td>
<td>Dist</td>
<td>Coll</td>
<td>Dist</td>
</tr>
<tr>
<td>16, 1</td>
<td>−93</td>
<td>−85</td>
<td>−</td>
<td>−</td>
<td>−86</td>
<td>−66</td>
</tr>
</tbody>
</table>

Table 5.8: Standard deviation of interference power [dBm], comparing collocated and distributed scenarios.

<table>
<thead>
<tr>
<th>$[Q_{az}, Q_{el}]$</th>
<th>Mixed</th>
<th></th>
<th></th>
<th>Open</th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>MF</td>
<td>ZF</td>
<td>MF</td>
<td>ZF</td>
<td>MF</td>
<td>ZF</td>
</tr>
<tr>
<td>Case 1</td>
<td>Coll</td>
<td>Dist</td>
<td>Coll</td>
<td>Dist</td>
<td>Coll</td>
<td>Dist</td>
</tr>
<tr>
<td>16, 1</td>
<td>7</td>
<td>8</td>
<td>−</td>
<td>−</td>
<td>12</td>
<td>9</td>
</tr>
<tr>
<td>8, 2</td>
<td>7</td>
<td>8</td>
<td>−</td>
<td>−</td>
<td>12</td>
<td>10</td>
</tr>
<tr>
<td>Case 2</td>
<td>Coll</td>
<td>Dist</td>
<td>Coll</td>
<td>Dist</td>
<td>Coll</td>
<td>Dist</td>
</tr>
<tr>
<td>16, 1</td>
<td>7</td>
<td>8</td>
<td>−</td>
<td>−</td>
<td>12</td>
<td>9</td>
</tr>
<tr>
<td>8, 2</td>
<td>7</td>
<td>8</td>
<td>−</td>
<td>−</td>
<td>13</td>
<td>10</td>
</tr>
<tr>
<td>Case 3</td>
<td>Coll</td>
<td>Dist</td>
<td>Coll</td>
<td>Dist</td>
<td>Coll</td>
<td>Dist</td>
</tr>
<tr>
<td>16, 1</td>
<td>7</td>
<td>9</td>
<td>−</td>
<td>−</td>
<td>13</td>
<td>9</td>
</tr>
</tbody>
</table>

Fig. 5.5(c) and (d) show the beam coverage by the antenna of case 2. Tables 5.11 and 5.12 summarize the mean and standard deviation of all the simulations.

Table 5.13 and 5.14 provide an overview of the top four simulation conditions, ranked according to the SR mean in the indoor mixed and indoor open environments, respectively. The table also presents the SR values when CDF is equal to 0.05 ($F_{SR} = 0.05$). Distributed scenarios will always achieve better performance than collocated scenarios. In addition to this, in comparison to MF, the ZF precoding scheme offers a higher average achievable sum rate capacity. A high SR can also be expected from the open office propagation environment due to the higher probability of the LOS condition.

## 5.6 Summary and Conclusions

In this chapter, we presented the performance of three state-of-the-art 28-GHz PAAs in indoor environment channel models as specified by 3GPP 38.901. These PAAs, the designs of which were introduced in earlier chapters of the thesis, were proposed for high-data-rate communication. Therefore their capability to satisfy this goal in mmWave 5G is investigated in different settings of the indoor environment, namely, the placement of PAAs, analog beam config-
Figure 5.11: The CDFs of SINR at the UE locations in case 1: (a) MF, and (b) ZF.

Figure 5.12: The CDFs of SINR at the UE locations in case 2: (a) MF, and (b) ZF.

Figure 5.13: The CDFs of SINR at the UE locations in case 3: (a) MF, and (b) ZF.
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Table 5.9: Mean of SINR [dB], comparing collocated and distributed scenarios.

<table>
<thead>
<tr>
<th>[Q_{az}, Q_{el}]</th>
<th>Mixed</th>
<th>Open</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>MF</td>
<td>ZF</td>
</tr>
<tr>
<td></td>
<td>Coll</td>
<td>Dist</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Case 1</td>
<td>[16,1]</td>
<td>3</td>
</tr>
<tr>
<td></td>
<td>[8,2]</td>
<td>2</td>
</tr>
<tr>
<td>Case 2</td>
<td>[16,1]</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>[8,2]</td>
<td>1</td>
</tr>
<tr>
<td>Case 3</td>
<td>[16,1]</td>
<td>2</td>
</tr>
</tbody>
</table>

Table 5.10: Standard deviation of SINR [dB], comparing collocated and distributed scenarios.

<table>
<thead>
<tr>
<th>[Q_{az}, Q_{el}]</th>
<th>Mixed</th>
<th>Open</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>MF</td>
<td>ZF</td>
</tr>
<tr>
<td></td>
<td>Coll</td>
<td>Dist</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Case 1</td>
<td>[16,1]</td>
<td>23</td>
</tr>
<tr>
<td></td>
<td>[8,2]</td>
<td>24</td>
</tr>
<tr>
<td>Case 2</td>
<td>[16,1]</td>
<td>21</td>
</tr>
<tr>
<td></td>
<td>[8,2]</td>
<td>22</td>
</tr>
<tr>
<td>Case 3</td>
<td>[16,1]</td>
<td>22</td>
</tr>
</tbody>
</table>

The findings demonstrate that the distributed deployment of PAAs consistently yields a higher achievable sum rate capacity compared to the scenario where all PAAs are collocated. The configuration of analog beams of the PAAs can also increase the capacity if selected according to the antenna array’s characteristics. When having narrow beams (HPBW = 5.7°) with high directivity (Case 1), better performance is achieved with all 16 beams in the azimuth plane. But with wider beams of Case 2, a higher sum rate capacity is obtained with the [8,2] beam configuration which has lower overlap between the beams compared to the [16,1] one. Employing ZF precoding shows usually a great advantage in the phased array with high power, however, it requires a more complicated implementation compared to MF.

The choice of PAA for indoor environment wireless communication involves multiple parameters. Although PAAs with high EIRP are necessary for this purpose, many more conditions need to be set to achieve high-data-rate communication.
Figure 5.14: The CDFs of achievable sum rate capacity in case 1: (a) MF, and (b) ZF.

Figure 5.15: The CDFs of achievable sum rate capacity in case 2: (a) MF, and (b) ZF.

Figure 5.16: The CDFs of achievable sum rate capacity in case 3: (a) MF, and (b) ZF.
Table 5.11: Mean of SR [bps/Hz], comparing collocated and distributed scenarios.

<table>
<thead>
<tr>
<th>$[Q_{az}, Q_{el}]$</th>
<th>Mixed</th>
<th>Open</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>MF</td>
<td>ZF</td>
</tr>
<tr>
<td></td>
<td>Coll</td>
<td>Dist</td>
</tr>
<tr>
<td>Case 1</td>
<td></td>
<td></td>
</tr>
<tr>
<td>[16, 1]</td>
<td>16</td>
<td>20</td>
</tr>
<tr>
<td>[8, 2]</td>
<td>19</td>
<td>21</td>
</tr>
<tr>
<td></td>
<td>22</td>
<td>24</td>
</tr>
<tr>
<td></td>
<td>25</td>
<td>22</td>
</tr>
<tr>
<td>Case 2</td>
<td></td>
<td></td>
</tr>
<tr>
<td>[16, 1]</td>
<td>12</td>
<td>15</td>
</tr>
<tr>
<td>[8, 2]</td>
<td>13</td>
<td>16</td>
</tr>
<tr>
<td></td>
<td>19</td>
<td>16</td>
</tr>
<tr>
<td></td>
<td>18</td>
<td>18</td>
</tr>
<tr>
<td>Case 3</td>
<td></td>
<td></td>
</tr>
<tr>
<td>[16, 1]</td>
<td>15</td>
<td>18</td>
</tr>
<tr>
<td></td>
<td>20</td>
<td>20</td>
</tr>
</tbody>
</table>

Table 5.12: Standard deviation of SR [bps/Hz], comparing collocated and distributed scenarios.

<table>
<thead>
<tr>
<th>$[Q_{az}, Q_{el}]$</th>
<th>Mixed</th>
<th>Open</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>MF</td>
<td>ZF</td>
</tr>
<tr>
<td></td>
<td>Coll</td>
<td>Dist</td>
</tr>
<tr>
<td>Case 1</td>
<td></td>
<td></td>
</tr>
<tr>
<td>[16, 1]</td>
<td>2.7</td>
<td>5.8</td>
</tr>
<tr>
<td>[8, 2]</td>
<td>5.9</td>
<td>6.8</td>
</tr>
<tr>
<td></td>
<td>4.7</td>
<td>6.1</td>
</tr>
<tr>
<td></td>
<td>4.5</td>
<td>6.2</td>
</tr>
<tr>
<td>Case 2</td>
<td></td>
<td></td>
</tr>
<tr>
<td>[16, 1]</td>
<td>2.8</td>
<td>5.2</td>
</tr>
<tr>
<td>[8, 2]</td>
<td>5.4</td>
<td>6.8</td>
</tr>
<tr>
<td></td>
<td>4.8</td>
<td>5.2</td>
</tr>
<tr>
<td></td>
<td>4.8</td>
<td>5.6</td>
</tr>
<tr>
<td>Case 3</td>
<td></td>
<td></td>
</tr>
<tr>
<td>[16, 1]</td>
<td>2.8</td>
<td>6.3</td>
</tr>
<tr>
<td></td>
<td>4.8</td>
<td>5.3</td>
</tr>
</tbody>
</table>

Table 5.13: The scenarios with the best performance are sorted by mean of SR in the mixed environment.

<table>
<thead>
<tr>
<th>PAA case</th>
<th>Beam config.</th>
<th>Precod. scheme</th>
<th>Scenario</th>
<th>SR [bps/Hz] Mean $F_{SR} = 0.05$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>[16, 1]</td>
<td>ZF</td>
<td>Dist.</td>
<td>33</td>
</tr>
<tr>
<td>1</td>
<td>[8, 2]</td>
<td>ZF</td>
<td>Dist.</td>
<td>31</td>
</tr>
<tr>
<td>3</td>
<td>[16, 1]</td>
<td>ZF</td>
<td>Dist.</td>
<td>29</td>
</tr>
<tr>
<td>2</td>
<td>[8, 2]</td>
<td>ZF</td>
<td>Dist.</td>
<td>22</td>
</tr>
</tbody>
</table>

Table 5.14: The scenarios with the best performance are sorted by mean of SR in the open environment.

<table>
<thead>
<tr>
<th>PAA case</th>
<th>Beam config.</th>
<th>Precod. scheme</th>
<th>Scenario</th>
<th>SR [bps/Hz] Mean $F_{SR} = 0.05$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>[16, 1]</td>
<td>ZF</td>
<td>Dist.</td>
<td>61</td>
</tr>
<tr>
<td>3</td>
<td>[16, 1]</td>
<td>ZF</td>
<td>Dist.</td>
<td>58</td>
</tr>
<tr>
<td>1</td>
<td>[8, 2]</td>
<td>ZF</td>
<td>Dist.</td>
<td>57</td>
</tr>
<tr>
<td>2</td>
<td>[8, 2]</td>
<td>ZF</td>
<td>Dist.</td>
<td>51</td>
</tr>
</tbody>
</table>
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Chapter 6

Conclusions and Directions for Further Research

The thesis has addressed several critical aspects of mmWave phased array systems, i.e., challenges in terms of low-loss antenna elements, high-power front-ends, and efficient integration to achieve high EIRP in a wide-angle beam scanning range over a large bandwidth, compact form factor, and cost-effectiveness. Gapwaveguides have emerged as a viable solution, bridging the gap between dielectric substrate-based planar transmission lines and non-planar rectangular and circular waveguides. They offer a feasible, low-cost, and low-loss transmission line for mmWave frequencies, overcoming many challenges associated with traditional waveguide structures, such as high-loss, power handling, bandwidth, and complexity.

Hybrid beamforming, which combines analog and digital beamforming techniques, has proven to be the primary choice for achieving beamforming capabilities in mmWave systems. Moreover, designing phased arrays compatible with hybrid beamforming has been the focus of researchers in the last few years. Two phased arrays based on gapwaveguide technology are designed and verified for this purpose. In order to integrate the antenna elements with the active RF circuitry, different transition topologies are designed and proposed.

Additionally, the thesis emphasizes the significance of high-power phased arrays in developing mmWave 5G applications. High-power phased arrays are crucial in achieving the desired coverage and data rates in mmWave communication. The thesis contributes to developing efficient and powerful phased array systems suitable for mmWave 5G applications by leveraging the advancements in gapwaveguide technology and integrating high-power front-ends.

Last but not least, the focus is on evaluating the downlink performance of the proposed phased arrays in indoor environments as densely populated areas. mmWave 5G aims to provide high-data-rate coverage in areas with high user density, such as indoor environments. This aligns with the primary objective of mmWave 5G deployment. Considering specific challenges posed
by indoor environments, such as higher NLOS probability and blockage, the thesis addresses the performance analysis of the designed phased arrays in such scenarios.

6.1 Conclusions

The main contributions of this thesis can be summarized as follows:

- The thesis presents two major types of microstrip to ridge gapwaveguide transitions: top PCB and through PCB. Depending on the assembly design of the system’s antenna element and the active RF circuitry components, different PCB designs are needed. Three types of top PCB microstrip to ridge gapwaveguide transitions are designed for the frequency range of $26.5 - 29.5$ GHz. A wideband through PCB microstrip to waveguide transition is designed as well. The performance of these transitions is evaluated when integrated with a previously designed antenna array. Through PCB transitions offer wider bandwidth and more robustness to tolerances but with more insertion loss. Top PCB transitions are independent of the PCB stack-up but they occupy a relatively larger space on the PCB.

- In this thesis, gapwaveguide technology is employed to design antenna element components. It offers wide bandwidth and low loss, and is used to simplify the phased array structure and to handle a high power. In order to comply with the antenna array spacing requirement, only one row of pins was placed between elements. This provided an isolation of $<-17$ dB over the band. The gapwaveguide technology does not have the capability to deliver dual-polarized antenna elements with a small form factor yet. Therefore this technology is a great candidate for designing phased arrays with a single polarization. Gapwaveguide-based antennas, similar to the other waveguide-based antennas, need to be used in subarray form in the design of phased arrays, which limits the scanning range in one plane.

- A linear array antenna with eight antenna elements is designed using gapwaveguide technology. Each element features eight radiating slots and is fed from the center. Combining radiating elements and feeding them together, i.e. subarraying, offers a higher antenna gain per channel, and maintaining the element width close to $0.5\lambda_0$ makes the antenna element suitable to be employed in an array configuration with wide beam scanning. Designing antennas in gapwaveguide technology provides the advantage of integration with active components that dissipate a large amount of heat. This antenna is specifically tailored for 5G applications at mmWave frequencies, which can scan the E-plane within a range of $\pm45^\circ$. The antenna demonstrates excellent performance characteristics, including an active reflection coefficient of less than $-10$ dB across all scan
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angles and frequencies and an average gain of 23 dBi at the broadside. Hence, Gapwaveguide-based phased array antennas can achieve high gain over a wide range of scanning angles and bandwidth.

- A two-port antenna with ±45°-slant polarizations based on gapwaveguide technology is presented. Slant polarizations offer lower side lobe levels in the principal planes compared to those with horizontal and/or vertical polarization. Designing an antenna with two ±45°-slant polarizations is significantly easier than designing a horizontal-vertical one. This is due to the structural symmetry in the structure of the ±45°-slant antennas. The antenna consists of two arrays, each with eight radiating slots and slant polarization. Operating within the frequency band of 24.25 to 27.25 GHz, this antenna is suitable for 5G applications at mmWave frequencies. The two orthogonal linear polarizations show similar radiation patterns for both polarizations over a wide frequency band, due to their geometrical symmetry. Both polarizations achieve an average gain of 14.5 dBi, with a maximum cross-polarization level lower than −15 dB within the operational frequency band. Gapwaveguide-based phased array antennas can be used to exploit the polarization diversity of the propagation channel due to radiated field orthogonality, while at the same time potentially reducing the interference footprint due to reduced side lobe levels.

- A novel, simple, and low-profile 45°-polarized phased array antenna element is introduced. This innovative solution, requiring only two layers, enables a full scanning range in azimuth. The proposed design addresses the challenges of achieving high inter-element isolation, reducing the inter-element distance to 0.56λ₀, and accommodating larger space requirements for rotating slots than vertical slots, which was helpful in achieving better antenna element-to-element isolation. This design advancement contributes to the feasibility of gapwaveguide-based phased arrays with slant polarization.

- The thesis presents a 16 × 16 elements phased array operating at the 28 GHz band for high-power high-data-rate 5G applications. A printed circuit board (PCB) with a reduced layer count is employed for the phased array to make it cost-efficient. In contrast to typical wideband phased arrays with 12 PCB layers, the proposed design utilizes only 6 layers. This significant reduction in layer count is achieved by separating the radiating elements of the phased array from the PCB. By adopting this approach, the wideband characteristics of waveguide antennas are maintained while accommodating the large 16 × 16 array configuration. Furthermore, the phased array incorporates up/down converters, 1×4 TRX beamformer ICs, and gapwaveguide-based antenna elements. The system exhibits a wide steering range of ±60° in azimuth and ±10° in elevation. With a maximum EIRP of 65.5 dBm and a 3 dB bandwidth of 26.5 − 29.5 GHz, the proposed phased array system demonstrates excellent performance.
and reduced manufacturing complexity, making it an ideal candidate for compact deployment in practical 5G systems. The transmit error vector magnitude (EVM) performance of the slant-polarized gapwaveguide-based phased array is also investigated through non-standardized OTA link measurements. The array showcases high-data-rate transmission capabilities at high EIRP, with a measured EVM of 2.6% during the transmission of modulated signals over a 3 Gbps link at 60.5 dB EIRP.

- The thesis presents the design and experimental verification of a compact, high-EIRP phased array based on GaN high-power amplifiers and gapwaveguide antenna technology. The feasibility of a low-cost GaN-based analog beamforming phased array is experimentally demonstrated. The research outlines a design approach based on the system performance of a compact phased array with analog beamforming capabilities combining various semiconductor technologies. The fully metallic phased array antenna operates within the 26.5 – 29.5 GHz frequency range, supporting a scanning range of ±60° in the azimuth plane. The proposed design improves upon previous approaches by offering efficient heat dissipation and high EIRP output with a relatively small array size of 8×8 elements. The antenna system holds potential as a cost-effective and highly efficient base station for 5G wireless communications.

- The performance of the proposed phased array antennas in indoor environment channel models is evaluated for high-data-rate communication in mmWave 5G. The findings demonstrate that distributed phased array antenna deployment consistently achieves higher achievable sum rate capacities compared to collocated phased array antennas. The configuration of analog beams and the choice of digital precoding scheme also impact performance, with narrower beams and zero-forcing precoding offering advantages in certain scenarios. Selecting the appropriate phased array antenna for indoor wireless communication requires considering multiple parameters beyond high EIRP to ensure effective high-data-rate communication.

### 6.2 Directions for further research

1. Simplifying the slot layer in a 45° slant polarized phased array: One potential direction for future research is to explore design methods that simplify the manufacturing process of the slot layer in a 45° slant-polarized phased array. Investigating a design in which the ridge gapwaveguide directly feeds 45° slanted slots can employ an alternative manufacturing approach, such as using 2D processes like etching. This research could focus on optimizing the design and fabrication methods to achieve similar or improved performance while simplifying the manufacturing steps.

2. Designing a phased array based on gapwaveguide technology at 60 GHz:
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While this thesis primarily focuses on the 28 GHz frequency band, as a widely licensed frequency band for mmWave 5G for indoor applications, another promising frequency band for indoor communications is 60 GHz. In this frequency range, there are opportunities for high data rate communication and the potential to overcome some of the challenges associated with lower frequency bands. Designing a phased array based on gapwaveguide technology for the 60 GHz frequency band would be an exciting avenue to explore. This research could involve designing and optimizing antenna elements, beamforming techniques, and performance analysis specific to the 60 GHz frequency band, considering factors such as path loss, interference, and propagation characteristics in indoor environments.

3. Analysis of the uplink of the proposed 28-GHz phased array antennas: In this thesis, two 28-GHz phased array antennas were designed, and their downlink performance is analyzed in the indoor environment. Further research can extend the analysis to include the uplink aspect of these antennas. This analysis would involve studying the beamforming techniques, power control mechanisms, and signal transmission characteristics in the uplink scenario. It would also consider factors such as UE power requirements, added noise by the phased arrays, multi-user scenarios, and channel conditions. This research would provide valuable insights into the overall system performance, including power consumption, signal quality, interference mitigation, SINR, and achievable sum rate capacity.

4. Determining SINR and maximum achievable sum-rate capacity in the indoor environment with $+/-45^\circ$ slant polarizations and random UE orientation: To assess the performance of phased arrays in indoor environments, it would be valuable to investigate the impact of various factors on the signal-to-interference-plus-noise ratio (SINR) and the maximum achievable sum-rate capacity. Specifically, analyzing the scenarios where the phased arrays have both $+45^\circ$ and $-45^\circ$ polarizations and the user equipment (UE) has a random orientation would provide insights into the system’s performance in practical deployment scenarios. This research would involve characterizing the antenna radiation patterns, modeling the indoor environment, and accounting for polarization and orientation effects to determine the reliability and coverage of the link using the SINR and maximum achievable sum-rate capacity. The findings would aid in optimizing system parameters, such as antenna configuration and beamforming strategies, to enhance the performance of indoor mmWave communication systems.

5. Experimental verification of indoor analyses: To validate the analytical and simulation-based findings presented in chapter 5, conducting experimental verification in real-world indoor environments would be a valuable next step. This research would involve setting up testbeds to measure
the performance of the designed phased arrays, evaluating the system’s performance metrics, and comparing them with the theoretical analyses. Experimental verification would provide practical insights into the system’s behavior, validate the accuracy of the proposed designs, and identify potential areas for further improvement.

Overall, these suggestions for further research aim to expand upon the research presented in this thesis by extending the analysis to different frequency bands, assessing uplink performance, considering practical deployment scenarios, and validating the theoretical findings through experimental verification. These research directions would contribute to advancing gapwaveguide-based phased arrays for mmWave communication systems, particularly in indoor environments.
Appendix A

Mathematical derivations and proofs

A.1 Derivation of SINR formula

Using Eq. (5.3), the total received signal by \( k \)-th UE, \( y_k \), can be written as

\[
y_k = H_k : \sqrt{G_{RF}} p + n_k \nonumber = H_k : \sqrt{G_{RF}} W x + n_k \nonumber = H_k : \sqrt{G_{RF}} W x + \sum_{k' \neq k} H_{k'} : \sqrt{G_{RF}} W_{k'} x_{k'} + n_k, \quad (A.1)
\]

where \( H_k : \) is the \( k \)-th row of matrix \( H \) and \( W_{k} \) is the \( k \)-th column of matrix \( W \). The transmit signals \( x_k \) are uncorrelated and have unit power. Therefore, the power of a received signal by \( k \)-th UE can be written as

\[
E \left\{ |y_k|^2 \right\} = G_{RF} |H_k : W_k|^2 + G_{RF} \sum_{k' \neq k} |H_{k'} : W_{k'}|^2 + \sigma_n^2. \quad (A.2)
\]

Hence the SINR for \( k \)-th UE can be written as

\[
\text{SINR}_k = \frac{S_k}{I_k + N_k} = \frac{G_{RF} |H_k : W_k|^2}{G_{RF} \sum_{k' \neq k} |H_{k'} : W_{k'}|^2 + \sigma_n^2}. \quad (A.3)
\]

By replacing the ZF’s precoding matrix definition in Eq. (5.4) into Eq. (A.3),
as following:

\[ y = H \sqrt{G_{RF}} W x + n \]
\[ = \sqrt{G_{RF}} \frac{HH^\dagger (HH^\dagger)^{-1}}{\|H^\dagger (HH^\dagger)^{-1}\|_F} x + n \]  \hspace{1cm} (A.4)
\[ = \sqrt{G_{RF}} \frac{I_K}{\|H^\dagger (HH^\dagger)^{-1}\|_F} x + n, \]

where \( I_K \) is the identity matrix of size \( K \), the received signal by \( k \)-th UE can be written as,

\[ y_k = \sqrt{G_{RF}} \frac{x_k + n_k}{\|H^\dagger (HH^\dagger)^{-1}\|_F}. \]  \hspace{1cm} (A.5)

This equation shows that using the ZF precoding, there will be no interference at the UE locations.

### A.2 Relation between \( G_{RF} \) and transmit signal powers

The power of linearly precoded transmit signal \( p_m \) is

\[ E \left\{ |p_m|^2 \right\} = E \left\{ |W_m^\dagger x|^2 \right\} = E \left\{ W_m^\dagger x x^\dagger W_m^\dagger \right\} = W_m^\dagger E \left\{ x x^\dagger \right\} W_m^\dagger = W_m^\dagger I_K W_m^\dagger = \|W_m^\dagger\|^2. \]  \hspace{1cm} (A.6)

\( E \left\{ |s_m|^2 \right\} \) can be written as (see Fig. 5.1)

\[ E \left\{ |s_m|^2 \right\} = G_{RF} E \left\{ |p_m|^2 \right\} = G_{RF} \|W_m\|^2. \]  \hspace{1cm} (A.7)

The sum of all the power of linearly precoded transmit signals can be computed as

\[ \sum_{m=1}^{M} E \left\{ |p_m|^2 \right\} = \sum_{m=1}^{M} \|W_m\|^2 = \|W\|_F = 1, \]  \hspace{1cm} (A.8)
A.3. **Proving SINR$_k$ is an increasing function of $G_{RF}$**

which is due to the normalization of the precoding matrix $W$. Therefore it can be shown that the total conductive transmit power is

$$\sum_{m=1}^{M} \mathbb{E}\{|s_m|^2\} = G_{RF}. \tag{A.9}$$

Let us rewrite Eq. (A.3) as below

$$\text{SINR}_k = \frac{G_{RF}S_{k0}}{G_{RF}I_{k0} + N_k}, \quad \tag{A.10}$$

where $S_{k0} = |H_kW_{,:k}|^2 > 0$, $I_{k0} = \sum_{k' \neq k}^{K} |H_{k'}W_{,:k'}|^2 \geq 0$ and $N_k > 0$. Because $G_{RF}$ and $W$ are independent, $G_{RF}$ is also independent of $S_{k0}$ and $I_{k0}$. The derivative of SINR$_k$ of $G_{RF}$ is

$$\frac{d\text{SINR}_k}{dG_{RF}} = \frac{S_{k0}N_k}{(G_{RF}I_{k0} + N_k)^2}, \quad \tag{A.11}$$

which is always greater than zero. Therefore SINR$_k$ is an increasing function of $G_{RF}$.
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