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ABSTRACT
In this paper, we present an FPGA-based smart camera sys-
tem with support for dynamic run-time reconfiguration. The
underlying architecture consists of a static SoC which can be
extended by dynamic modules. These modules are responsi-
ble for the stream-based image processing and can be loaded
and unloaded at run-time. Furthermore, even the position of
these modules in the processing chain can be exchanged.

1. INTRODUCTION
FPGA-based embedded systems are of increasing impor-
tance especially in the signal and image processing domain.
For instance, intelligent embedded systems for image pro-
cessing, such as smart cameras, rely on FPGA-based archi-
tectures [1]. Many FPGA devices support dynamic partial
reconfiguration. With this advantage, we can envisage new
designs with new and improved possibilities and properties,
like an adaptive design, which can adapt itself to a new oper-
ation environment. Moreover, the ability to replace modules
at run-time decreases the area overhead which further leads
to smaller FPGAs. This reduces also the overall power con-
sumption. Partially reconfigurable hardware provides also
advantages in the design flow. With well defined interfaces,
reconfigurable modules can be developed and implemented
without the knowledge of the rest of the system. Even if the
system is deployed, new modules can be developed and in-
tegrated into the system. Having a library with many recon-
figurable modules, the system is able to adapt new environ-
ments or to meet new requirements which make such a sys-
tem very interesting in the research field of self-organizing
computing, for example, for smart cameras.

We will demonstrate such a smart camera system based
on a partially reconfigurable SoC, described in details in
[2], at the workshop. The static system provides a CPU,
the SoC infrastructure and the interfaces for the camera sys-
tem. Most of the image processing algorithms, e.g., filter-
ing, color transformation and detection, or marker modules
are implemented as partially reconfigurable modules which
can be dynamically loaded and unloaded at run-time.

2. ARCHITECTURE
The system is implemented on the Xilinx Virtex-II Pro XUP
board and consists of an embedded CPU sub-system includ-
ing the external DDR-memory and the reconfigurable part
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Fig. 1. System overview of the heterogeneous FPGA-based
smart camera SoC platform consisting of CPU sub-system
and reconfigurable area. Reconfigurable modules can vary
in size and be freely placed, allowing a very good exploita-
tion of the FPGA space.

(see Figure 1). In the following, these components and the
communication interfaces between them are presented.

2.1. Embedded CPU Sub-system
The main purpose of the software part on the embedded
CPU is to control and manage the overall system. It contains
high-performance peripherals, interfaces, and other IP cores.
These are, e.g., a memory controller to provide access to an
external RAM, a serial port interface for user commands,
and a module for accessing the integrated reconfiguration in-
terface of the FPGA. All components of the embedded CPU
sub-system are connected by the main on-chip system bus,
the processor local bus (PLB).

2.2. Reconfigurable Area
The FPGA area is divided into a static and a dynamic part
(see Fig. 1). The two dark-red areas on the right top and



bottom compose the dynamic part of the system. Reconfig-
uration is only possible in the dynamic part which contains
a reconfigurable on-chip bus (ReCoBus) and I/O bar com-
munication primitives to provide a communication infras-
tructure for dynamically loaded hardware modules. Both
communication primitives are provided by the framework
ReCoBus-Builder [3].

The I/O bar is used for streaming the data and establish-
ing point-to-point connections between hardware modules
which are located in the dynamic area. The basic principle
is that each module is able to read the incoming data, modify
it if necessary, and pass it further to the next module. Details
are described in [4]. In the smart camera platform, the I/O
bar is used to stream video data between the various recon-
figurable processing modules. The modules can modify the
video stream or generate additional output signals.

The ReCoBus [4] (RCB) is an on-chip bus that is suit-
able for dynamically integrating hardware modules into an
FPGA by partial reconfiguration. To allow communication
between the embedded CPU sub-system and the reconfig-
urable part, a PLB/RCB Bridge translates the ReCoBus pro-
tocol to the PLB protocol and vice versa. Using the Re-
CoBus and the bridge, the modules can be accessed from the
CPU, e.g., to configure the module with memory-mapped
registers. Furthermore, the modules have also direct access
to the external memory (DMA). To allow high-speed data
transfers between hardware masters and the memory con-
troller, the bridge uses the native port interface of the mem-
ory controller.

3. RECONFIGURABLE MODULES

We implement several reconfigurable modules to tackle a
wide spectrum of applications for our smart camera plat-
form. In this section we present some of these modules.

The skin color detection is implemented as a hardware
slave module that reads the color values from the I/O bar and
marks them as skin or non-skin by comparing them with a
color template. We have implemented modules for RGB and
YCbCr color spaces. The classification is written as an ad-
ditional signal onto the I/O bar together with the unmodified
video stream.

The filter module is a sliding-window image processing
filter. The current implementation supports a 3x3 filter ma-
trix. To access different image lines, the module stores two
lines in a BRAM-FIFO. Due to the flexible coefficient ma-
trix which parameters are stored in CPU accessible registers,
a module can be configured for different filter functions. For
example, a sobel filter which can be used for edge detection.

The framebuffer hardware master module is implemented
to store the current input image. This is done by double
buffering the images in the on-chip memory via the Re-
CoBus using the NPI interface. We use 32 Bit for storing
one pixel, with 24 Bit for the input RGB values and the re-
maining 8 Bit free for classification results.

The particle filtering framework is partitioned into soft-
ware and hardware part. The software part performs the
sampling and applies the motion model. The hardware part
is used as a co-processor to perform the evaluation steps.

(a) The particle filter tracking three
objects.

(b) The object tracker used to play
a pong game.

Fig. 2. The smart camera tracks three image regions (a per-
son’s head and hands). The tracked hand positions are di-
rectly used to control the paddles of the video game.

The motion detection module compares the pixel val-
ues of two subsequent images to detection motion. Like the
skin color detection module, the result (motion/no motion)
is written as an additional signal onto the I/O bar.

The pixel marker module colors classified pixel or re-
gions with a specified color. The classification of the pixel
is signaled to the marker module with additional I/O bar sig-
nals. The color can be configured by a register interface.

An embedded design for tracking human motion is im-
plemented as an example application to show the flexibility
of the proposed platform. The idea is to detect and track
skin-colored image regions, which is done by applying par-
ticle filtering. The current implementation makes it possible
to track up to 3 image regions. One marker module is used
per region tracker. A simple tennis game is implemented on
top of this application, which can be directly controlled by
the hands of a person, using the results of the tracker (see
Fig. 2).

4. CONCLUSION
This paper presents a flexible FPGA-based smart camera
platform which offers a reconfigurable area for dynamic hard-
ware modules which can be loaded during run-time. One
benefit of such an approach is that customizable and self-
adaptive flexibility can easily be implemented.
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