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ABSTRACT

Bubble curtains are widely used for sound mitigation during offshore pile driving to protect marine life. However, the lack of well validated hydrodynamic models is a major factor in the inability to predict the sound attenuation of a bubble curtain a priori. We present a new dataset resulting from bubble curtain measurements carried out in a 10 m deep and 31 m wide freshwater tank. The data describe the evolution of the void fraction profile and the bubble size distribution along the height of the bubble curtain. On this basis, a new relationship is developed for the dependence of the entrainment parameter of the bubble curtain on the air flowrate. In addition, we have extended a recently developed integral model for round bubble plumes to seamlessly capture the transition from initially individual round plumes to a planar plume after their merger. With additional modifications to the entrainment relation, the effective slip velocity and the initial condition for the bubble size distribution, the new model is found to be in good agreement with the data. In particular, the bubble size distribution sufficiently distant from the source is found to be independent of the gas flowrate, both in the data and in the model.

1. Introduction

Recently, the interest in bubble curtains has increased due to their use in sound mitigation of off-shore pile driving activities. As part of the drive for sustainable energy, many off-shore wind farms are being constructed or planned; e.g. in the European Marine Observation and Data Network (2023) an overview of European wind farm projects and their status can be found. Due to the disturbing effects of pile driving on marine life (see e.g. Dahl et al. (2015) and Popper et al. (2022)) the European Committee initiated the Marine Strategy Framework Directive (MSFD). This overarching initiative has led member states to set regulations in line with the MSFD. Juretzek et al. (2021) provide a comprehensive overview of the current regulations regarding the emitted noise during pile driving. Especially the German implementation has been particularly effective as the sound levels are reduced while the development of wind farms remains economically profitable (Merchant (2019)). The German regulation is based on a sound limit measured at 750 m away from the pile driving site, giving the developer the freedom to reduce the emitted noise by their method of choice. Most frequently bubble curtains are employed for this task (Bellmann (2014)), however Strietman et al. (2018) show that operating a bubble curtain is expensive and costs can easily surpass 100,000 euro per pile. Therefore employing bubble curtains efficiently whilst being sure of meeting the relevant regulations is important. This leads to the need for well validated models to predict the noise reduction of these bubble curtains.

Sound mitigation predictions can only be made if the hydrodynamical properties of the bubble curtain are known either from measurements or based on modelling. Hydrodynamical modelling of bubble plumes is therefore a crucial aspect and also the main focus of this paper. Commander and Prosperetti (1989) showed that the sound attenuation depends on the void fraction and the bubble size distribution in the bubble curtain. The input to sound mitigation models should thus at least contain the local void fraction distribution and the local bubble size distribution. In order to optimize the use of bubble curtains these crucial properties should ideally be found by time efficient models. This has led to growing interest in combining hydrodynamical integral bubble plume models with sound models. Bohne et al. (2019) modelled the bubble curtain using an integral approach that provides a void fraction distribution while the bubble size distribution is assumed constant and taken from a measurement. On this basis, these authors derived the local sound speed based on Commander and Prosperetti (1989) to finally obtain a prediction of the attenuation of the sound. In a later publication, Bohne et al. (2020) developed a model for the prediction of the bubble size distribution in a round plume and this distribution was then used as input to the straight plume model of Bohne et al. (2019). Peng et al. (2021) incorporated the model of Bohne et al. (2020) into their sound propagation model for pile driving.
The integral bubble plume models adopted in the recent sound mitigation models have been a topic of research for a long time. Ditmars and Cederwall (1975) presented plume models for both point and line source plumes with a focus on water quality in lakes. McDougall (1978) investigated the plumes arising from oil-well blow-outs. They derived two different round plume models which they solved using a power series. The work of Milgram (1983) provides a very complete description of a round plume model, including a clear derivation of initial conditions and a review of all the parameters involved. Moreover, they also verified their model using different experimental datasets. In relation to deep lake aeration Wiest et al. (1992) developed a model for round bubble plumes which incorporated mass transport from the bubbles to the surrounding water. More recently, Chu and Prosperetti (2017, 2019) used their round bubble plume model to estimate the intrusion and neutral height of a bubble plume in a stratified environment. As noted by Dissanayake et al. (2021), the development of bubble plume models for straight plumes (originating from a line source) lacks behind as compared to round plumes. They themselves developed a planar plume model for use in stratified environments. Fannelep et al. (1991) derived an analytical solution for planar plumes, although their research was more focused on the induced surface and recirculating flows rather than on the plume itself. Also the work of Bohne et al. (2019) deals with straight bubble plumes. Their model employs a virtual source in line with Brevik and Kluge (1999), and uses the same parameters as Cederwall and Ditmars (1970) to fit the model to the data. All of these straight plume models have in common that they assume an average flow field close to the nozzles including initial conditions that are averaged in the homogeneous direction. Nozzle geometry and the flow field close to the nozzle are however known to have an important impact on the bubble size distribution (e.g. Ponasse et al., 1998; Voit et al., 1987), which cannot be captured using this approach. Part of this paper focuses on combining straight plume modelling with capturing the important flow field characteristics close to the nozzle such that the bubble size distribution can be modelled throughout the entire domain. Further closing in on the gap between round and straight plume modelling, by now being able to continuously model the bubble size distribution in a straight plume.

Also the availability of reference data is limited for planar plumes. Koubus (1968) reports measurements for both round and planar plumes, the latter conducted in a 1 m x 10 m wide and 2 m deep tank at different air flowrates. They measured the water velocity, the width and the total velocity of the bubbles. In the BORA project (Chmelinskij et al. (2016)) planar bubble plumes have been investigated in a round tank with a diameter of 5 m and a depth of 4.8 m. They measured the bubble size distributions and the void fraction distribution as well as the total rising velocity of the bubbles. Finally, in our previous work (Beelen et al. (2023)), we provided data on the void fraction distribution, the growth rate and on the bubble size distributions in planar bubble plumes in a 4 m x 220 m wide and 3.6 m deep basin.

This paper has two major aims: To provide a dataset which can be used for verification of bubble plume models, and to present a model that predicts the relevant hydrodynamical properties and which is validated against our data. We start with an overview of the experimental setup in Section 2. Then we derive the model in Section 3. The model is verified using the experimental data in Section 4, then we discuss the main model results and assumptions in Section 5, followed by our conclusions in Section 6.

2. Experimental setup

The experimental results presented in this paper originate from two separate setups. Most of the data were obtained in the so-called Offshore Basin (OB) of the Dutch Maritime Research Institute (MARIN). The OB is a large freshwater tank with dimensions of 40 m x 31 m wide and 10 m deep. A PVC pipe with inner diameter \(d_{\text{pipe, in}} = 20 \text{ mm}\) and outer diameter \(d_{\text{pipe, out}} = 25 \text{ mm}\) was placed at the bottom of the tank at \(z_0 = -10 \text{ m}\) covering the entire width of 31 m. Drilled holes with diameter \(d_b = 2 \text{ mm}\) every \(\Delta z_\text{b} = 100 \text{ mm}\) along this pipe function as the air release nozzles. Every 5 m the pipe is supplied with air so that pressure drops within the pipe are minimized (see Fig. 1a). The air is supplied using a Berko diesel compressor, and the normal air flowrate is measured by a CS instruments VA 400 flow sensor. The measurement systems (to be described in the next sections) are mounted on a cable controlled cart that is anchored to the bottom and can be moved to different heights (see Fig. 1b). Additional measurements carried out in MARIN’s smaller Concept Basin (CB 4 m x 220 m wide and 3.6 m deep) have been extensively described in Beelen et al. (2023).

2.1. Electrical probes

We employ a conductivity based technique to measure the void fraction distribution. Each individual probe consists of a needle that is 40 mm long with a diameter of 0.2 mm. The body of the needle except for the exposed tip of approximately 1 mm is electrically insulated by a coating and a potential is applied. Whenever the tip is encapsulated in air the signal between the needle and the ground is broken, so that the bubbles can be detected. Several of these sensors along with their circuitry are assembled on a printable circuit board (PCB) and the use and calibration of these systems is described in detail in Beelen et al. (2023).

For the measurements in the OB, we used 6 PCBs carrying 40 equally spaced needles each to span a total width of \(A = 1.8 \text{ m}\). The PCBs were operated in AC-mode to prevent tarnish from disrupting the measurements. Fig. 1c shows the electrical probes, as mounted during the measurements, just below the waterline and Fig. 1d shows a single PCB before mounting. The measurement campaign in the CB employed 2 of the same PCBs to span a total measurement distance \(A = 0.6 \text{ m}\). In this case, the PCBs were operated in DC mode. Although it is possible...
to infer the bubble size distribution based on the electrical probes, we solely used them for void fraction measurements in this paper. Instead, bubble size data reported here is based on the more accurate optical measurements described in the following.

2.2. Optical system

The optical system is schematically shown in Fig. 2a. The camera is placed inside a watertight casing. It registers the images of bubbles inside the measurement volume between two transparent plates. The volume is illuminated by a LED behind a diffusor plate and the space between the camera and the volume is bridged by a screening pipe to prevent out of focus bubbles from disturbing the images. In Fig. 2b a typical image as taken by the system is shown. The image algorithm used to retrieve the bubble size distribution along with more details on the optical system are described in Beelen et al. (2023). In the present study, the optical system has been used to determine the bubble size distribution.

3. Continuous integral model for plumes originating from a linear nozzle array

Planar bubble plumes typically originate from an array of round plumes emanating from individual nozzles along the pipe. These individual plumes then merge into a straight plume as can be seen in the snapshot in Fig. 3a. The image has been taken by an underwater drone during the measurements in the OB. The merging obviously depends on the spacing between the nozzles ($\Delta x_n$), but also on other factors such as the nozzle diameter ($d_n$) and the ambient gas flowrate per metre ($\gamma_f$). Existing straight plume models do not take the initial round plume stage into account, but employ initial conditions representing averages along the pipe. The region close to the nozzle exit, however, is critical in determining the bubble size distribution throughout the entire bubble curtain and the relevant processes cannot be captured when using simple spatial averaging. A more faithful representation of the initial stage of the plume development can also be important for the local sound attenuation by the bubble curtain. This is because the average void fraction does generally not result in the average sound speed given the highly non-linear relation between the two. An added benefit of incorporating the initial stage is that we can make use of the well studied initial conditions for round plumes.

It is therefore our aim to provide a model that blends the initial round plume stage seamlessly into the development of the planar plume. Doing so requires a suitable domain based on which we can effectively describe the entire bubble curtain at every height. In Fig. 3b the proposed domain has been marked in red. Schematic contour lines representing typical void fraction or velocity distributions at different distances close to the nozzle illustrate the merging of the plumes. Taking advantage of the constant nozzle spacing allows us to employ symmetry along the pipe direction to incorporate all stages of the bubble curtain with limited computational effort. This enables us to build upon the model of Bohne et al. (2020) and to apply it continuously for a straight plume, overcoming the difficulties of the initial description of a straight plume. Bohne et al. (2020) used the standard integral plume assumptions, i.e. symmetry across the centre line, steady mean fields, Gaussian distributions for the velocity and void fraction fields, and the Morton–Taylor–Turner entrainment hypothesis (Morton et al. (1956)) with a constant entrainment factor. Additionally, integrated transport equations for the volume fractions and the average bubble volumes as derived by Lehr et al. (2002) and Mewes and Wiemann (2003) are solved. Our proposed model follows this approach. In presenting the relevant equations, we will use the following coordinate system (see also Fig. 3a and b): In the horizontal plane, the $x$-axis runs along the pipe and the $y$-direction is perpendicular to it. The vertical ($z$-direction) is pointing upward with the origin $z = 0$ located at the water surface. The representative domain describing the entire plume is defined within the symmetry lines which are located at the nozzle ($x = 0$) and in the middle between two nozzles ($x = \frac{1}{2} \Delta x_n$) and in line with the pipe ($y = 0$). The domain thus spans from $0 < x < \frac{1}{2} \Delta x_n$ and $0 < y < \infty$.

Using this domain instead of resorting to the conventional approach of considering dependencies on the radial distance or the spanwise coordinate for round and planar plumes, respectively, allows us to incorporate a smooth transition between the two limiting cases. Since we consider a steady state for the mean field, we will start our derivations from the Reynolds averaged equations.

3.1. Velocity and void fraction field

The bubble curtain originates from nozzles in a hose as individual round plumes, and then transitions to a straight plume and distributions are commonly approximated as Gaussian with radial and linear symmetry respectively. A simple normalized summation of round plumes is consistent with both of these limiting regimes and complies with the symmetry conditions described above. We therefore use the following expression for the time-averaged vertical velocity field $\overline{w}$:

$$\overline{w} = \overline{w}_{0n}^z f_w$$  (3.1)

with $f_w$ given by

$$f_w = \frac{1}{\max f_w} f'_w \quad \text{with} \quad f'_w = \sum_{j=-\infty}^{\infty} \exp \left( -((x - j \Delta x_n)^2 + y^2)/b^2 \right).$$

where $b$ is the Gaussian standard deviation and $\overline{w}_{0n}$ is the velocity above a nozzle (i.e. the velocity at $x = j \Delta x_n$, with $j \in \mathbb{Z}$ and $y = 0$).

3.2. Momentum conservation

From now on we will call \( \bar{m}_{\text{in}} \) the centerpoint velocity. As shown in Fig. 4, Eq. (3.1) describes an array of round Gaussian plumes if \( \Delta x_n \gg b \), while the limit \( \Delta x_n \ll b \) recovers a straight plume with a Gaussian distribution with the smooth transition between these two cases at intermediate \( \Delta x_n \). Note that the contour lines in Fig. 4 correspond to \( \bar{m}_v = 1/\bar{m}_{\text{in}} \). For higher contour levels, the shape transition appears at higher values of \( \bar{m}_v/\Delta x_n \).

Analogously, a time averaged void fraction field can be defined according to

\[
\overline{\varepsilon}_k = \overline{\varepsilon}_{\text{gmk}} \frac{1}{\max(f_x)} f_x.
\]

Here, the parameter \( \lambda \) is the ratio between the standard deviations of the void fraction and velocity fields and accounts for the fact that the void fraction distribution is generally somewhat narrower. The subscript \( k \) is used to refer to the distributions of “small” bubbles (1) or “large” bubbles (2) (see Section 3.4), and \( \overline{\varepsilon}_{\text{gmk}} \) is called the centerpoint void fraction.

3.2. Momentum conservation

We start from the Reynolds-averaged momentum conservation equation for multiphase flow as given for example by Wang and Mao (2005). Since the gas density \( \rho_g \) is much smaller than that of the liquid \( \rho_l \), the momentum is almost exclusively carried by the water, such that it is sufficient to consider the momentum equation for the liquid only. We further note that for typical void fractions of the order of a few percent, fluctuations in the liquid fraction \( \varepsilon_l \) are negligibly small.

In a steady state the momentum conservation in the \( z \)-direction then reads

\[
\frac{\partial}{\partial x} \left( \bar{\rho}_l \bar{u}_x \bar{u}_x + \bar{\rho}_l \bar{u}_x \bar{u}_y + \bar{\rho}_l \bar{u}_x \bar{u}_z \right) + \frac{\partial}{\partial y} \left( \bar{\rho}_l \bar{u}_y \bar{u}_x + \bar{\rho}_l \bar{u}_y \bar{u}_y + \bar{\rho}_l \bar{u}_y \bar{u}_z \right) + \frac{\partial}{\partial z} \left( \bar{\rho}_l \bar{u}_z \bar{u}_x + \bar{\rho}_l \bar{u}_z \bar{u}_y + \bar{\rho}_l \bar{u}_z \bar{u}_z \right) = -\frac{\partial}{\partial z} \bar{p} - \bar{g} \bar{\rho}_l \bar{g}.
\]

(3.3)

Here, the liquid velocity in the \( x \), \( y \) and \( z \)-direction is \( u_x \), \( u_y \) and \( u_z \) respectively. We use the overbar to denote temporal averaging and the prime indicates the fluctuating part, such that e.g. \( u = \bar{u} + u^\prime \). In the absence of ambient stratification, the mean pressure gradient is given by the hydrostatic pressure distribution \( \frac{\partial \bar{p}}{\partial z} = -\bar{g} \bar{\rho}_l \bar{g} \), with \( g \) denoting the gravitational acceleration. With the gas void fraction \( \bar{v}_g = 1 - \bar{v}_l \) the right hand side of Eq. (3.3) reduces to \( \bar{v}_g \bar{g} \). When integrating Eq. (3.3) over the domain indicated in Fig. 3b the transport related to the mean field in the first two terms on the left-hand side vanishes since \( \overline{\varepsilon}_l(0,y) = \overline{\varepsilon}_l(\Delta x_n/2,y) = 0 \) and \( \overline{\varepsilon}_l(x,0) = 0 \) due to symmetry and \( \overline{\varepsilon}_l(x,\infty) \to 0 \). Additionally, in the absence of a mean gradient across the symmetry boundary, also the contribution of the fluctuating terms is zero for these two terms. We assume that the remaining fluctuating term is proportional to the mean field according to \( \bar{u}u^\prime = (y-1)\bar{u} \bar{v}_l \bar{g} \), where \( y \) is the momentum amplification factor, such that integration of Eq. (3.3) yields

\[
\frac{\partial}{\partial z} \int_0^\infty \int_0^{\Delta x_n/2} (y \bar{\varepsilon}_l \bar{\rho}_l \bar{u}_x \bar{u}_x) dxdy = \int_0^\infty \int_0^{\Delta x_n/2} \bar{\varepsilon}_l \bar{\rho}_l \bar{g} dxdy.
\]

(3.4)
As outlined in Milgram (1983), the amplification factor for bubble plumes approaches that of solutal plumes in case the vertical extent is large compared to a typical bubble spacing. With typical bubble spacings of several centimetres and heights of metres, this applies here. In this case, it is common to use the approximation $\gamma = 1$, which we therefore also adopt here consistent with Bohne et al. (2019) and Cederwall and Ditmars (1970). However, the results are not very sensitive to this choice and setting $\gamma = 1.1$ does not make a significant difference. Defining the integral liquid momentum flux $M_l = \int_0^w \int_0^L \rho_l \overline{u_l} \overline{v_l} d\xi dy$ and the integral buoyancy $B = \int_0^w \int_0^L (\gamma_l \rho_l - \alpha_l) \rho_l g d\xi dy$ reduces the integral form of Eq. (3.4) to

$$\frac{\partial M_l}{\partial z} = B.$$  

(3.5)

### 3.3. Mass conservation

The steady-state time averaged mass conservation equation for the liquid phase is given by (see e.g. Wang and Mao (2005))

$$\frac{\partial}{\partial z} (\rho_l \overline{u_l}) + \frac{\partial}{\partial y} (\rho_l \overline{v_l}) = 0.$$  

(3.6)

When integrating Eq. (3.6) over the symmetry domain contributions from all symmetry boundaries are zero, leading to

$$\frac{1}{2} \Delta x \rho_l \overline{u_l} |_{\Gamma_{in}} + \int_0^\infty \int_0^{L/2} \frac{\partial}{\partial z} (\rho_l \overline{u_l} \overline{v_l}) d\xi dy = 0,$$

(3.7)

where $\overline{v_l} |_{\Gamma_{in}}$ is the unknown entrainment velocity at $y \to \infty$. We can express the entrained flux by the flux across any contour $\Omega$ inside the domain (in Fig. 3b some example contours can be seen for different plume shapes), according to

$$\frac{1}{2} \Delta x \rho_l \overline{u_l} |_{\Gamma_{in}} = \rho_l \int_\Omega \overline{u_l} n d\Omega,$$

(3.8)

which holds as long as the vertical velocity at the location of $\Omega$ is negligibly small. Here, $\overline{u_l}$ is a vector containing the horizontal velocity components, $n$ is the outward pointing normal vector of the contour element $d\Omega$. We can then apply the entrainment hypothesis according to

$$\rho_l \int_\Omega \overline{u_l} \cdot n d\Omega = \alpha_l \rho_l \overline{u_l} |_{\Gamma_{in}} P,$$

(3.9)

where $P$ is the length of an appropriately chosen isocontour of $\overline{u_l}$. The choice of $P$ needs to be consistent with the definition of the entrainment coefficient $\alpha_l$, which relates the entrainment velocity to the vertical velocity in the centre of the plume $\overline{u_l}$. We adopt a definition of $\alpha$ based on the spreading of the Gaussian standard deviation $\delta$, such that the corresponding isocontour $\overline{u_l}$ is given by $\overline{u_l} = \overline{u_l}(0, \delta) = 1/\delta \overline{u_l}$. Eq. (3.9) smoothly interpolates between the limiting cases of a round plume, for which $P$ is the length of a quarter circle, to a planar plume where $P = \Delta x / 2$. Introducing the integral liquid mass flux $Q_l = \int_0^\infty \int_0^{L/2} \rho_l \overline{u_l} \overline{v_l} d\xi dy$, the integrated form of Eq. (3.6) is then given by

$$\frac{\partial Q_l}{\partial z} = a \overline{w_{in}} \rho_l P.$$  

(3.10)

### Entrainment factor

The spread of the bubble curtain is determined by the entrainment factor. The bubble plume originates from round plumes, for which the entrainment factor $\alpha_l = 0.1$ differs from the value applicable for straight plumes ($\alpha_j$, see Section 4.1 for details). We utilize the perimeter to distinguish between these two regimes. Initially, the perimeter grows as the perimeter of a quarter circle $P = \frac{\pi}{4} \delta$, up to the point at which individual plumes merge, which leads to a faster increase in $P$ as shown in Fig. 5a. Finally when the bubble curtain is straight the perimeter reduces to $P = \Delta x / 2$. Based on Fig. 5a, the transition from round to planar is centred around $\Delta x_{in} / \Delta x_0 \approx 0.385$ and we therefore smoothly transition the effective entrainment coefficient according to

$$a(\Delta x / \Delta x_0) = \frac{1}{2} \left( a_j - a_0 \right) \left[ \text{erf} \left( \frac{\Delta x / \Delta x_0 - 0.385}{0.17} \right) + 1 \right] + a_0.$$  

(3.11)

where $\Delta x_{in} / \Delta x_0 \approx 0.17$ is the normalized width of the transition region (shaded red in Fig. 5). Eq. (3.11) is plotted vs. $\Delta x / \Delta x_0$ in Fig. 5b.

### 3.4 Void fraction and bubble volume

The treatment of the bubble phase starts from the assumption that the total bubble population can be described by a superposition of a ‘small’-bubble and a ‘large’-bubble distribution (Lehr et al., 2002), which will be referred to by subscripts “1” and “2”, respectively. We further consider variations of the bubble size distribution with respect to the vertical coordinate only.

The number density $n_1$ of the small bubbles that contribute to the small bubble void fraction $\overline{\epsilon}_1$, is assumed to be log-normally distributed according to

$$n_1(\nu) = \frac{\overline{\epsilon}_1}{\nu_i} \exp \left[ - \frac{1}{2} \ln \left( \exp(\nu^2/2) \frac{\nu}{\nu_i} \right)^2 \right].$$  

(3.12)

where $\nu = \frac{1}{\nu_i} \Delta a^3 = \Delta a$, is the bubble volume and $\nu_i$ is the bubble radius. The mean bubble volume is denoted by $\nu_i$, where the tilde indicates the average over the bubble size distribution from here on. Following Lehr et al. (2002) we use $\nu = \frac{1}{\nu_i} \Delta a^3$. Log-normal distributions are often observed to be the best fit in bubbly flows where the bubble size is determined by break-up and coalescence in turbulence (e.g. Adetunji and Rawat, 2017; Colella et al., 1999; Leibson et al., 1956; Mandal et al., 2005; Senouci-Bereksi et al., 2018). Lehr et al. (2002) remarks that equal sized breakage is preferred for smaller bubbles as the interfacial forces are high and equal breakage minimizes the required inertial force of an eddy. Larger bubbles, on the other hand, prefer unequal breakage, since they tend to interact with relatively small eddies. The aforementioned mechanism "competes" with (1) small bubbles remaining stable as the inertial force exerted by an eddy is insufficient to break the surface tension force and (2) bubble coalescence. While these arguments do not determine the exact shape of the distribution, they do explain the existence of a peak at a certain small-bubble size and the skewness due to remaining large bubbles in the distribution.

The number density $n_2$ of the larger bubbles is approximated by the exponential distribution

$$n_2(\nu) = \overline{\epsilon}_2 \frac{1}{\nu_i} \exp \left[ - \frac{\nu}{\nu_i} \right].$$  

(3.13)

with mean bubble volume $\nu_i$ and void fraction $\overline{\epsilon}_2$. Close to the nozzle large bubbles are present, as is shown by the multitude of studies into the creation of primary bubbles at the orifice exit (e.g. Badam et al., 2007; Gaddis and Vogelpohl, 1986; Jamialahmadi et al., 2001; Kulkarni and Joshi, 2005; Ramakrishnan et al., 1969). Lehr et al. (2002) observed the presence of these larger bubbles in regions with a high void fraction, and described their size distribution using an exponential distribution. Even though this approach is mostly empirical, the effectiveness of the assumption made by Lehr et al. (2002) is evident by the wide spread use and successful application of their model for bubble columns. In practice, the exponential distribution is only relevant close to the nozzle due to the swift break-up of the larger bubbles, as will be discussed in Section 5.1.

The total bubble number density of all bubbles is $n = n_1 + n_2$, and the probability density function is given by

$$f_{\text{num}} = \frac{n}{\int_0^\infty \nu d\nu}.$$  

(3.14)

In order to characterize the distribution of the total bubble volume across different bubble sizes, it is useful to weigh $f_{\text{num}}$ by the bubble volume according to

$$f(\nu) = \frac{\int_0^\infty \nu^2 \exp d\nu}{\int_0^\infty \nu^2 \exp d\nu}.$$  

(3.15)

The two bubble size distributions "1" and "2" interact with each other through break-up and coalescence. Adopting the expressions provided
\( \frac{\varepsilon}{\bar{w}} \) where \( Z \) is the horizontally averaged (denoted by \( \bar{\cdot} \)) dissipation rate \( \varepsilon \) and hence a function of \( z \) only, and its value is zero in regions where the intermittency factor \( \Gamma \) (percentage of time the flow is turbulent) is smaller than 50%. For round plumes an intermittency factor of 50% is reached at \( \bar{b} = 0.5 \bar{y} \). Following Bohne et al. (2020) we therefore simplify the distribution of \( \bar{\varepsilon} \) to
\[ \bar{\varepsilon}(x, y, z) = \begin{cases} \langle \langle \varepsilon \rangle \rangle(z) & \Gamma(x, y, z) > 50\% \\ 0 & \Gamma(x, y, z) \leq 50\% \end{cases} \tag{3.18} \]

where \( \langle \langle \cdot \rangle \rangle \) is the horizontally averaged (denoted by \( \langle \cdot \rangle \)) dissipation rate and \( \langle \cdot \rangle \) is a function of \( z \) only, and its value is zero in regions where the intermittency factor \( \Gamma \) (percentage of time the flow is turbulent) is smaller than 50%. For round plumes an intermittency factor of 50% is reached at \( \bar{b} = 0.5 \bar{y} \). Lee and Chu, 2003). To generalize this, we use the corresponding velocity isocontour and assume that \( \Gamma(x, y, z) > 50\% \) where \( \bar{v} \) is the average velocity in the horizontal plane. At the value of \( \lambda = 0.85 \) employed here, 98% of all bubbles are contained within these bounds, which further supports this choice. Furthermore, the break-up rate at low levels of \( \bar{z} \) far from the centreline is small.

For the mean dissipation rate we adopt the expression derived by Zhao et al. (2014). Their model includes a correction term for the region close to the nozzle and reads
\[ \langle \langle \varepsilon \rangle \rangle = \min \left( \frac{0.003}{\bar{\varepsilon}_n} \frac{\varepsilon_{\text{rel}}}{\bar{\varepsilon}_b} \right) \tag{3.19} \]

where \( \langle \langle \bar{\varepsilon} \rangle \rangle \) is the mean outflow velocity over the nozzle opening and \( \bar{\varepsilon}_b \) is a constant for which Zhao et al. (2014) specify a range between 0.024 < \( \bar{\varepsilon}_b \) < 0.043.

The rate of coalescence is largely determined by the overall centerpoint void fraction \( \bar{\varepsilon}_n \) which is reflected in the coalescence kernel \( r_2 \) between two bubbles with volumes \( \bar{v}^* \) and \( \bar{v} \)
\[ r_2(\bar{v}^*, \bar{v}) = \frac{\pi}{4} \left( \frac{6}{\pi} \right)^{1/3} \left[ 1 + \frac{6}{\pi} \frac{\bar{v}}{\bar{v}^*} \right]^{1/3} \left( \frac{\bar{\varepsilon}_{\text{rel}}}{\varepsilon_{\text{rel}}} \right) \exp \left( -\frac{\bar{\varepsilon}_{\text{rel}}}{\varepsilon_{\text{rel}}} - 1 \right)^{3/2} \right) \tag{3.20} \]

Here, we use \( \bar{\varepsilon}_{\text{max}} = 0.6 \) based on the maximum packing density of spheres (see Millies and Mewes (1999)) and \( \varepsilon_{\text{rel}} = 0.08 \text{ m s}^{-1} \) for the critical coalescence velocity, the same values have also been adopted in Bohne et al. (2020).
for the mass transfer coefficient and the saturation concentration (at a temperature of 20 °C) we find a change in bubble volume of less than 3%, or a change in the bubble diameter of approximately 1% in the OB. These estimates are likely to overestimate the true effect, since the dissolved gas is dragged along in the plume leading to oversaturation and therefore bubble growth at lower depths. The effect of mass transport is therefore instead negligible in the present configuration. If needed, though, the present model can easily be expanded to account for mass transfer, by including Eq. (3.22) along with a conservation equation for the dissolved gas concentration as outlined in Wiust et al. (1992).

3.4.1. Transport equations for the void fraction

The transport of the small bubble void fraction is given by Bohne et al. (2020) and Lehr et al. (2002). The transport equation for the small bubble void fraction follows from integrating the population balance equations over all bubble volumes. In doing so, it is assumed that the distribution of the so-called daughter bubbles after break-up equals that of the small bubbles (Eq. (3.12)). Coalescence is taken into account through the coalescence kernel function which has been investigated experimentally by Lehr et al. (2002). The resulting transport equation for the void fraction $\varepsilon_l$ carried by the small bubbles is then given by

$$\frac{\partial}{\partial x} (\rho_l \varepsilon_l u_0) + \frac{\partial}{\partial y} (\rho_l \varepsilon_l v_0) + \frac{\partial}{\partial z} (\rho_l \varepsilon_l w_0) = Z_2 \rho_g \varepsilon_g - 0.9024 r_1 (\varepsilon_1, \tilde{v}_1) \rho_\phi \frac{g_1^2}{v_2} - 3.1043 r_3 (\varepsilon_1, \tilde{v}_1) \rho_\phi \frac{g_1^2}{v_2}$$

(3.23)

Here, the individual terms on the right-hand side respectively relate to an increase of the small bubble void fraction due to the break-up of the larger bubbles into smaller bubbles ($Z_2$), a decrease due to coalescence of small bubbles with larger bubbles ($r_2 (\varepsilon_2, \tilde{v}_2)$) and an additional decrease due to the coalescence of small bubbles with other small bubbles to form a large bubble ($r_3 (\varepsilon_1, \tilde{v}_1)$). The void fraction does not depend on the break up of small bubbles since in this case the resulting bubbles remain in the same category.

Integrating both sides of Eq. (3.23), and using the same symmetry arguments as for the momentum and mass conservation gives

$$\frac{\partial}{\partial z} \int_0^\infty \int_0^\infty \int_0^\infty \rho_l \varepsilon_l (\tilde{u}_0 + \overline{u}_{\text{OB}1}) dxdydz = \int_0^\infty \int_0^\infty Z_2 \rho_l \varepsilon_l g_2 dxdydz$$

(3.24)

If we define the small bubble gas mass flux as: $Q_{g1} = \int_0^\infty \int_0^\infty \rho_l \varepsilon_l (\overline{u}_0 + \overline{w}_{\text{OB}1}) dxdydz$ and if we take $Q_{g1}'$ to be the right hand side of Eq. (3.24) we get:

$$\frac{\partial Q_{g1}}{\partial z} = Q_{g1}'.$$

(3.25)

The asterisk denotes the fact that the quantity has extra units “per metre” as compared to its counterpart without an asterisk.

Integration of the transport equation for the large bubble void fraction, taking into account the symmetry conditions analogous to the small bubble distribution, gives

$$\frac{\partial}{\partial z} \int_0^\infty \int_0^\infty \int_0^\infty \rho_l \varepsilon_l (\tilde{u}_0 + \overline{u}_{\text{OB}1}) dxdydz = \int_0^\infty \int_0^\infty Z_2 \rho_l \varepsilon_l g_2 dxdydz$$

(3.26)

Note that the right hand side of Eq. (3.26) is equal to the right hand side of Eq. (3.24) with the opposite sign. Eq. (3.26) can be simplified to

$$\frac{\partial Q_{g1}}{\partial z} = Q_{g1}'.$$

(3.27)

3.4.2. Transport equations for the mean bubble volumes

In addition to the void fraction, transport equations for the mean bubble volumes $\tilde{v}_1$ and $\tilde{v}_2$ are required. For the small bubbles, this is given by Bohne et al. (2020) and Lehr et al. (2002)

$$\frac{\partial}{\partial x} (\rho_l \tilde{v}_1 \tilde{v}_1) + \frac{\partial}{\partial y} (\rho_l \tilde{v}_1 \tilde{v}_1) + \frac{\partial}{\partial z} (\rho_l \tilde{v}_1 \tilde{v}_1) = -Z_1 \tilde{v}_1 \rho_l g_1$$

+0.3463 r_2 (\tilde{v}_1, \tilde{v}_1) \rho_\phi g_2 + Z_2 \rho_l \varepsilon_l g_1 \tilde{v}_1 - 0.9024 r_3 (\tilde{v}_1, \tilde{v}_1) \rho_\phi g_1

$$\rho_\phi g_1 \tilde{v}_1 - 3.1043 r_3 (\tilde{v}_1, \tilde{v}_1) \rho_\phi g_1 \tilde{v}_1.$$

(3.28)

Spatial integration of this equation and applying the symmetry conditions leads to

$$\frac{\partial}{\partial z} \int_0^\infty \int_0^\infty \int_0^\infty (\rho_l \tilde{v}_1 \tilde{v}_1 (\tilde{u}_0 + \overline{u}_{\text{OB}1}) dxdydz = \int_0^\infty \int_0^\infty Z_1 \tilde{v}_1 \rho_l g_1 dxdydz$$

$$+ \int_0^\infty \int_0^\infty 0.3463 r_2 (\tilde{v}_1, \tilde{v}_1) g_2 \rho_l dxdydz + \int_0^\infty \int_0^\infty Z_2 \rho_l \varepsilon_l g_1 \tilde{v}_1 dxdydz$$

$$- \int_0^\infty \int_0^\infty 0.9024 r_3 (\tilde{v}_1, \tilde{v}_1) \rho_\phi g_1 \tilde{v}_1 dxdydz - \int_0^\infty \int_0^\infty 3.1043 r_3 (\tilde{v}_1, \tilde{v}_1) \rho_\phi g_1 \tilde{v}_1 dxdydz.$$

(3.29)

It is noteworthy that the mean volume of the small bubbles also depends on the break up of the small bubbles ($Z_2$) and on the coalescence of small bubbles ($r_2 (\tilde{v}_1, \tilde{v}_1)$), which did not contribute to the transport of the void fraction. Defining $K_{g1} = \int_0^\infty \int_0^\infty \rho_l \varepsilon_l (\overline{u}_0 + \overline{w}_{\text{OB}1}) dxdydz$ and abbreviating the right hand side of Eq. (3.29) as $K_{g1}'$, we get

$$\frac{\partial K_{g1}}{\partial z} = K_{g1}'.$$

(3.30)

Analogously, the integral form of the transport equation for the large bubble volume is given by

$$\frac{\partial}{\partial z} \int_0^\infty \int_0^\infty \int_0^\infty (\rho_l \tilde{v}_1 \tilde{v}_1 (\tilde{u}_0 + \overline{u}_{\text{OB}1}) dxdydz = \int_0^\infty \int_0^\infty Z_2 \tilde{v}_1 \rho_l g_1 dxdydz$$

$$+ \int_0^\infty \int_0^\infty 1.8048 r_2 (\tilde{v}_1, \tilde{v}_1) \rho_\phi g_1 \tilde{v}_1 dxdydz$$

$$+ \int_0^\infty \int_0^\infty 0.4250 r_3 (\tilde{v}_1, \tilde{v}_1) \rho_\phi g_1 \tilde{v}_1 dxdydz$$

$$+ \int_0^\infty \int_0^\infty 3.1043 r_3 (\tilde{v}_1, \tilde{v}_1) \rho_\phi g_1 \tilde{v}_1 dxdydz.$$

(3.31)

which we can write in short as

$$\frac{\partial K_{g2}}{\partial z} = K_{g2}'.$$

(3.32)

3.5. Initial conditions

All initial conditions apply for the zone of established flow (see Fig. 6) for which velocity and void fraction distributions can be considered to be Gaussian. Bohne et al. (2020) took the height of the initial zone of flow establishment as $z_{d0} = 6.2 d_e$ in line with Lee and Chu (2003). The initial height for the integration is thus $z = z_0 + z_{d0}$.

Since at the initial stage of the bubble curtain we have individual round plumes the initial conditions are the same as given by Bohne et al. (2020) who based it on Milgram (1983). The initial mean vertical
water velocity can be found through momentum conservation just above the zone of flow establishment:
\[
\bar{\nu}_{\text{init}} = \frac{-2M_{\text{g0}}(2\lambda^2 + 1) + 2M_{\text{g0}}p_g}{\rho_g \bar{\nu}_{\text{init}}(2\gamma_{\text{init}} \lambda^2 + 2\gamma_{\text{init}} \mu \nu^2 - 2\lambda^2 - 1)}.
\] (3.33)

Here the initial liquid momentum flux \(M_{\text{g0}}\) results from the sum of the momentum of the injected air and the buoyancy of the zone of flow establishment according to
\[
M_{\text{g0}} = V_{\text{g0}} \rho_{\text{g0}} \left( \frac{\bar{\nu}_{\text{init}}}{\rho_g} + \frac{1}{\rho_g} \left( \rho_l - \rho_g \right) \bar{\nu} \right)_{\lambda=0}.
\] (3.34)

Here \(V_{\text{g0}} = V_{\text{g0}} \rho_{\text{g0}} \rho_{\text{p0}}\) is the initial air flowrate of a single nozzle with \(\rho_{\text{p0}}\) the air density at pressure \(p_0\). Finally, \((\bar{\nu}_{\text{init}})_{\lambda=0}\) denotes the average gas velocity through the nozzle.

Based on the conservation of air mass, the initial width of the round plumes can be determined from
\[
\bar{\nu}_{\text{init}} = \frac{\lambda^2 \mu \nu_0}{V_{\text{g0}} \rho_{\text{g0}} \lambda^2 + 1 + \lambda^2 \bar{\nu}_{\text{init}} \mu \nu^2 + \frac{\lambda^2 \bar{\nu}_{\text{init}}}{\lambda^2 \mu \nu^2}}.
\] (3.35)

Due to their interdependence, Eqs. (3.33) and (3.35) must be solved iteratively.

In line with Milgram (1983) the initial centerpoint void fraction is
\[
\bar{\nu}_{\text{g0}} = 0.5.
\] (3.36)

And the initial centreline gas fractions of the large and small bubbles is taken in accordance with Bohne et al. (2020) to be
\[
\bar{\nu}_{\text{g0}} = 0.99, \quad \bar{\nu}_{\text{g0}} = 0.01178.
\] (3.37)

The initial mean large bubble volume can be determined from the so-called ‘primary bubble radius’ \(a_{\text{prim}}\). The primary bubble radius is determined by the bubble pinch-off from a pressurized nozzle due to buoyancy and has been the subject of many studies (e.g. Badam et al., 2007; Gaddis and Vogelpohl, 1986; Jamialahmadi et al., 2001; Kulkarni and Joshi, 2005; Ramakrishnan et al., 1969), Bohne et al. (2020) used the force balance as given by Voit et al. (1987) for the primary bubble radius. In all of the aforementioned studies the primary bubble radius increases with the air flowrate at the nozzle \(V_{\text{g0}}\), and with the exception of the relation by Jamialahmadi et al. (2001) all predictions agree closely. It should be noted, however, that expressions for \(a_{\text{prim}}\) have only been validated for flowrates up to \(V_{\text{g0}} \approx 0.05\) L s\(^{-1}\), while the flowrate in our measurements ranged between \(V_{\text{g0}} = 0.03\) L s\(^{-1}\) and \(V_{\text{g0}} = 0.61\) L s\(^{-1}\).

In lack of a better alternative and for consistency with Bohne et al. (2020), we adopt the relation of Voit et al. (1987) for the primary bubble radius, which is the result of the force balance at the nozzle
\[
d_{\text{prim}} = \frac{1}{2} \frac{6 F_{\text{f}} + F_{\text{i}} + F_{\text{g}}}{\rho_g \sigma}
\] (3.38)

Where \(F_{\text{f}} = 15 \mu \nu_{\text{g0}}\) is the viscous force with \(\mu\) the dynamic viscosity of water, \(F_{\text{i}} = 1.5 \rho_l \left( \frac{V_{\text{g0}}}{2V_{\text{g0}} d_{\text{prim}}} \right)^2\) is the inertial force and \(F_{\text{g}} = \sigma d_{\text{prim}}\) is the surface tension force. These three forces are compared to the gravitational force. The peak of the exponential distribution of the large bubbles should be at the primary bubble radius, in order to ensure that the mean large bubble volume is
\[
\bar{\nu}_{\text{g0}} = \frac{4}{3} \pi \frac{3}{2} a_{\text{prim}}^2 = 2 \pi a_{\text{prim}}^2.
\] (3.39)

The initial small bubble mean volume is one of the free parameters in our model. As discussed in detail in Section 5.2, our data is best approximated when using a flowrate independent initial condition of
\[
\bar{\nu}_{\text{g0}} = 40 \text{ mm}^3.
\] (3.40)

3.6. Solving

The set of 6 integral equations to be solved (Eqs. (3.5), (3.10), (3.25), (3.27), (3.30), (3.32)) depends on the 6 unknowns \(\Theta = [\bar{m}_{\text{in}}, \bar{v}_{\text{g0}}, \bar{v}_{\text{g0}}, \bar{v}_{\text{g0}}, \bar{v}_{\text{g0}}, \bar{v}_{\text{g0}}]^{T}\). The full system can be written as
\[
\frac{\partial}{\partial z} \Psi(\chi, z) = \frac{\partial \Psi}{\partial \Theta}
\] (3.41)

where \(\Psi = [M, Q_{\text{f}}, Q_{\text{i}}, Q_{\text{g}}, K_{\text{f}}, K_{\text{g}}]^{T}\) contains the integral quantities on the left-hand side of the equations and \(\chi = [B, \bar{m}_{\text{in}}, \mu \nu_{\text{g0}}, Q_{\text{f}}, Q_{\text{i}}, Q_{\text{g}}, K_{\text{f}}, K_{\text{g}}]^{T}\) contains the right-hand sides. The explicit dependence of \(\Psi\) on \(z\) enters due to the variation of the gas density with height. To find the solution, we apply the product rule to yield
\[
\frac{\partial}{\partial z} \frac{\partial \Psi}{\partial \Theta} = \frac{\partial \Psi}{\partial \Theta} \left( \frac{\partial \Psi}{\partial \Theta} \right)^{-1} \left( \frac{\partial \Psi}{\partial \Theta} \right)
\] (3.42)

The components of the matrix \(\frac{\partial \Psi}{\partial \Theta}\) can be calculated analytically for all variables except for \(\dot{h}\), for which we estimate the derivative numerically: \(\frac{\partial \Psi}{\partial \dot{h}} \approx \Psi(\dot{h}+0.025) - \Psi(\dot{h}-0.025)\). The integrals are evaluated using the trapezoidal rule, where the \(y\)-direction is cut off at \(5\dot{h}\). Consistently, we also limit the summation of nozzles in the \(x\)-direction in Eqs. (3.1) and (3.2) to those that lie within \(|x| \leq 5\dot{h}\), such that an increasing number of nozzles is considered as the width of the plume grows.

Since bubbles categorized as ‘small’ coalesce to form ‘large’ bubbles, the mean bubble volume of the large bubbles cannot be smaller than the small mean bubble volume. This constraint can be enforced by setting
\[
\frac{\partial \bar{\nu}_{\text{g0}}}{\partial z} = \begin{cases} \frac{\partial \bar{\nu}_{\text{g0}}}{\partial z} & \text{if } \bar{\nu}_{\text{g0}} > \bar{\nu}_{\text{g0}} \\ \frac{\partial \bar{\nu}_{\text{g0}}}{\partial z} & \text{if } \bar{\nu}_{\text{g0}} < \bar{\nu}_{\text{g0}} \end{cases}
\] (3.43)

However since this results in a discontinuity it increases the demands on the accuracy of the solver and thus increases computational time. To circumvent this we instead use
\[
\frac{\partial \bar{\nu}_{\text{g0}}}{\partial z} = \begin{cases} \text{erf} \left( \frac{z}{\bar{\nu}_{\text{g0}}} - 1 \right) \frac{\partial \bar{\nu}_{\text{g0}}}{\partial z} & \text{if } \bar{\nu}_{\text{g0}} > \bar{\nu}_{\text{g0}} \\ \text{erfc} \left( \left( \frac{z}{\bar{\nu}_{\text{g0}}} - 1 \right) \frac{\partial \bar{\nu}_{\text{g0}}}{\partial z} & \text{if } \bar{\nu}_{\text{g0}} < \bar{\nu}_{\text{g0}} \\ \text{if } \bar{\nu}_{\text{g0}} \end{cases}
\] (3.44)

Note that in the derivation by Lehr et al. (2002) they even assume the large bubbles to be significantly larger than the small bubbles, so the proposed implementation is a very minimal interpretation of this condition.
With this relaxed discontinuity, the set of ordinary differential equations can be solved quickly on a regular PC and using standard solvers (e.g., the ode45 function in MATLAB). We employed an absolute tolerance of $10^{-6}$ and a relative tolerance of $10^{-3}$.

4. Results

In this section, we will present our experimental results and compare to model predictions where appropriate.

The void fraction profile has been measured at different heights in the bubble curtain using electrical probes. These probes principally measure the contact time of a bubble with the needle tip.

In Fig. 7a a sample time sequence of contact times (corrected to account for the bubble-needle interaction Beelen et al., 2023) is shown. From the corrected contact time we can obtain the instantaneous void fraction distribution across the bubble curtain (in the $y$-direction) by averaging the binary contact signal (1 in air, 0 otherwise) using a moving average with a window of 5 s in time and spatially over 5 needles. This results in Fig. 7b for the signal shown in Fig. 7a. To obtain robust values for the amplitude and the width of the void fraction distribution, we employ the top-hat definitions

$$\tilde{\varepsilon}_{\text{ep}} = \frac{\tilde{F}_2}{\tilde{F}_1}$$

and

$$\tilde{\varepsilon}_{\text{void,ep}} = \frac{\tilde{F}_1}{\tilde{F}_{\text{ep}}}$$

based on the integrals $\tilde{F}_1 = \int A \tilde{\varepsilon}_{\text{ep}} dy$ and $\tilde{F}_2 = \int A \tilde{\varepsilon}_{\text{void,ep}} dy$, with $A$ denoting the length of the measurement rake. The subscript $\text{ep}$ stands for electrical probes. We compensate for the slow wandering of the bubble curtain by taking the average profile relative to the centreline of the bubble curtain (dashed line Fig. 7b). The resulting profiles normalized by the top hat quantities (Fig. 7c) are self-similar and resemble a Gaussian distribution (the fitted Gaussian is described by $\tilde{\varepsilon}_{\text{ep}} = 1/(0.38 \sqrt{2\pi}) \exp\left(-y_{ep}^2/\tilde{\varepsilon}_{\text{void,ep}}^2/0.38^2\right)$) consistent with the assumption in Section 3.1 up to a depth of about $z = -2$ m at which surface effects start to become relevant.

4.1. Entrainment factor

To characterize the spreading of the plume, we plot $\tilde{\varepsilon}_{\text{void}}$ as a function of $z$ at $V_{\text{pl}} = 6.21 \text{m}^{-1}$ (corresponding to the data in Fig. 7) as well as two other flowrates in Fig. 8a. Noting that for a Gaussian distribution $\tilde{\varepsilon}_{\text{void}} = \sqrt{2\pi} \tilde{\varepsilon}_{\text{ep}}$ we can obtain the spreading angle based on the Gaussian half-width of the void fraction distribution from $\tilde{\varepsilon}_{\text{void}} = \frac{1}{2\sqrt{\pi}} \frac{d\tilde{\varepsilon}_{\text{void}}}{dz}$

4.2. Comparison of integral scales

We now compare the model predictions to our data. The values of all parameters in the model used for this comparison are documented in Table 1.

Results for the width of the bubble curtains in terms of $\tilde{\varepsilon}_{\text{void,mod}}$ and $\tilde{\varepsilon}_{\text{ep}}$ are shown in Fig. 9 for the current set of measurements. Outside of the recirculation zone (roughly top 20% according to the relation given in Brevik and Kristiansen (2002), indicated by dashed lines), the model predictions agree closely with the data. A notable result is that higher gas flow rates predominantly lead to wider bubble curtains while the effective void fraction settles to about $\tilde{\varepsilon}_{\text{ep}} \approx 0.5%$ within the first 2 m above the nozzle with only a slight dependence on $V_{\text{pl}}$.

Additionally, we have applied our model to the data presented in Beelen et al. (2023) and the corresponding results are shown in Fig. 10. In this case, the void fractions are again predicted with very good accuracy, whereas the top-hat width of the model consistently underpredicts the measured values. The reason for this discrepancy is not entirely clear. Potentially, the effective slip velocity assumed in the model is too high at the lower gas flow rates considered here, where collective effects might play less of a role (see Section 5.4). It should be noted, however, that adjustments leading to a better match of $\tilde{\varepsilon}_{\text{void,mod}}$ most likely lead to worse representations of the results for $\tilde{\varepsilon}_{\text{ep}}$.
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Fig. 8. (a) Measured top-hat width of the void fraction field for different air flowrates. (b) Results for $\bar{b}_\text{void,s}$ as a function of $V_\text{g,a}^*$. For comparison, data and fit by Kobus (1968) and Brevik and Kristiansen (2002) are also included assuming different values of $\lambda$.

Table 1

<table>
<thead>
<tr>
<th>Variable</th>
<th>Description</th>
<th>Value</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>$c_\varepsilon$</td>
<td>Dissipation constant</td>
<td>0.024</td>
<td>Zhao et al. (2014)</td>
</tr>
<tr>
<td>$u_{crit}$</td>
<td>Minimum coalescence velocity</td>
<td>0.08 m s$^{-1}$</td>
<td>Bohne et al. (2020)</td>
</tr>
<tr>
<td>$\gamma$</td>
<td>Momentum amplification factor</td>
<td>1</td>
<td>Bohne et al. (2020)</td>
</tr>
<tr>
<td>$\epsilon_{\text{max}}$</td>
<td>Maximum packing fraction air in water</td>
<td>0.6</td>
<td>Millies and Mewes (1999)</td>
</tr>
<tr>
<td>$\eta$</td>
<td>Dynamic viscosity water</td>
<td>$10^{-3}$ Pa s</td>
<td></td>
</tr>
<tr>
<td>$\lambda$</td>
<td>Width ratio void fraction and velocity field</td>
<td>0.85</td>
<td>Milgram (1983)</td>
</tr>
<tr>
<td>$\sigma$</td>
<td>Surface tension water air</td>
<td>$72 \times 10^{-3}$ N m$^{-1}$</td>
<td></td>
</tr>
<tr>
<td>$\rho_{\text{g,a}}$</td>
<td>Ambient air density</td>
<td>1.2 kg m$^{-3}$</td>
<td></td>
</tr>
<tr>
<td>$\rho_l$</td>
<td>Water density</td>
<td>1000 kg m$^{-3}$</td>
<td></td>
</tr>
</tbody>
</table>

Fig. 9. (a) Top hat width of the model $\bar{b}_\text{void,mod}$ compared to the measured top hat width $\bar{b}_\text{void,ep}$ in the OB (b) modelled top hat void fraction compared to measured average top hat void fraction.

$\bar{b}_\text{void,mod}$ in Figs. 9a and 10a. The difference in the spreading renders the width of the bubble curtain slightly dependent on the nozzle spacing, since for larger $\Delta x_n$, the round plume zone featuring a higher $a_s$ is extended and therefore the ‘starting width’ of the straight plume can be different.

4.3. Comparison of bubble size distributions

In Fig. 11 model predictions for the bubble size distribution are compared to the results from the measurements in the OB at different depths and gas flowrates. To extract the experimental bubble size distributions, we employ the image processing algorithm described in Beelen et al. (2023) with corresponding results labelled as $f_{v,b}$ and shown as green lines in Fig. 11. However, this automated method has limitations at high void fractions and for very large deformed bubbles. To assess how this affects results close to the nozzle ($z = -9.5$ m, Fig. 11a,d,g), where the shortcomings are most prevalent, we additionally processed the measurement at the highest air flowrate $V_\text{g,a}^* = 6.2$ L m$^{-1}$ s$^{-1}$ by hand. Even though this dataset consists of more than 2000 individual bubbles, weighting by volume results in a spiky signal in this case (see $f_{v,b}$ in Fig. 11a), which we smooth by applying a moving average with a variable window side of $22/60\bar{d}_{eq}$ to yield $f_{v,hs}$. Comparing $f_{v,hs}$ and $f_{v,b}$ in Fig. 11a clearly shows that the latter is underestimating the volume contained by the larger bubbles substantially. This is related to the fact that in the algorithm bubbles or clusters of bubbles touching the edge of the image are excluded and larger bubbles are more likely to be part of these structures, as illustrated in Appendix. While it was too laborious to verify this explicitly, it therefore appears safe to assume that the large-bubble content is similarly underrepresented also in the other cases closer to the nozzle shown in Fig. 11. This is
Fig. 10. Model comparison to the data of Beelen et al. (2023). (a) Top hat width of the model \( \bar{b}_{\text{void,mod}} \) compared to measured average top hat void fraction. (b) Modelled \( \bar{h}_{\text{void,mod}} \) compared to the measured top hat width \( \bar{h}_{\text{top,exp}} \) in the CB.

5. Discussion

In this section, we will discuss some aspects and outcomes from the model in more detail.

5.1. Void fraction

In Fig. 12a the relative contribution of small ('1') and large ('2') to the total void fraction is shown for different air flowrates considered in the experiments. In all cases, the large bubbles initially carry almost all the void volume in line with Eq. (3.37). However, this changes quickly moving away from the nozzle and after roughly \( z = -4 \) m the entire gas volume is carried by the small bubbles for all considered air flowrates. There is a slight tendency for larger bubbles to persist longer at higher flowrates. We can quantify this by evaluating the cross-over height \( z_{\text{cross}} \) of the distributions. As the inset in Fig. 12a shows, this quantity depends on the flowrate through a single nozzle \( V_{\text{eq}} \Delta x \), since curves for \( z_{\text{cross}} \) at varying \( V_{\text{eq}} \) and \( \Delta x \) collapse when plotted as a function of this quantity.

The shift towards ‘small’ bubbles is governed by Eq. (3.24), for which the terms on the right hand side are evaluated in Fig. 12b. As this plot shows, the breakup of large into small bubbles (positive here as it increases the amount of small bubbles) is by far dominant while coalescence to form large bubbles is only slightly non-zero very close to the nozzle but remains negligible throughout. Also breakup is strongest close to the nozzle and its relevance declines strongly with increasing \( z \).

5.2. Initial condition for the mean bubble volumes

An important difference in our model compared to previous work is the initial condition for the mean bubble volume of the small bubbles. Bohne et al. (2020) set \( \bar{v}_{10} \) proportional to the mean volume of the large bubbles according to \( \bar{v}_{10} = \frac{1}{V_{\text{eq}}} \bar{v}_{10} \). Since they did not provide a motivation for this choice and given that the implied dependence of \( \bar{v}_{10} \) on the air flowrate proved to be inconsistent with our experiments, we instead chose \( \bar{v}_{10} = 40 \text{ mm}^3 \). In Fig. 13a we explored the impact of the initial small bubble mean volume on the resulting bubble size distribution. To that end we compared our initial condition of \( \bar{v}_{10} = 40 \text{ mm}^3 \) to the initial condition by Bohne et al. (2020).

As can be seen in Fig. 13a, our choice for \( \bar{v}_{10} \) results in significantly smaller bubbles throughout the domain. For both initial conditions the mean small bubble volume decreases close to the nozzle. However, the constants achieved thereafter are different such that the effect of the different initial conditions persists throughout the domain. This is due to the fact that the breakup of small bubbles, the main mechanism by which \( \bar{v}_{1} \) changes (see Eq. (3.29)), requires high dissipation rates which only exist close to the nozzle. The initial condition for \( \bar{v}_{10} \) remains unaltered, and the evolution of the mean large bubble volume is similar in the relevant region up to \( z = -5 \) m, where the large bubble distribution contributes to the void fraction (see Fig. 12a).

The corresponding changes in the volume weighted bubble size distributions can be seen in Fig. 13b. While the large bubble peak is independent of the initial condition for \( \bar{v}_{10} \), the initial condition proposed by Bohne et al. (2020) results in a shift of the small-bubble peak towards larger \( d_{eq} \). The current choice is in better agreement with the data, as the comparison at \( z = -2 \) m shows, where the large bubbles are no longer relevant.

5.3. Water velocity

The water velocity has not been measured, therefore we focus on the modelling results. The velocity profile is governed by the average centerline velocity \( \bar{w}_{\text{lm}} \). However, since the plume transitions from round plumes to a straight plume the velocity will also be presented in terms of the average velocity along the line \( y = 0 \)

\[
(\bar{w}_{1,y=0}) = \frac{2}{\Delta x_{y}} \int_{0}^{\frac{\Delta s_{y}}{\Delta x_{y}}} \bar{w}(x,0) dx,
\]  

(5.1)

which we call the centreline velocity.

In Fig. 14a the centerline velocity \( \bar{w}_{\text{lm}} \) evaluated for the experimental conditions has a maximum roughly at \( z = -9.9 \) m. For \(-9.9 < z < -9.7 \) m the plumes start to touch and the gradient of the centerline velocity clearly changes. From \( z \approx -9.8 \) m onwards the centrepoint
and centreline velocity are the same indicating that the plume has transitioned to a straight plume. With increasing air flowrate the water velocity in the plume increases. It can also be seen that \( \overline{w}_\text{lm} \) is not constant as expected for self similar plumes (Carazzo et al. (2006)) but increases with increasing \( z \). This is a result of the increase in buoyancy as a consequence of the air expanding with decreasing pressure higher in the water column.

In Fig. 14b, we evaluate the effect of changing the nozzle spacing on the flow velocity at constant \( V^*_\text{g,a} \). These results show that the influence of the initial condition quickly decays. Even for the largest spacing for \( \Delta x_n = 0.2 \) m, the effect is only noticeable in the velocities for the first 1 m to 2 m and eventually the same velocity is reached for all nozzle spacings.

5.4. Slip velocity

Here we discuss our choice for the effective slip velocity, for which we adopted a value of \( \overline{w}_\text{rel} = 0.8 \) m s\(^{-1}\), which is significantly higher than the one of \( \overline{w}_\text{rel} = 0.3 \) m s\(^{-1}\), which Bohne et al. (2020) used based on the terminal rise velocity of single bubbles. Since we did not measure the water velocity, it is not possible to directly evaluate these different choices based on our own experiments. However, we can obtain an estimate based on the data of Kobus (1968), who measured the fluid
velocity distribution along with the integral void fraction \( \int_{-\infty}^{\infty} \overline{\varepsilon}_d dy \) via the absorption of radioactive radiation. Considering steady-state and accounting for the gas expansion via the ideal gas law we have

\[
V_{\text{rel}} \frac{\rho_m}{\rho_a} = \int_{-\infty}^{\infty} \overline{\varepsilon}_d dy.
\]

Assuming Gaussian straight plume distributions for both vertical velocity and gas fraction, this can be transformed to yield

\[
V_{\text{rel}} \frac{\rho_m}{\rho_a} / \int_{-\infty}^{\infty} \overline{\varepsilon}_d dy = \frac{1}{\lambda^2 + 1} \overline{\varepsilon}_m + \overline{\varepsilon}_\text{rel}.
\]

Since the left-hand side as well as \( \overline{\varepsilon}_m \) is known for the measurements of Kobus (1968), we can use this to estimate \( \overline{\varepsilon}_\text{rel} \) for their data. Doing so yields slip velocities in the range of 0.5 < \( \overline{\varepsilon}_\text{rel} \) < 0.6 m s\(^{-1}\) for values of \( \lambda \) in the range from 0.8 to 0.9. These estimates significantly exceed the slip velocity of an isolated bubble (see e.g. Haberman and Morton (1956)) or the values reported for low void fraction confined plumes (Delnoij et al. (1999)). Even higher effective slip velocities that are in line with the value adopted in our model are reported by Neto et al. (2007) or the values reported for low void fraction confined plumes.

Fig. 13. (a) Mean bubble volumes for different choices for the initial conditions with \( \nu_0 = 6.21 \text{L m}^{-1} \text{s}^{-1} \) and \( \Delta x = 0.1 \text{m} \) (b) Resulting bubble size distributions at different heights for both initial conditions compared to data at \( z = -2 \text{ m} \).

Since the left-hand side as well as \( \overline{\varepsilon}_m \) is known for the measurements of Kobus (1968), we can use this to estimate \( \overline{\varepsilon}_\text{rel} \) for their data. Doing so yields slip velocities in the range of 0.5 < \( \overline{\varepsilon}_\text{rel} \) < 0.6 m s\(^{-1}\) for values of \( \lambda \) in the range from 0.8 to 0.9. These estimates significantly exceed the slip velocity of an isolated bubble (see e.g. Haberman and Morton (1956)) or the values reported for low void fraction confined plumes (Delnoij et al. (1999)). Even higher effective slip velocities that are in line with the value adopted in our model are reported by Neto et al. (2007) or the values reported for low void fraction confined plumes.

Since the left-hand side as well as \( \overline{\varepsilon}_m \) is known for the measurements of Kobus (1968), we can use this to estimate \( \overline{\varepsilon}_\text{rel} \) for their data. Doing so yields slip velocities in the range of 0.5 < \( \overline{\varepsilon}_\text{rel} \) < 0.6 m s\(^{-1}\) for values of \( \lambda \) in the range from 0.8 to 0.9. These estimates significantly exceed the slip velocity of an isolated bubble (see e.g. Haberman and Morton (1956)) or the values reported for low void fraction confined plumes (Delnoij et al. (1999)). Even higher effective slip velocities that are in line with the value adopted in our model are reported by Neto et al. (2007) or the values reported for low void fraction confined plumes.

Fig. 14. The centerpoint velocity (solid line) and the centreline velocity (dashed line) (a) for different flowrates with \( \Delta x = 0.1 \text{m} \) (b) for different nozzle spacing with \( \nu_0 = 6.21 \text{L m}^{-1} \text{s}^{-1} \). (c) Overview image showing the structure of the bubble plume, the grid lines on the bottom of the tank are 2 m apart.

Since the left-hand side as well as \( \overline{\varepsilon}_m \) is known for the measurements of Kobus (1968), we can use this to estimate \( \overline{\varepsilon}_\text{rel} \) for their data. Doing so yields slip velocities in the range of 0.5 < \( \overline{\varepsilon}_\text{rel} \) < 0.6 m s\(^{-1}\) for values of \( \lambda \) in the range from 0.8 to 0.9. These estimates significantly exceed the slip velocity of an isolated bubble (see e.g. Haberman and Morton (1956)) or the values reported for low void fraction confined plumes (Delnoij et al. (1999)). Even higher effective slip velocities that are in line with the value adopted in our model are reported by Neto et al. (2007) or the values reported for low void fraction confined plumes.
We employed this dataset to calibrate and test a hydrodynamical model of the bubble plume. Conceptually, this model is based off the work of Bohne et al. (2019, 2020) and Lehr et al. (2002) and combines momentum and mass conservation with transport equations for the void fractions and bubble volumes. We extended this approach to seamlessly handle the transition from the initial round plumes to the planar plume configuration further from away from the nozzles. We further made adaptions to the entrainment relation and the assumed slip velocity in the model and changed the initial condition for the bubble size distribution based on the comparison to our experimental data. With these modifications, we find the model to be in good agreement with the data in terms of the top-hat width and void fraction as well as for the bubble size distribution and its evolution throughout the plume. This fast integral model is an important step in better understanding bubble curtains, and possibly optimizing bubble curtains for their use in sound mitigation of off-shore pile driving. Further progress can be made by combining measurements of the void fraction field such as ours with velocity measurements. In particular this will help to get a better handle on the size ratio $\lambda$ and the effective slip velocity. Future research should then focus on combining this model with acoustic models to predict noise attenuation.

A final remark concerns the bubble size distribution. Our finding that the bubble size distribution at some distance from the nozzle is independent of the air flowrate, is consistent with previous results of Chmelinski et al. (2016). Within the model this observation translates into an initial small bubble volume that is independent of the air flowrate. However, it is unclear how other environmental effects alter this initial condition. Kulkarni and Joshi (2005) describes some of the possible factors involved. For example salt water is known to suppress coalescence of bubbles (see e.g. Hofmeier et al. (1995), Duignan (2021) and Liu et al. (2023)), and even though coalescence does not play a major role within the model from the initial condition upwards, it should still affect the zone of flow establishment. This could then either affect this initial small bubble mean volume or it could turn out that the bimodal representation of the bubble size distribution no longer holds. Transferring these results to practical applications, especially in seawater, should therefore be done with caution.
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Appendix. Limitations of image algorithm

Close to the nozzle exit the image algorithm is no longer able to capture the (volume averaged) bubble size distribution. The main reason for this is that as the bubble size approaches that of the field of view, bubbles are increasingly likely to extend beyond the edge of the image. In Fig. 15a an example of a typical image close to the nozzle is shown including one of the large bubbles. The image algorithm removes all structures touching the edge since it would generally not be able to estimate a bubble size. This means that these bubbles will not be sampled as shown in Fig. 15a. Comparing Fig. 15a (close to the nozzle) and Fig. 15b (close to the water surface) we can see that the algorithm will depict a faithful representation of the volume weighted bubble size distribution far away from the nozzle but this is no longer possible close to the nozzle. Apart from not being sampled, large bubbles are typically highly deformed which requires a special treatment as compared to the smaller approximately elliptical bubbles. Additionally, for the cluster deconstruction in our image algorithm to be effective, the overlapping bubbles need to all be part of the outer edge of the cluster, which often is not the case for clusters involving very large bubbles.

To illustrate how the undersampling of large bubbles affects the resulting bubble size distribution, we truncate the bubble size distributions at $d_{eq} = 15$ mm and then renormalize the volume weighted bubble size distribution. We refer the reader to the web version of this article for a more detailed explanation.

Fig. 15. (a) Typical image close to the nozzle exit (b) Typical image far away from the nozzle exit. Bubbles detected by the algorithm are indicated in blue (single bubbles) and red (clusters). (For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.)
size distribution $f_{\text{size}}$. In Fig. 16 we show the results for the truncated volume weighted bubble size distributions for all cases considered in Fig. 11, the truncated terms are denoted by the subscript “tr”. Alongside the truncated model results we added the original model results for reference. As can be seen, the truncated model, image algorithm result and hand calculated result are very similar if the large bubbles are disregarded. The difference between the model and measured results at small bubble diameters observed at larger depths in Fig. 11 is therefore only a consequence of the normalization. Since the area under the curve is kept constant, the ‘missing’ contribution of large bubbles leads to higher values of $f_{\text{size}}$ at small $d_{eq}$.
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