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1. INTRODUCTION

Although there is a large variation in traffic flow patterns, we can distinguish two main types: recurrent and non-recurrent patterns. A recurrent pattern repeats itself with a known period and is therefore predictable. An example is the rush hour peak, but also the peak in travel demand which is caused by a weekly event, like a professional football match. Non recurrent patterns are caused by single events and incidents. Although these are relatively rare, they often have a very negative impact on the traffic situation (e.g. Smith et al. 2003). An important issue for policy makers therefore has been to reduce these negative effects.

Much effort has gone into the development of incident detection algorithms (e.g. Browne et al. 2005, Koppelman & Lin 1996) which form a crucial part of incident management. These algorithms use real-time measurements of volume, occupancy and / or speed to detect incidents. There are several types of detection algorithms. Some of them are based on neural networks (e.g. Liu et al. 2004, Ritchie & Cheu 1993). In other algorithms an incident is declared when the data fulfill certain pre-selected criteria. In time-serie algorithms for example an incident is detected when the measurements differ significantly from the predictions (e.g. Stephanedes et al. 1992, Dudek et al. 1974). With the McMaster algorithm different traffic situations (e.g. incidents) are distinguished based on the location of measurements in the occupancy – flow volume diagram (e.g. Hall et al. 1993). Finally, in decision structure algorithms incidents are detected when measurements exceed thresholds in a decision tree (e.g. Ash 1997, Payne & Tignor 1978).

In The Netherlands a decision structure algorithm has been developed for the Dutch motorways which appears to be quite successful (Knibbe et al. 2005). Complementary, in this paper we introduce a prediction scheme for recurrent events and an incident detection algorithm based on data from a Dutch city. For our detection algorithm we only use volume data. In section 2 we describe the data and in section 3 we introduce our incident detection method. In section 4 we describe the prediction method for recurrent events. In section 5 we analyse the incidents which we detected with our detection method. We discuss our results in section 5.

2. DATA

The study area for this research consists of the urban network of the Dutch city of Almelo. Traffic data were collected at about 20 intersections from September 2004 till 2005. Vehicles were detected by means of inductive loop detectors. These data were processed into volume measurements per link. In most cases measurements were provided in 5-minute intervals, which means that each daily time-series or volume profile contains 288 volumes.

The volume measurements were inspected and invalid data were rejected after which the volume profiles were analysed in detail (Weijermars et al. 2007, Thomas et al. 2007a). From these analyses we concluded that the noise (i.e. variations in successive traffic counts which are uncorrelated and therefore unpredictable) can be approximated by a Poisson distribution and that 10 minute time lags are most suitable for volume predictions. In Thomas et al. (2007b) we presented a scheme for volume predictions. We applied this scheme on a sample of 48
intersection links (with on average more than 100 profiles equally distributed over different weekdays), and we showed that the accuracy of our short term predictions was about 5%. In this study we use the same sample (with 10 minute time lags) to compare the measured volumes with the expected volumes from the short term predictions. From this comparison we will be able to detect incidents.

3. DETECTION OF OUTLIERS
When traffic accidents, road works, or other unique events occur, traffic volumes can differ significantly from the average. Most of these events are unexpected and can have a large impact on traffic circulation. Here we introduce a 3 plus 4-sigma clipping method which is quite effective in identifying these so-called outliers in real time. The idea of this method is simple. We compare the actual volume measurement $q_{\text{obs}}$ with the prediction $q_{\text{pred}}$. When the absolute difference between the two exceeds 4 times the standard deviation of the noise, we call the measurement an outlier. The noise can be approximated by a Poisson distribution with standard deviation equal to the square root of the prediction (for details we refer to Thomas et al. 2007a).

We found that the fraction of detected 4 sigma outliers is about 0.2% of all measurements. Although it is a small fraction, it is still significant. We know that in most 10 minute intervals volumes are much larger than 10 vehicles. For these volumes the Poissonian noise can be approximated by a Gaussian distribution. Given a Gaussian distribution we can calculate the probability that a noisy measurement is misidentified as an outlier. This probability is $6.3 \times 10^{-5}$ and therefore about 30 times smaller than the real fraction of detected outliers. In other words, the probability that a detected outlier is in fact not an outlier is only 3%.

If we would use a detection limit of 3 sigma, we would find a much higher fraction of false alarms, i.e. 30% or more. This detection limit is therefore not suitable. However, the probability that two successive measurements are both misidentified as outliers is only $7.3 \times 10^{-6}$ ($0.0027 \times 0.0027$), while the number of successive detections is of the same order as that of (single) 4 sigma detections. In other words, the probability that two successive false alarms occur is very small (< 1%) for the 3 sigma detection limit. With the double 3-sigma criterion we can identify outlying events that are not very extreme, but that have longer timescales (20 minutes or more).

In fig. 1 we show two examples of outlying events. The dotted lines are time-series of two observed daily profiles. The solid lines are the predictions with a 10 minute time horizon (for details we refer to Thomas et al. 2007b). In the top panel a small amount of extra traffic is generated by an event. In this case the outliers only can be detected by the 3-sigma limit (open symbols). In the bottom panel a significant peak is detected by the 4-sigma limit (filled symbols). Note that only 17% of all daily profiles contain one or more outliers between 6h and 24h. All the other profiles (83%) have regular shapes during the day period (between 6h and 24h).

In the literature (e.g. Stephanedes et al. 1992) the following measures are used for evaluating an incident algorithm: detection rate (DR), false alarm rate (FAR) and mean time to detect (MTTD). It was shown that our detection method is quite successful with the chosen thresholds. We have shown that the false alarm rate is only a few percent, while from visual inspection we conclude that we probably detect all large incidents (i.e. accidents) and most small incidents (for example those that are caused by a blockade of a truck). Unfortunately, we cannot verify this with information from the police or by visual information from cameras. The mean time to detect lies between 10 and 20 minutes. However, with smaller time-lags in our time-
series (i.e. 5 minutes) we probably can reduce the detection time to 5 minutes for large incidents without significantly changing the detection and false alarm rate.
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**Fig. 1** Two examples of outlying events in volume time-series (dotted lines) compared to predictions (solid lines)

### 4. EVENT PREDICTIONS

When large events take place traffic flows are influenced by the large number of visitors that attend these events. At certain locations this will result in a significant increase of traffic just before the event has started and after the event has finished. In Almelo most of these peaks occur when the local professional football team Heracles plays their home matches. In this section we analyse the event related patterns in more detail.

We selected 11 days on which Heracles played their home match, starting at 20.00h. At 26 links we could detect extra traffic due to the football match. For these links we determined the average (over 11 days) difference profile between observations and predictions. In fig. 2 we show some examples of these difference profiles. The time plotted on the x-ordinate is relative to the start of the event (left panel) and to the end of the event (right panel). The volumes show well defined peaks, although the data is quite noisy. This is the result of our choice to use 5 minute time-series. Only with 5 minute time-series is it possible to resolve the peaks which show very short time-scales. This is especially true for the departure peaks.

The observed patterns in fig. 2 can be approximated by a Gaussian fit (solid lines). According to these fits the peak intensity occurs on average slightly more than 35 minutes before the start time and slightly less than 25 minutes after the end time. In addition, the typical width (standard deviation) of the arrival peak is about 15 minutes, while that of the departure peak is even smaller (less than 10 minutes). As might be expected it takes longer for all visitors to arrive at the event than it takes for them to depart.

In fig. 3 we show 3 examples of volume profiles (dotted lines) during which a football match took place. The links in the example serve traffic from the stadium and they show a clear peak after the match (around 22.00h). The predictions are shown by the solid lines. Most peaks in the sample are predicted quite well (e.g. see upper panel), although in many cases the observations show a tail which is absent in the prediction. This tail is caused by people that don’t leave immediately after the match. A significant fraction of peaks however cannot be predicted
accurately. In some cases is the peak shifted with respect to the prediction (second panel). This situation occurs for example when the match does not start at the planned time. Variable start and end times cannot be predicted. However, when they are immediately communicated with the traffic centre prediction might be improved. Finally, volumes can vary significantly between matches, which can lead to wrong predictions (bottom panel). Because visitor numbers are rather constant, we suggest that these variations are related to changes in distribution (i.e. the origins from which the visitors arrive) or modal split (which probably depends on the weather).

Fig. 2 Event related volume patterns before the start of the event (left) and after the end of the event (right) at different intersection links

Fig. 3 Observed time-series (dotted lines) and predictions (solid lines) for links that served traffic after a football match
5. INCIDENTS
Apart from events and road works, unexpected deviations in volumes are almost always the result of incidents. An incident can be viewed as a negative outlier of a flow, i.e. an outlier for which the observed volume lies below the expected volume. In our sample we selected more than 200 of these outliers. This corresponds with about 2 incidents per day on the whole network. Some of the incidents are small and can be caused for example by a blockade of a truck. Other incidents are large and those are often caused by accidents. In fig. 4 we show examples of small incidents (left panel) and large incidents (right panel). The incidents are detected by both the 3-sigma (open symbols) and 4-sigma (solid symbols) clipping method.

According to the figure, incidents generate a typical pattern (dotted line). A dip in volume with respect to the prediction (solid line) is followed by an excess of traffic (caused by the dispersion of queued traffic). We call the duration of the dip the incident period ($T_{\text{incident}}$) and that of the excess in traffic the recovery period ($T_{\text{recover}}$). We find that the incident period is 20 minutes or less for small incidents. The recovery period lies typically between the 20 and 40 minutes (twice the incident period). Note that we cannot detect periods less than 20 minutes because of the limited resolution of the time-series. Incident periods of large incidents lie typically between 60 and 90 minutes and recovery periods are of the same length. The depth of the dip is more variable. In the upper right panel was the minimum volume during the accident close to 0, which could be due to a temporary closure of the road. The accident in the bottom right panel was less extreme. In that case was the minimum volume about 50% of the expected volume.

In the examples above we discriminate between small and large incidents. We would like to quantify this rather qualitative difference by a certain strength parameter. We choose to define the strength by the equivalent width (EW), which we define for 10 minute time-series as
\[
EW = 10 \sum (q^{\text{obs}} - q^{\text{pred}}) / <q^{\text{pred}}>
\]

We defined the start time of the incident to be 10 minutes before the first detected outlier of that incident. We then estimated the equivalent width of the dip (\(EW_{\text{incident}}\)) during the incident period (between the start and end time of the dip), in which we chose \(T_{\text{incident}}\) such that \(EW_{\text{incident}}\) is minimal. After the incident period the recovery period starts. We chose the recovery period such that \(EW_{\text{recover}}\) is maximal, but we demanded that \(T_{\text{incident}} \leq T_{\text{recover}} \leq 2T_{\text{incident}}\). The equivalent width is a relative strength, i.e. relative to the mean expected volume (\(<q^{\text{pred}}>\)) over the whole period. The equivalent width is given in minutes and its length multiplied by the mean expected volume equals the amount of traffic that is missing (negative width) during the incident and the amount of extra traffic (positive width) during the recovery period. We therefore demanded that \(EW_{\text{incident}} < 0\) and \(EW_{\text{recover}} > 0\). With this demand we selected about 160 incidents.

In fig. 5 we show the equivalent widths of the incident and the recovery period. For small incidents there is no clear relation between both equivalent widths. In fact, in some cases is the amount of extra traffic during the recovery period even larger than the amount of missing traffic during the incident (\(|EW_{\text{recover}}| > |EW_{\text{incident}}|\)). These cases probably are not caused by a blockade or accident, reducing the number of true incidents even further, and they are shown by open symbols in fig. 5. For larger incidents (\(|EW_{\text{incident}}| > 10\)) there seems to be a correlation between the two equivalent widths. If we exclude the open symbols the average ratio between both equivalent widths (in absolute values) is about 0.4. In other words, 40% (on average) of the vehicles that have been blocked will follow their way, while 60% will take another route.

6. DISCUSSION

We developed a prediction scheme for recurrent events and a detection scheme for incidents based on volume data which were collected at urban intersections in the Dutch city of Almelo.

Our detection method is based on an \(n\)-sigma clipping method which can detect outlying measurements in real-time. With our chosen thresholds (\(n=4\) for a single outlier and \(n=3\) for two successive outliers) we get a false alarm rate of only a few percent, while we probably identify all large incidents (e.g. accidents) and most small incidents (e.g. blockade by a vehicle). The detection time lies between the 10 and 20 minutes, but can be reduced when we reduce the time-lags of our time-series. We analysed the detected incidents and find that on average 40% of the
missing volume during an incident disperses along the same link after the incident. In other words, about 60% of the traffic that would enter the location of the incident changes route.

Many algorithms use threshold values for detecting incidents. Some authors have pointed out that the choice of threshold values often is rather arbitrary (e.g. Ihler et al. 2006). Although we also choose thresholds, our algorithm is very successful for two reason. Our expected volumes are, contrary to some algorithms, robust predictions based on historical data of many days. More importantly however, the threshold is not arbitrary chosen, but depends on the random variation of the volumes, which can be described in an uniform way.

We presented a prediction scheme for recurrent events. We took the home-matches of the professional football team as a recurrent event. We selected 11 matches and found that the predictions of the event related volumes generally are quite good, although predictions may be complicated when the start and end times are not exactly known. Predictions could also deviate from the measured volumes due to variations in the distribution (i.e. the origins from which the visitors arrive) or modal split (which probably depends on the weather). A study of the area of Amsterdam (Houtriet 2007) shows that even traffic flows which are generated by large events can be predicted quite well.

In the United Kingdom, automatic incident detection systems are being integrated into adaptive traffic signal systems in urban areas (e.g. Ash 1997, Bowers et al. 1996). In the Netherlands, authorities like to include incident detection and event predictions into the management system of Dutch motorways (Taale et al. 2004). We suggest that our schemes might be included into traffic management systems of Dutch cities.
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