Currently, new interactions between previously separate fields of research result in qualitatively new technological possibilities and, perhaps, revolutionary impacts. Nanotechnology plays an important role as an enabling technology that, in combination with information technology, biotechnology and cognitive and neuroscience, can create major changes, for example in chips technology, drug delivery or implants. This shift is one example of recurring shifts of boundaries between technological fields, and associated changes in innovation patterns and broader changes in society that are often referred to with the label ‘converging technologies’.

Converging technologies present a twofold challenge. First, to understand the complex dynamics of development of converging technologies in specific domains. Second, how to use insight into the dynamics to find a way forward and, where possible, to actively shape the developments. This challenge is addressed in this book, the result of a study about converging technologies carried out by practitioners from academia, public research institutes and industrial companies. Case studies about two specific domains, nanoelectronics and regenerative medicine, constitute the core of the book.
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Innovation is about creating value in a complete value chain. The innovation process may start off with just a vague but potentially brilliant and creative idea, the outcome can be the solution to a societal problem or a product or service fulfilling a market need. All phases of the innovation process and every link in the value chain may be the source of new insights and knowledge that can be used to create value. Innovation processes are therefore not just about science, technology or R&D. Nevertheless, a new technology is an important and often essential factor in the innovation process, but it will only be fruitful if embedded in societal developments.
At an early stage of an innovation process, the value chain is often not clear, incomplete or changing at a high rate. Innovation at this stage can be a haphazard process with many failures and frustrations, increased by expectations that are too high. Because of the uncertainties about eventual outcomes it is difficult to make a realistic planning defining the steps to be taken.

At a later stage in an innovation process, the objectives — products, process technologies — become better defined, and actors can use planning tools, such as roadmapping, to anticipate developments and to coordinate their activities. One example is the use of roadmapping in the electronics sector discussed in the case study about nanoelectronics. Although innovation remains a journey into the future with ever-changing conditions and with a moving target, roadmapping is a useful exercise, which helps to anticipate future innovations as it allows to analyse, integrate and act upon the information available.

Roadmapping is even more difficult and sometimes impossible at an earlier stage. In case of printable large-area electronics, — discussed as part of the nanoelectronics case study — and regenerative medicine — the second case study in this book — the value chains are incomplete. Additionally, there maybe social, ethical or institutional issues increasing the complexity.

Although planning innovations remains difficult and there is always the risk of hypes, well-expressed expectations can lead to a wise selection of technological options: We can call this dynamic process evolutionary but of course without the blind variation of options of the neo-Darwinian theory. Options are selected and shaped by the actors in the innovation process, increasing the success rate.

The relatively new paradigm of open innovation also reflects that the problems to solve, the products to design and produce and the development processes of innovative solutions are becoming more and more complex. No-one can cope on their own anymore. Various parties, big and small companies, universities, RTOs, NGOs and government, should cooperate as responsible partners mutually respecting their places in the value chain and stimulating each others strongholds.

Complex issues are characterized by an abundance of not entirely independent parameters, and we can only deal with these if we combine various disciplines. In fact, this is the main theme of this book: How to innovate by converging technologies?
In this book, the route of an innovation is mapped as a trajectory in a matrix with changing capabilities — technological or organisational — and linkages — between actors in value chains. With hindsight, organisations can learn from such patterns, and then use such insights to anticipate the future. Most are slow transition processes composed of many small, but fast and disruptive creative solutions, which are driven by visionary individuals with a deviating perception of our world. These creative minds are essential for any innovation process. The so-called European innovation paradox is not so much the result of a lack of translation of novelties into applications, but of the presence of a suffocating ambient for creative minds. Risk-taking is not a typically European habit, which is alarming since any creative process, wherever in the value chain, is breathtakingly risky!

‘Converging technologies’ is a label nowadays used to point at synergies between originally separate fields leading to revolutionary innovations. It is clear from the above that any complex issue can only be solved by converging technologies in an open innovation context. I am convinced that in 10 years time we will no longer use this term. It will be the standard in technological developments or, even better, the standard in societal transitions.

In this book, the mentioned patterns are simple and clear in the case study about nanoelectronics, less so in the case study about regenerative medicine. This reflects the different stages in the trajectories of the chosen topics. These differences do add to the educational power of the book. The case studies, together with the generic chapters on innovation and converging technologies, explain how the dynamic evolution processes work, describe the risks and factual failures in time and finally show the possible innovative outcome.

It teaches us not to shy away from planning, to open up to creative minds, not to believe that the prospected outcome is the sole solution, but to profit from the abundance of possibilities which pop up during the process, to adapt the planning at every dynamic crossover of a diversity of ‘converging’ capabilities and to use communication skills in order to arrive at a future with an even better than expected outcome.
We hope that the book will help policy makers, technology managers and R&D specialists to interact in designing innovative schemes for cooperation in order to create value for society.

Last but not least, we hope you will enjoy reading this book.

The Hague, October 2006

Prof dr J.H.W. de Wit  Ir W. Draijer
Chairman of the steering committee  Chairman STT
Converging Technologies STT
Management Summary

Maurits Doorn

Converging Technologies

Recently, ‘converging technologies’ has become a fashionable label, pointing out emerging interactions between previously separate fields of research and technological development. Such shifts result in qualitatively new technological possibilities, with potentially revolutionary impacts. Whether or not the label converging technologies is used, there is definitely a shift going on in how different fields of technology interact. In the present shifts, nanotechnology plays an important role as an enabling technology, that, in combination with information technology, biotechnology and cognitive and neuroscience, can create major changes, for example in chips technology, drug delivery or implants (including electronic brain stimulation). Similar shifts occurred in the past, for instance in fields like materials science, mechatronics and information technology. These earlier examples illustrate that convergence is associated with changing innovation patterns, industry structures and broader developments in society.

1 STT, Den Haag, the Netherlands.
In a recent series of high-level policy reports in the United States and Europe, the idea of converging technologies was adopted and associated with expected revolutionary improvements in human performance (US) or with a ‘next technology wave’ (EU). Critical commentators stress the possibility of undesirable outcomes. The result is a lot of hype and counter hype.

**The STT project**

This book is one result of the STT foresight project about converging technologies. Starting point for this study is that the label converging technologies does refer to important qualitative changes in technological development and that similar changes occurred before. Insight into the dynamics of such earlier changes can help to cut through the rhetoric and hype to some extent, so as to better understand what is actually happening in particular technological domains today. Converging technologies present a twofold challenge. The first challenge is for actors to better understand the complex dynamics of converging technologies. The second challenge is to use such insight into the dynamics to actively shape the developments.

The book discusses two particular domains, nanoelectronics and regenerative medicine, which were the subjects of two case studies. These case studies constitute the core of this book. The case study approach was chosen to base the analysis on concrete developments. By doing so, we have attempted to step back from the current dynamics of expectation and hype.

We have asked practitioners from academia, public research institutes and industrial companies for each of the two domains to reflect on developments, sharing and at the same time furthering their understanding. Additionally, to deepen the analysis we have used insights from studies of innovation and the dynamics of technological change. The results of this process are reflected in the chapters of this book, written by the participants of the study.

**Results**

The results of the study are twofold. On the one hand, insight into the dynamics of converging technologies. On the other hand, clues as to what are conditions that allow converging technologies to develop to the benefit of society. Here, we highlight a selection of the results of the study, integrating the results of the case studies.
Insights

– The dual-promise of converging technologies. Expectations about possible performance improvements or novel functionality (ambient intelligent information and communication systems, recovery or improvement — possibly at an early stage — of the ‘natural’ function of impaired tissue) are attributed to underlying actual technological developments that remain largely invisible (integrated multifunctional electronic devices and flexible interfaces, control of physiological processes underlying tissue development) but have their own dynamics. This dual-promise dynamics carries the risk of hype. Promises, as a way to articulate expectations, are necessary to start a process of agenda-setting, prioritization and resource mobilization. However, there is a risk of oversimplification, resulting in over-extended expectations and unrealistic requirements, and in the end in disappointment about otherwise promising technological options.

– The result of an agenda-setting process is emerging path dependencies, i.e. difficulty to move away from the path because it is a stabilized pattern of interactions. The actual shape of such trajectories depends on the context. Trajectories in health, electronics, architecture, agriculture will differ as they are shaped by different factors. In order to anticipate on future path dependencies, and maybe even influence them, it is interesting to characterize the actual factors that shape these trajectories. Such factors include not only the technological developments but also sector-structural developments — such as reconfigurations of value chains — or broader societal developments — of for instance regulatory or normative frameworks.

– Insight in such trajectories, both in technological developments and in the associated sector-structural developments, can be used to map the development path of a technology in time, both retrospectively and anticipatorily. Such maps can serve as a ‘roadmapping’ tool to articulate visions about future developments, to commit stakeholders and to define a course of (collective) action.

Conditions

– Broad, multidimensional and dedicated research programmes are needed to stimulate a creative tension between a realistic assessment of what is possible and a desirable future. Such programmes should not only pay attention to science and technology, but also take into account contextual social and economical issues including regulatory, economic, and ethical issues. Considering the open-ended character and complexity of the developments — where structured foresight is not a possibility — a way forward can only be found if the non-technological issues are addressed simultaneously with research and technological development, in a step-by-step learning process that includes all relevant actors.
– At the start of a trajectory, a value chain starts to emerge and roadmapping becomes possible. Roadmapping is a tool to articulate a shared vision of the future in order to timely address a problem or to fulfil a market need. A good roadmap emphasises the commitment of all stakeholders. The coherence between various levels of abstraction, such as technology, product and marketing planning, are made explicit in the roadmapping process in order to steer the planning and decision-making. Aspects of scenario planning are taken up in this process, so that for instance relevant societal issues and sector-structural developments can be placed on a time scale and clearly specified future milestones can be defined. Then, backcasting to the present, a course of action can be defined. A roadmap is not a static plan: it should be regularly updated to incorporate new insight and adapt to changing circumstances.

– Cooperation across the entire value chain is essential, for small and large companies alike. Realising that it is impossible to predict which products will be winners and when the associated volume markets will take off, well-organised R&D ecosystems are necessary that foster parallel emerging technology developments. Such ecosystems should enable cross-fertilisation in an open innovation atmosphere while protecting the intellectual property rights of the actors involved in a responsible manner. ‘Responsible partnering’ is an essential success factor in open innovation. Both internal and external communications are essential throughout the ecosystem to enable the actors to decide at the right time on the continuation of winner technologies and the discontinuation of less promising options. In the ideal ecosystem, very innovative R&D infrastructures are in close proximity to traditional production methodologies; this will stimulate the convergence of know-how from all domains and reduce the inevitable struggle of innovative concepts to become accepted in volume applications. Ideally, the R&D ecosystem will be a fusion of large and small industry, notably start-ups, together with universities and institutes. It requires a different way of thinking about cooperation, also between small firms and larger corporations.
Introduction

Maurits Doorn¹, Arie Rip²

Converging Technologies

Whether the label of ‘converging technologies’ is used or not, there is definitely a shift going on in how different fields of technology interact, and in doing so introduce qualitatively new possibilities, with perhaps revolutionary future impacts. Mechatronics, the combination of mechanical and electronic engineering, was an earlier example. And materials science, now one domain, can be seen in itself as the outcome of the convergence between chemistry, physics and materials engineering. In the present shifts, nanotechnology plays an important role as an enabling technology, which, in combination with information technology, biotechnology and cognitive and neuroscience, can create major changes, for example in chips technology, drug delivery and implants (including electronic brain stimulation).

These shifts are characterised in policy-oriented reports as ‘converging technologies’. The report ‘Converging Technologies for Improving Human Performance’ on the convergence of Nanotechnology, Biotechnology, Information Technology and Cognitive Science [Roco and Bainbridge, 2003; Roco and Bainbridge, 2002] has been particularly influential. The report is based on a conference in June 2002 that was sponsored by the USA National Nanotechnology Initiative which is presided by one of the editors,
M.C. Roco. In Europe, it was deemed necessary to articulate a response, and an expert group produced a report on converging technologies for the European knowledge society [Nordmann, 2004]. Other responses come from critical commentators, such as the ETC group, which reformulated the NBIC (Nano, Bio, Info and Cogno) message of Roco and Bainbridge as the Little BANG, because the elementary building blocks Bits, Atoms, Neurons and Genes were now to be combined to give rise to a Big Bang of unprecedented and possibly undesirable options for intervention [ETCgroup, 2003].

A lot of hype, and counter-hype (about negative impacts), is involved in these discussions. Thus, the use of the label ‘converging technologies’ — as we do in this book — is risky: One can become associated with the hype. But we think the label does indicate an important qualitative shift, as well as a shift which has occurred before. We have already mentioned materials science & engineering and mechatronics. Reference can also be made to the convergence of computing, communication and media technologies, for which the label of convergence was actually already used in the late 1990s (see, e.g., [Castells, 2000]. These examples show that convergence, in terms of synergistic new combinations of knowledge and technological capabilities, can indeed open up new and unexpected spaces for technological development with, potentially, enormous impacts on society. Since there are earlier examples of converging technologies, one may inquire into their nature and the dynamics of their development. This is one of the challenges taken up in this book: Can we use insights drawn from studies of such developments (and from innovation studies and technology dynamics more generally) to better understand what is actually happening in particular domains today? To that end we have selected two domains, nanoelectronics and regenerative medicine, on which this book focuses.

In the chapter 'Anticipating the Dynamics of Converging Technologies', we will draw on specific insights from innovation and technology dynamics studies indicating the elements from these studies that have to be taken into account so as to better understand the dynamics of converging technologies in general and that in the case studies in particular. But we will first introduce two key issues about converging technologies in general.

First, the evolution over time of converging technologies, i.e. the way that different technological trajectories get linked up, become entangled and deliver new technological options. And coupled to this, the difference between, on the one hand, the performance at system level, serving actual or potential needs and demands — about which the promises are made — and, on the other hand, what may be called the ‘physical layer’ that underpins such a
performance, but has its own possibilities and limitations (see the section ‘Dynamics of development’ hereafter).

Second, how various actors start to reflect on ongoing developments, with the promise of converging technologies as an entrance point. Insight into the combination of technical possibilities and changing innovation patterns, industry structures and broader developments in society can then be used to better shape (or modulate) such developments. The aim of this book is to contribute to such analysis and reflection (see the chapter of Doorn et al. ‘Anticipation the Dynamics of Converging Technologies’).

**Dynamics of development**

First, the dynamics of the development of converging technologies. Looking back, there appears to be a pattern of links between fields which are more than supply and uptake, as is the case, for example, with analytical chemistry and pharmaceuticals or environmental monitoring. The supplying field creates new possibilities for the receiving field, while the latter actively engages with the supplying field. Electronic engineering started out as a simple supplier to mechanical engineering but with the development of robotics, an integrated trajectory started and was labelled mechatronics. Kodama [Kodama, 1991] who studied this case and the earlier case of materials science, speaks of ‘fusion’ of technologies — and adds that Japan’s focus on fused technologies explains part of its (then) leading edge. For the present combination of nanotechnology, neuroscience and cognitive science, the beginnings of such an integrated trajectory built around the electro-stimulation of the brain can be observed.

The broader version of the notion of converging technologies pushed by Roco and Bainbridge is more programmatic. With them, the notion has become an umbrella term for a variety of entanglements of technological trajectories. Part of its impact has to do with the idea that these NBIC technologies will become the leading edge technological domains of the 21st century, exactly because they are converging. Our approach in this book is to look closely into specific entangled trajectories – in nanoelectronics and in regenerative medicine – but we will come back in the Discussion and Conclusions chapter to the broader issues of conditions for such innovations.

There is the risk of a hype when emphasising the broader, programmatic notion of converging technologies and their impact, without checking what is actually happening ‘on the ground’. However, the possibility of hype is in a sense built into the dynamics of new and emerging science and technology: Without promises, new options and applications cannot be further articulated nor selected. The structure of this situation, promises and actual performance
versus the invisible technologies achieving them, can be visualised in the three diagrams below.

In the first diagram, we take ambient intelligence, personalised health care and gridless energy as exemplary overall entrance points. The performance is put upfront, the technology remains invisible — in some way the system does what is expected of it.

**Figure 1**
*Expectations about performance improvements and new functionalities.*

![Figure 1](image1)

Then there is that what can be called the physical layer (which includes software and orgware), where all these wonderful things have to actually be made possible. Different fields, trajectories and actors are involved, and even when there is interaction and coordination, there is no guarantee that the expected performance at system level will actually be realised.

**Figure 2**
The physical layer that makes possible – or not – the high level promises.

![Figure 2](image2)
The two layers have their own dynamics. Together, they show how the dual promise of converging technologies (interactions between technological fields, impacts on society) should be positioned.

The two domains studied in the body of this book, nanoelectronics and regenerative medicine, show the dual promise dynamics: the promise of hoped-for performance and the promise of ongoing technological and sector-structural developments. In addition to learning about the specificities of the two domains, we can thus also learn about the patterns in the dynamics of converging technologies.

**Anticipation of converging technologies**

The second key issue is that of anticipation. How do actors attempt to understand the dynamics of the domains they are involved in, and how do they use such insights to actively shape developments?

The introduction of a new label, while this starts out as the action of one actor pushing his interests (as when Roco and Bainbridge organised their conference in 2002 and put ‘converging technologies’ in the title), can be an incentive for other actors (like the authors of this book) to try and understand what is happening. The introduction of the label ‘mechatronics’ had such an effect, and ‘converging technologies’, when accepted as more than rhetorics to create visibility, will have such an effect. That is a reason why we continue to use the reference to the umbrella term ‘converging technologies’ in this book: There might be patterns that one can learn from, for the next steps in one’s own domain, or for other domains.
The STT study ‘Converging Technologies’

The purpose of the STT project ‘Converging Technologies’ was to discuss how fields of research and technology link up in practice and promise, to see how actors can use the resulting insights to better anticipate and to point out under which conditions converging technologies can productively develop and achieve their promises.

We have selected two particular domains, nanoelectronics and regenerative medicine, as subjects for the two case studies. These case studies constitute the core of this book. The case study approach was chosen to help us to base our analysis on concrete developments. By doing so, we have attempted to step back from the current dynamics of expectations and hype.

We have asked practitioners from academia, public research institutes and industrial companies for each of the two domains to reflect on developments, sharing and at the same time furthering their understanding. Additionally, we have used insights from studies of innovation and the dynamics of technological change (as outlined in the chapter ‘Anticipating the Dynamics of Converging Technologies’) to deepen the analysis.

This book reports on the results, drawing out possible futures and allowing further learning from the comparison of the two case studies. The book can then feed back into further reflection on and analysis of ongoing developments and help different actors to articulate their strategies. It will become part of the reflexive co-evolution of converging technologies and society.

Introducing the Case Study

Regenerative Medicine

Regenerative medicine refers to the development of therapies for the treatment or replacement of impaired tissue. The long-term objective of regenerative medicine is to combine results from different fields in life sciences and medical biotechnology and translate these into regenerative therapies for impaired tissue. From time to time, a process of trial-and-error results in a step forward, but the results cannot comply with overheated expectations.

One example, tissue engineering, refers to the option of in vitro manufacturing of tissues (see the chapter of Jansen et al. ‘Introduction’, and the chapter of Meijer et al. ‘Future Perspectives of Regenerative Medicine’). This field of
research emerged in the 1990s but could not meet the overheated expectations, with a classic hype-disappointment cycle (see the chapter of Doorn et al. ‘Anticipating the Dynamics of Converging Technologies’) as a result. Tissue engineering was, for instance, associated with the image of a future body shop where tissue and organs can be manufactured on demand and then implanted to replace defective tissue. However, researchers, clinicians and industrial actors were confronted with an unanticipated complexity — not only technological but also with respect to the introduction into clinical practice and broader societal issues. In the case study, the underlying dynamics are investigated, in order to identify what can be learned in anticipation of new developments.

Recent findings in genomics, proteomics, stem cell research and biomaterials research offer new hope at the end of tissue regeneration. The case study discusses two examples, cell therapy as a treatment option for heart failure (see the chapter of Fernandez et al. ‘Cardiac Cell Therapy’) and the use of growth factors in orthopaedic surgery of the spine (see the chapter of Delawi et al. ‘Spinal Fusion’). These examples not only serve to illustrate the possibilities of tissue regeneration with all the related complexity but also discuss other factors — cost-effectiveness, insurability, regulation, normative issues — that together shape and are shaped by the development of these potential therapies. Integrating the lessons learned from the study of tissue engineering and examples of therapies that emerged more recently, the chapter discusses conditions as to how the field can be moved forward. One aspect that requires special attention is the open-ended character of the developments, full of surprises, contingencies, branching and feedback. The idea of in vitro tissue manufacturing is now explored for its application in tissue models (see the chapter of Bouten ‘Tissue Models’). The uncertainty about possible outcomes means that, for instance, ethical dilemmas that arise in the course of the development trajectory cannot be dealt with upfront but need to be dealt with in a step-by-step learning approach (see the chapter of Horstman ‘From Laboratory to Practice’). Finally, the chapter provides clues on how to improve the process of agenda-setting and other conditions for research programs to more productively develop the possibilities in this field (see the chapter of Jansen et al. ‘Discussion and Conclusions’).

**Nanoelectronics**

The label of nanoelectronics encompasses a multitude of newly emerging technologies, some of which will eventually make possible the physical layer of future electronics products and systems. Expectations about the future of electronics, such as Ambient Intelligence, assume not only an ongoing improvement of the existing technological trajectories such as, for instance,
the trajectory of logic and memory ICs described by Moore’s law, but also the development of a range of new technological possibilities.

This case study discusses two fields, ‘More than Moore’ and ‘Polymer-based Large-Area Electronics’, that are part of the nanoelectronics field. In the More than Moore domain technological options emerge to permit the integration of, for instance, MEMS or biosensors with logic and memory functionality into one electronic device, ‘on-chip’ (System-on-Chip, SoC) or ‘in-package’ (System-in-Package, SiP). The other field, printable large-area electronics, is a field of technological options that promise to make possible the seamless interaction between an electronic device or system and its users and the environment of ambient intelligence. Examples of such interfaces are flexible displays, signage, tags, thin-film power, sensors, that can be integrated on a large variety of surfaces such as packaging materials, building materials, textiles, etc.

Even with this delineation, the nanoelectronics field features a proliferation of technological paths, constituting a veritable maze in which it is difficult to chart a way toward the future. Two chapters in the case study discuss the technological developments in More than Moore (see the chapter of Van Hoof ‘More than Moore and Heterogeneous Integration’) and Large-Area Electronics (see the chapter of Simonis ‘Large-Area Printable Electronics’). The purpose of these chapters is not to provide an inclusive overview of all technological options in these fields but to provide a more in-depth analysis of selected technological paths, and to use these insights to anticipate future developments. The authors make use of a mapping tool, the Abernathy and Clark transsilence map — introduced in the next chapter (see the chapter of Doorn et al. ‘Anticipating the Dynamics of Converging Technologies’, section The Abernathy and Clark model and its generalisation, Figure 3 ‘Four types of innovation’) — to map technology paths and associated application and technology roadmaps. Two other chapters discuss the dynamics from the perspective of sector-structural developments, studying how innovation can be promoted from within the existing value chain (see the chapter of Raaijmakers ‘Innovation from within the Existing Nanoelectronics Value Chain’) or from start-ups aiming at disruptive innovations (see the chapter of Eijkel et al. ‘Architectural Innovations in Perspective’).
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Anticipating the Dynamics of Converging Technologies
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**PATTERNS IN TECHNOLOGICAL CHANGE AND INNOVATION**

As discussed in the chapter of Doorn et al. ‘Introduction’, converging technologies are synergistic new combinations of scientific and technological fields that open up new spaces for technological development and create promises of value creation. These promises influence strategies of R&D actors, firms and governmental actors. In due course, there will be changes in industrial networks and, more generally, in the socio-economic context, where these technologies are produced. In addition to the economic effects, the emergence of converging technologies is reflected in changes in the organisation of scientific and technological disciplines, new approaches for the organisation of research and development, the dynamics of industrial sectors and even in broader socio-economic developments.
If ‘converging technology’ refers to a recurrent phenomenon in processes of technological changes with significant, and potentially revolutionary, impacts on society, it is important to understand this phenomenon in order to anticipate future developments. Are there patterns that will be repeated? And, if so, can actors use their knowledge of these patterns to anticipate future changes? Could an improved understanding of the dynamics of converging technologies help the actors to go beyond an ad-hoc approach to the developments and to base their actions on a more integrative picture of the factors determining the dynamics?

These are ambitious questions. In this chapter, we will limit ourselves to offering building blocks for answers. The first section will present insights and analytical tools derived from studies of the dynamics of technological change and innovation. In the second section, we will look at the expectations about the possible function and value of new technological options, and how such expectations fuel the dynamics, and lead to specific trajectories of development. In the third section, we will present an approach to map such trajectories as they unfold. In the concluding section, we will indicate how these building blocks will be visible in the two extended case studies of converging technologies.

**Technological change and innovation processes**

Innovation processes are often presented as linear, with innovations progressing through a number of successive stages, from basic research through technical development and engineering toward final commercialisation. The underlying assumption is that innovation processes gradually develop toward a pre-defined goal, progressing along a logical trajectory and within a stable, well-controlled environment. While such a picture may be retrospectively presented as a kind of streamlined history, which filters out failures and other contingencies that happened along the way, it does not reflect the actual dynamics. There is more complexity: There are feedback and feedforward loops, setbacks and other contingencies of the innovation ‘journey’ [Van De Ven, 1999]. In addition, innovation journeys are embedded in larger patterns: of expectations about the right direction when developing further products and of sector structures, which make certain innovations easier than others (for example, capacity-maintaining innovations rather than potentially disruptive innovations).

These larger patterns can be captured by the concept of a technological regime, the rule-set or grammar that shapes efforts at technological change.
to realise process or product innovation. Nelson and Winter (1977) [Nelson et al., 1977] introduced this notion, and used as an example the Douglas DC-3 aircraft of the late 1920s, with its metal skin, low wings and piston engines under the wings. It became the model, or dominant design, for subsequent generations of aircraft [Anderson et al., 1990; Tushman et al., 1986]. As Nelson and Winter emphasised, such a regime relates to “technicians’ beliefs about what is feasible or at least worth attempting”. Aircraft engineers held strong notions regarding the potential of the DC-3 design, and subsequent innovations essentially exploited this potential. Thus, a technological regime gives rise to (and is visible in) a technological trajectory. As Dosi (1984) [Dosi, 1984; Dosi, 1982] noted, economic evaluations then become superfluous: Following the trajectory means that a market is assured.

However, such regimes can be superseded, as when jet engines were introduced in the 1950s leading to a modified design from the DC-9 generation onward. A regime can also be replaced, as when CDs made gramophone records obsolete (except in certain niche markets). Based on the nature of the technological change involved, innovations can be differentiated in regime-following and regime-challenging. This distinction is usually phrased as ‘incremental’ innovation versus ‘revolutionary’ innovation, sometimes with a normative overtone that ‘revolutionary’ is better — and anyway more exciting — than ‘incremental’. We prefer more operational characterisations, such as regime-following versus regime-challenging, or capacity-maintaining innovation versus capacity disrupting innovation. This last-mentioned distinction will be taken up again when we discuss the Abernathy and Clark model [Abernathy et al., 1985].

First, we will discuss the dynamics of innovation in further detail. For an invention to develop into an innovation, the new idea has to be combined with other (existing and new) knowledge, capabilities, skills and resources. A firm needs access to manufacturing capabilities, access to markets, a distribution system, financial resources, etc. to turn an invention into an innovation. Complementary inventions/innovations are needed to successfully put an idea into practice. This is one of the causes of the considerable time lag that may occur between the new idea and its practical application. In the enthusiasm about the new idea, such complementary requirements are not always taken into account. Very early attempts to treat malfunctioning body parts by replacing them with body parts from slaves were not successful and could not be successful, given our present knowledge of the issues of sterility, immunology and wound healing (see the chapter of Jansen et al. ‘Introduction’ in this book). The present promises about human enhancement, including connecting chips to the brain, suffer from the same combination of enthusiastic projec-
tions and lack of knowledge of what is required for an actually successful functioning.

When an invention is developed, it will change as it is combined with existing context and with complementary inventions and innovations. Kline and Rosenberg pointed out the implications:

“It is a serious mistake to treat an innovation as if it were a well-defined, homogenous thing that could be identified as entering the economy at a precise date — or becoming available at a precise point in time. (...) The fact is that most important innovations go through drastic changes in their lifetimes — changes that may, and often do, totally transform their economic significance. The subsequent improvements in an invention after its first introduction may be vastly more important, economically, than the initial availability of the invention in its original form” ([Kline et al., 1986] p. 283 cited in [Fagerberg, 2003]).

Kline and Rosenberg also suggested a general pattern for innovation processes and their links to relevant knowledge, the chain link model. A version of this model is shown in (see Figure 1 ‘The chain link model of innovation’ (adapted from [Phillips, 2003]).

This model does three things. Firstly, in this chain link model, the various stages of the innovation process are shown as interconnected in a web of feedback loops, rather than as a linear, sequential cycle. This indicates the variety

---

**Figure 1**
The chain link model of innovation.
of types of knowledge that are relevant for a successful innovation, including market knowledge and knowledge of complementary inventions. Secondly, the model also shows the links of the innovation process with ongoing research processes that have their own dynamics. These links not only reflect the contribution of scientific research to innovation processes, but also the reciprocal dependence of science on innovation, for agenda-setting and for tools and equipment. For instance, the technological challenges related to the space race and the cold war required a better understanding of the structure–property relationships of materials, and this was the motivation to create materials science as an interdisciplinary field of academic research. Soon, other issues in innovation processes defined the agenda of materials science, for instance the need to better understand materials processes and properties that were important for semiconductor devices, as discussed in the case study nano-electronics, but also the need for biomaterials for implants, as discussed in the case study regenerative medicine [Brooks, 1994; Cahn, 2001]. Finally, the chain link model indicates that such knowledge can come from within or without an organisational unit, such as a firm. How exactly knowledge is linked to innovation processes will depend on how innovation processes are organised in the various fields. Patterns of linkages in industry, services, health, etc. can differ significantly. Moreover, such patterns may evolve in response to changes. For example, in an industrial setting, the mode of organisation of R&D significantly changed in the course of the twentieth century, most recently toward open innovation settings (see, e.g., [Chesbrough, 2003].

Note that converging technologies appear twice in this model: at the research side, where new and promising technological options are created, and at the innovation side, where new processes and products are introduced in the market in the hope they will realise their promised impacts.

**Terminology: Innovation, technological change**

Three characteristics of innovation:

- Value is created as an invention, is put into practice, and becomes tradable in a market or in other ways, e.g., use in the health sector.
- This requires new combinations of knowledge, capabilities, skills and resources.
- Innovation is a continuous process of de-alignment in an existing order, to create space for the novelty and re-alignment to make the new configuration work.

While innovation is often related to new products and production technologies, innovation can also be based on changing supply chains, access to new markets, customers or users or new organisational forms. It will be clear that not all innovation is technological. Product innovation — based on new or improved products — and process innovation — based on new or improved production technologies
— are often directly related to new technological options, whereas other innovation types are not necessarily directly or exclusively related to technological change.

While technology can be used to distinguish a production technology from a product ('chips technology' versus 'chips'), its use is broader. The word ‘technology’ may be used to depict an artefact (a spoon, hammer or space station), the skills and techniques involved in producing these artefacts or the abstract idea of technology as a force in society (e.g. ‘technology as boon or bane’). Rip and Kemp (1996) discussed these and other uses in depth and then proposed a definition for technology as ‘a configuration that works’ which captures the key aspects. It combines form (‘configuration’) and function (it works). It does not predefine what is part of the configuration and what is not, recognising that the working of a technology is generally based on its links with other artefacts. Nor does it limit the elements of the configuration to material ones; there can be educational technologies, such as curricula and the discipline of schooling.

Technological changes consist of changes in technology and the dynamics of such changes. It is often conceived as a force impinging on our societies. While it may be experienced as an external force, this is so because it is difficult to influence its direction, not because it is external to society. Technology is developed and influenced all the time, but the net effect depends on interactions and shifts of many actors in many places. The emergence of a dominant design is an example of where such dynamics can be traced in detail.

There are more patterns in innovation processes, and in technological change, for that matter. In the next two sections, we shall specifically look at expectations, and at the extent of change anticipated by an innovation. The concept of pattern, as we use it here, is somewhat stronger than the common-sense notion. Patterns can be observed in ongoing actions and interactions, and in how developments are shaped in a more or less recurrent manner. Moore’s Law in microelectronics is a well known example of such regularities. Although it is called a ‘law’, it is actually continually achieved (i.e. constructed) through the efforts of many actors joined together in a strategic game of competition and partial coordination. This exemplifies a general point: Patterns are constructed, but the regularities involved may be used to anticipate. That is why we can tell something (precariously, since it is about the future) about emerging technologies even if at a very early stage.

An evolutionary perspective is particularly relevant for technological change and innovation, where novelties are introduced. The introduction of a novelty can be compared with a variation (a mutation in the case of the neo-Darwinian biological evolution theory), and its subsequent fate is determined by how it is
nurtured as well as challenged in overlapping selection environments. For our purposes, we do not have to go into great detail here. (See box ‘Patterns: an evolutionary perspective’). It is a way to integrate promises, and expectations more generally, into ongoing dynamics of technological change.

**Patterns: an evolutionary perspective**

Technological change and innovation are full of contingencies, while at the same time patterns emerge. Evolutionary theories can address this because they combine contingent variation and selection leading to stability in due time (for example, biological species). This is how evolutionary economics (and the related sociology of technological change) attempts to understand the dynamic characteristics of innovation, something that is out of reach of the equilibrium theories of mainstream, neo-classical economics. (Note that the term ‘evolutionary’ is not used here, denoting step-by-step, gradual change, contrasting it to revolutionary change but in the sense of biological evolution.) The evolutionary view recognises that innovation always implies the introduction of novelty, whether technological or not, into an existing order. Such novelty is then seen as a variation, just as mutations in neo-Darwinian evolutionary theory are variations. The context in which a novelty emerges (say, a firm) acts as an early selection environment, and when accepted (‘surviving’), as a retention mechanism. The eventual wider selection environment is more than a market, where firms compete with products. There are further selections taking place: The degree of compatibility with existing technical systems and infrastructures, institutions such as the patent system and the way it is applied, various regulations, a broader public acceptance of new technologies and products. The combination of retention and more or less stable selection environments is the mechanism behind the emergence of irreversibilities and patterns – species in biology, trajectories, regimes and dominant designs in economics and sociology of innovation.

The evolution of technology in society differs from neo-Darwinian evolutionary theory because here variation is not blind and the selection environment is not independent of variation generation. Actors develop and select technological options based on expectations: of their promise, linked to eventual chances of survival. And they actively shape the new option so as to create a better fit with the expected selection environment, for example in test-labs and with user tests. At the same time, the selection environment might be influenced. For example, when the synthetic dye industry emerged, and technological innovation became routine in the labs of German companies such as Bayer, spokespersons for the industry attempted to change the rules of the patent system to allow routine discoveries (as with azo dyes) to be patented. In the course of time, further changes occurred because the dyers became dependent on the manuals developed by the dyestuff producers, rather than that they set requirements on the dyes to be developed.
A further application of the evolutionary theory is the notion of punctuated equilibrium: A period of relative stability (in terms of emergence of new species) is broken ('punctuated') somehow, an explosion of variations occurs with partial survival and changing selection criteria. In microelectronics, there are the dominant CMOS regime and its development following Moore’s Law as a dynamic equilibrium, which is now punctuated because of new technological opportunities as well as broader search strategies, given the expectation of a ‘brick wall’ limiting the continuation of Moore’s Law.

**EXPECTATION DYNAMICS AND PATH DEPENDENCIES**

Why discuss expectations separately? Expectations as such are an important feature because they articulate the possible future value of a new technological option or a fledgling innovation. This can be done in a structured but limited way as when venture capitalists calculate the potential return on investment in a technology in order to make better decisions. Expectations are a bridge between explorative work on improved product performance and better production processes on the one hand, and the exploitative interests of economic actors (firms, venture capitalists) to create innovations that will find a market on the other hand.

Expectations anticipate, and an effort can be made to better anticipate. There is a tradition of forecasting, but for a large part of the examples of technological changes we are considering, the situation is too open-ended for systematic forecasting. We are looking at earlier stages, where the rhetoric of expectations and promises serves to set agendas and to mobilise.

In a sense, promises are necessary to create visibility and interest for new technological options [Van Lente, 1993]. At the same time, it is inevitable that there will be some exaggeration, in some cases hype. Scientists and technologists contribute to the promising, whereas at the same time they are concerned about hype — it is not an easy balance. They expect there to be hype and, because there is no way to distinguish hype from justified hope at an early stage, the expectation is that there will be a lot of hype, followed by a reaction leading to realism. There are different strategies, for example in nanotechnology, between the United States, where a ‘third industrial revolution’ is promised and the idea of converging technologies serves to articulate this promise [Roco et al., 2002; Roco et al., 2003], and Europe, where ‘making things smaller and faster’ is the key phrase.

The stage model of a hype followed by realism is now widely recognised as the
hype-disappointment cycle that was famously adopted by the Gartner Group, a consultancy. They used it, for example, in a 1999 report that supposedly anticipated the bursting of the ICT bubble in 2000 [Gartner]. This is an example of a meta-expectation — an expectation not so much about the actual technology but about the way the technology will develop — used by actors to position themselves and to define their strategies. Meta-expectations can be structured further, for example, with the notion of new generations, an example of a prospective chronology [Schaeffer, 1998]. One example is the idea of a succession of therapeutic approaches in orthopaedics (see the chapter of Delawi et al. ‘Spinal Fusion’). Once adopted by actors, such meta-theories start to steer the developments.

Agenda-building is important for focusing efforts on a limited set of options, while other (competing) possibilities are abandoned, at least temporarily. Foresight exercises attempt to do this explicitly (not always with sufficient authority to make a difference). Agenda-building is a broader process and will have effects because of ongoing strategic choices. Promises initially made to mobilise resources now become obligations. This agenda-setting and resource mobilisation process constrains the option for further developments, as alternative options are abandoned, but at the same time it opens up new spaces for further development as new energy is put into the project, and new questions and challenges come on the agenda.

When expectations stabilise, they will start to shape the direction of further developments. This may be the start of trajectories, for instance defined through successive generations of products that shape further developments, as in the case of the DC3. After a certain time, the promises take on substance, not only in the shape of the concrete technologies, but also in the shape of the associated structures, routines, agreements, etc. that serve to produce these technologies and define the technological regime. Such trajectories and the associated regimes can be actual, based on working products — such as the CMOS-based integrated circuit that gave rise to Moore’s law — or potential — such as the tissue-engineering programme that promises a next step in the overall tissue replacement approach.

At present, fashionable roadmapping exercises are based in the phenomenon of emerging trajectories. Once a trajectory is established, roadmapping becomes useful as a way to indicate how a trajectory can be further exploited. Through involvement of relevant actors in the roadmapping process, the roadmap is also a way to coordinate activities and to get commitment. A good example is the ITRS roadmap (see www.itrs.net/about.html), the product of involvement of all relevant parties in the worldwide electronics sector.
Hype or no hype, the net result is that paths emerge with some path dependency, i.e. difficulty to move away from the path, because it is a stabilised pattern of interactions. The actual shape of such trajectories depends on the context. Trajectories in health, electronics, architecture, agriculture will differ, because they are shaped by different factors. In order to anticipate future path dependencies, and maybe even to influence them, it is interesting to characterise the actual factors that shape these trajectories. Such a characterisation is possible through the mapping of capabilities and linkages, an analysis first introduced by Abernathy and Clark for the automobile industry.

**The Abernathy and Clark model and its generalisation**

Abernathy and Clark, in their seminal 1985 article ‘Mapping the winds of creative destruction’ [Abernathy 1985], argue that it is not product features as such that determine what happens, but the underlying competencies enabling firms to develop and market such products. It then becomes important to characterise potential innovations as to whether they conserve such competencies, or make them obsolete (or just irrelevant for the potential innovation). This is why they develop a mapping tool, and one which is broader than the one-dimensional distinction between conservative innovations and disruptive innovations. They distinguish two dimensions related to different types of competencies: capabilities and linkages.

**Capabilities**

Technical and production capabilities, but also scientific and technological knowledge and knowledge embedded in organisational processes, systems and procedures.

**Linkages**

Linkages to users, customers and markets, not only comprising commercial


<table>
<thead>
<tr>
<th>Domain of innovative activity</th>
<th>Range of impact of innovation</th>
</tr>
</thead>
<tbody>
<tr>
<td>I Technology/Production</td>
<td></td>
</tr>
<tr>
<td>Design/embodiment of technology</td>
<td>improves/perfects established design</td>
</tr>
<tr>
<td>Production systems/organisation</td>
<td>strengthens existing structure</td>
</tr>
<tr>
<td>Skills (labor, managerial, technical)</td>
<td>extends viability of existing skills</td>
</tr>
<tr>
<td>Materials/supplier relations</td>
<td>reinforces application of current materials/suppliers</td>
</tr>
<tr>
<td>Capital equipment</td>
<td>Extends existing capital</td>
</tr>
<tr>
<td>Knowledge and experience base</td>
<td>builds on and reinforces applicability of existing knowledge</td>
</tr>
<tr>
<td>II Market/Customer</td>
<td></td>
</tr>
<tr>
<td>Relationship with customer base</td>
<td>strengthens ties with established customers</td>
</tr>
<tr>
<td>Customer applications</td>
<td>improves service in established application</td>
</tr>
<tr>
<td>Channels of distribution and service</td>
<td>builds on and enhances the effectiveness of established distribution network/service organisation</td>
</tr>
<tr>
<td>Customer knowledge</td>
<td>uses and extends customer knowledge and experience in established product</td>
</tr>
<tr>
<td>Modes of customer communication</td>
<td>reinforces existing modes/methods of communication</td>
</tr>
</tbody>
</table>

**Table 1**

*Capabilities and linkages in the automobile industry.*

relations, but also deeper linkages, for instance at the level of (user-specific) application knowledge, customer experience, etc.

As an example, the technological capabilities and linkages to customers and markets that Abernathy and Clark identified for the automobile industry are presented in Table 1 ‘Capabilities and linkages in the automobile industry’.

Distinguishing between smaller and larger changes (disruptions) in the two types of competencies, they created a 2x2 matrix and labelled each of the four cells in the matrix as a particular type of innovation (architectural, niche, regular and revolutionary). See Figure 3 ‘Four types of innovation’.

The specific labels chosen by Abernathy and Clark are less important than the dynamics they attempt to capture. For example, the label ‘revolutionary’ now
stands for the introduction of novel capabilities (new product, existing market), while it is often used to indicate disruptive changes in both dimensions. For this cell in the matrix, Abernathy and Clark chose to use the label ‘architectural’. In their eyes, such innovations were characteristic for the creation of new industries as well as the reform of old ones:

“Innovation of this sort defines the basic configuration of product and process, and establishes the technical and marketing agendas that will guide subsequent development. In effect, it lays down the architecture of the industry, the broad framework from within which competition will occur and develop” (p. 7).

Abernathy and Clark pointed out that the four different types of innovation require different strategies (‘fit’ versus ‘stretch’ with respect to the environment) and management approaches and structures. It goes without saying that the dichotomisations leading to four distinct types is a simplification, as innovation always involves some disruption of linkages and capabilities: The degree of change on the two dimensions is continuous.

A further point should be made. Abernathy and Clark’s analysis, based on the automobile industry, is relevant for large, integrated firms with an in-house R&D capability, their own manufacturing capacity and (more or less) direct access to end-customers. However, other industrial sectors, such as the microelectronics sector, have a different structure. The competitive power of this industry is based on a highly differentiated value chain, where networks of highly specialised firms add value in a strategic game of cooperation and competition. In addition, more generally, broader linkages in business networks became more relevant in the course of the previous decades, as the ‘traditional’ model of closed innovation was left in favour of an open innovation.
paradigm (also in the automobile industry) [Chesbrough, 2003]. The integrated firm with in-house manufacturing capacity and R&D is transformed as firms increasingly outsource activities, starting with production capacity (capital), but increasingly also basic research and product development (knowledge). Not only for the microelectronics industry, but also for open innovation in general, innovation takes place in an evolving network, where players build linkages, aligning their activities to optimise added value. Especially in the case of innovations, where radically new technological capabilities have to be implemented, firms will often not be able to develop these capabilities in-house. Broader alliances are needed to spread risks and to achieve economies of scale.

For the purpose of our analysis, in particular in the nanoelectronics case study, we use the method of Abernathy and Clark to map the de- and re-alignments of competences associated with an innovation process, as such and in due course. We can therefore map trajectories retrospectively, so as to understand what happened, and prospectively, so as to derive strategy and management implications. Typically, an innovation starts with the introduction of a new capability or with the formation of a new market linkage. This may be a first step in a further process of re- and de-alignment of competencies and may eventually result in an architectural innovation that (re)defines an industry. However, other innovation trajectories survive in niches or are selected-out before they have a real impact. What happens as well is that an innovation project starts with the promise of being architectural, but then it turns out that the necessary re-alignments are too difficult, and the focus shifts to changes in linkages or in capabilities only.

It is therefore important to add time as a parameter to the Abernathy and Clark maps, locating the various innovations and stages in one innovation trajectory on one map, thus depicting a trajectory (see Figure 4). In doing so, a further complexity is introduced, viz. changes in context in the course of time (cf. our earlier observation, when discussing the evolutionary theory, that selection environments will change in due time, partly in response to the introduction of an innovation). Such a trajectory can be mapped both retrospectively, but also prospectively, as is the case, for example, in roadmapping. The prospective map guides and coordinates actions, and might be realised thus, as a sort of self-fulfilling prophecy. In many cases, however, there is another outcome (cf. Figure 2 in section 'Expectation dynamics and path dependencies').

A further extension of the Abernathy and Clark model is necessary considering the increasing importance of linkages at a societal level. One example is
regulation, for instance product safety, risk regulation in health care, product trials in the health sector, environmental protection, competition, but also the increasing importance of public acceptance, such as the backlash in agricultural biotechnology, nuclear energy, stem cell research. At this level one can see the co-evolution of technological change and the selection environment at work, for instance, as the regulatory regime for medical products that changes in response to the introduction of so-called ‘hybrid’ tissue-engineering products.

This extension of the notion of linkages illustrates that processes of de- and re-alignment play a role at multiple levels. It can be used to describe the dynamics at the level of an individual innovation project, but it can also be worked out at the level of firms, networks of organisations, sectors and at the level of the broader socio-economic landscape. Variation and selection mechanisms are active at all these (interrelated) levels.

**Convergence revisited**

What is then the relationship between converging technologies and the foregoing general observations about the dynamics of technological change and innovation? And how can these concepts and tools be used in the analysis of the case studies?

Converging technologies are new technological options, made possible through the synergistic combinations of knowledge and technological capabilities derived from various fields. Two characteristics stand out: the synergistic character and the interactions between the fields.
First the synergistic character. The promise of qualitatively new possibilities of converging technologies is not based on random combinations but on a new principle, such as a design rule or a new scientific paradigm that makes the new technological option possible. In the case of materials science, this was the idea of structure-property relationships, at a later stage extended to the structure-property-processing triangle, allowing a better control of materials properties [Bensaude-Vincent, 2001]. In the microelectronics revolution, it was the promise of integrated manufacturing of semiconductor electronic components that let Gordon Moore make his famous prediction about the evolution of the semiconductor industry [Moore, 1965]. The microelectronics revolution made the later convergence possible, at system level, of communication, computer and content technologies, which was based on the idea of an underlying unity of information [Castells, 1996]. (Note the interaction between the dynamics of the physical layer, in this case microelectronics, and at a later stage the dynamics at system level of ICT systems described in the chapter ‘Introduction’.)

Secondly the interactions between fields. Just like technological changes in general, converging technologies are not external developments impacting on the various actors, as the actors actively work to create these new combinations; in the case of converging technologies, in particular through the creation of new linkages between normally separate fields of research or innovation. This reflects the power of the concept ‘converging technologies’: When actors subscribe to the promise of converging technologies, they will then be forced to open up their fields to new interactions. Without such interactions, it will not be possible to mount the necessary expertise, mobilise the resources and fulfil all other necessary conditions to fulfil the promise of converging technologies.

Note that these two dimensions of converging technologies are directly reflected in the two axes of the Abernathy and Clark diagram — technological options as new capabilities on the horizontal axis, the interactions required to realise the promise of these options as linkages on the vertical axis. The promises of converging technologies have a regime-challenging character.

The next two parts of this book will discuss the case studies — about nanoelectronics and regenerative medicine — that form the core of this book. The concepts, insights and analytical tools discussed in this chapter can serve as a possible guide for the reader to work through the case studies.
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Introduction

In this case study we will focus on regenerative medicine, an emerging area of fundamental research, technology development and innovation in health care. This field is expected to make possible a broad range of therapeutic approaches directed towards the treatment of congenital and acquired problems of tissue loss and organ failure. The shared objective and distinguishing characteristic of these regenerative approaches is that they try to build on physiological principles for maintaining or restoring a normal functioning of human bodies. Whereas traditional therapies treat conditions, the revolutionary potential of regenerative medicine lies in its claim to cure pathologies and to restore a ‘normal’ body functioning. Regenerative medicine involves novel combinations of cells, biomaterials, drugs, or genes that may be designed, manufactured and delivered either synchronised or chronologically as a customised therapy. The regenerative approach is considered as an alternative for simple replacement and is based on the intrinsic self-healing capacity of natural tissues. Although some body tissues, such as bone and skin, have a large self-healing capacity, other tissue types and organs lack this property.
For example, cartilage repair is impossible, and damage to muscle tissue will result in scar tissue formation. The same is true for large defects and traumata. The aim of regenerative medicine is to seduce the body into self-healing, which can only be achieved by a good fundamental understanding of structure-function relationships in normal and pathological tissues. This implies that the regenerative approach builds on the convergence of the knowledge of engineering sciences, life sciences and clinical sciences and requires a multi-disciplinary approach. Regenerative medicine combines new knowledge and technological capabilities coming from nanotechnology and life sciences but is also based on and competes with existing therapies using implants, organ transplantation and, more recently, tissue engineering.

There is an increasing optimism that nanotechnology will provide new options for the diagnosis, treatment and prevention of diseases. The improved understanding of physiological processes, such as tissue development at biomolecular and cellular levels, is often attributed to advances in nanotechnologies. Such understanding underlies the technological options currently evaluated in regenerative medicine research programmes. Therefore, regenerative medicine is positioned by proponents as a part of ‘nanomedicine’, a broader area of health-related technological development (see, e.g., [ESF, 2005]). However, nanomedicine as defined here is broader than regenerative medicine, as it also comprises developments in two other areas:
- diagnostics and imaging;
- targeted drug delivery and release.

Expectations about the potential of regenerative therapies are often based on assumptions about progress to be made in these two other fields.

In addition, the developments in regenerative medicine can be located in the context of wider developments in biotechnology and its applications in health care. As such, they provide an illustration of issues that come up as such biotechnologies become embedded in society, e.g. ethical dilemma’s, regulation, risk assessment, scientific uncertainty.

This chapter presents a brief overview of the development of regenerative medicine from the early days up till now. In addition, the field of regenerative medicine is defined, and the problems met in the emergence of this field are discussed.
A history of replacement

The ability to replace malfunctioning body parts has long been an issue of fiction and vision throughout the development of medical practice. One of the most striking examples is the legend of St. Cosmas and St. Damien, which describes the replacement of a man’s gangrenous leg with the limb of a dead black man [Schultheiss et al., 1997].

Apart from this legendary example, the more realistic replacement of lost or damaged body tissue started in dentistry. The French surgeon Ambroise Paré (1510-1590) described the replacement of missing teeth by donor teeth, which were taken from ‘serfs’. It goes without saying that this kind of early transplantation was prone to failure due to the existing lack of knowledge about immunology and sterility as well as the underlying biological phenomena of wound healing. In view of this, the actual innovations in the replacement of tissue and organs originated from the end of the 18th century and the beginning of the 19th century.

The discovery of the sterility principles by Lister meant an enormous step forward in surgical therapy. In addition, the introduction of cell and tissue culture techniques in the beginning of the 20th century, with a considerable expansion in the 1950s, provided detailed information about the proliferation, migration and differentiation of a wide variety of different cell types. At about the same time, proper examples could be found of the use of synthetic materials for whole organ replacement. For example, Greenfield (1913) [Greenfield, 1913] fabricated a hollow basket of iridium wires as artificial replacement of dental roots. The absence of any adverse effect of fragments of plastic aircraft canopy in eye injuries of World War II warplane pilots resulted in the use of plastics for corneal replacement. With the progress in materials sciences, new materials became available for the manufacturing of these so-called implants, which finally resulted in the current relatively successful use of implants for the replacement of teeth, hips, knees, blood vessels, etc.

Apart from the development of implants, the first detailed descriptions of experimental organ transplantation also date from the beginning of the 19th century. However, it was only as late as 1954 that organ transplantation became successful and repeatable. Then, the transplantation of a kidney in identical twins was stunning news (Merrill 1956), which was followed by the first heart transplantation by Barnard (1968).

Although current practices using medical implants as well as organ transplantation procedures are rather successful, both therapies are also associated with problems and disadvantages. Organ transplantation is prone to rejection and the patients have to use immunosuppressive drugs on a long-term
basis. Furthermore, there is a continuous shortage and lack of available donor organs. Implants are prone to failure due to a non-physiological response resulting from the contact between body tissues and the synthetic device. Therefore, the suggestion that with the aid of regenerative medicine a body-shop can be developed, allowing the on-demand production of tissues and even organs is very appealing [Garr, 2001].

EARLIER ATTEMPTS — THE TISSUE-ENGINEERING PROGRAMME

The promise of regenerative medicine has already attracted a lot of attention from scientists, clinicians, patients and investors, starting at the beginning of the 1990s with the emergence of a tissue-engineering approach. The expectation that many patients might benefit from relatively simple structural new tissue-replacing devices gave rise to ambitions as well as hope. Anticipating the potential market and stimulated by much too optimistic views of the scientists involved, research efforts expanded rapidly and were almost immediately followed by the foundation of new companies. Riding the wave of IT technology and fed by speculation in a rapidly growing stock market, everybody became blinded by imaginative visions about the huge medical potential and suggested profitability of approaches based on tissue engineering. This resulted in a hype. It is interesting that the media played an important role in this process. Tissue engineering became a popular example of the potential of technology to fix medical problems. Especially so, as both the medical problems it promised to solve and the advantages for patients were easily recognizable for the public, while the engineering solutions proposed were conceptually easy to understand. However, during the first decade, the deadlines for marketable products were constantly extended due to both underestimated problems in research and regulatory issues. As a consequence, in the early 21st century, commercial ventures in tissue engineering were confronted with setbacks. Many of these new companies were shut down and some were even put into liquidation. Other companies merged, were bought up or radically changed their company philosophy and product strategy. For example, Genzyme Biosurgery was reduced in size and merged into its parent corporation (Genzyme). Only the potentially profitable part of the Advanced Tissue Sciences was acquired by Smith and Nephew [Lysaght et al., 2004]. At the same time, the setbacks in business development were not reflected in the research activities. On the contrary, the number of scientific publications dealing with tissue replacement and regeneration has increased during the last 5 years.

In view of these developments, the question could be asked why the introduction of innovations based on tissue engineering was commercially unsuccessful,
while at the same time research programmes seemed to prosper. The failure of the tissue-engineering programme to meet expectations can be attributed to a combination of factors. First, a lot of the start-up companies suffered from bad management. They were managed by scientists who had no experience in the management of a company and the development of a market-ready product. Second, most of the company managers had a biased view of the marketing opportunities, because they were involved both in the scientific research underlying product development and the final marketing of these products. They lacked a clear vision about what was needed by and of interest to medical practitioners and their patients. As a consequence, the distance between expectation and reality became huge. These unrealistic expectations were reflected in misleading advertisements that set customer expectations too high: Although these products were advertised as tissue equivalents, they did not show any similarity to original tissues, leaving patients and doctors disappointed with the results. But the market projections were also far too optimistic as they did not take into account that a majority of the patients could still be effectively treated with conventional methods. In addition, because many of the tissue-engineering products developed were radically different from existing products, they did not conform with existing medical practices. The application of these products therefore required adaptations of these practices, resulting in complex and frequently delayed application procedures during patient treatment. An additional disadvantage was the inconvenience in availability: In contrast to conventional implants, tissue-engineered products could not be manufactured in-stock and required an exact fit of patient treatment with manufacturing and delivery schedules. Evidently, this lack of an ‘assembly line’ approach, which had made the automobile industry so profitable in the past, became a bottleneck for the application of tissue-engineered products [Mason, 2003]. All these factors resulted in a much slower and much more limited adaptation of the new products in medical practice. As a result, while manufacturing costs remained high and health insurance companies were reluctant to reimburse the newly developed, costly medical procedures,
the new products did not provide a satisfactory revenue and profitability. A further complication was the character of the regulatory regime for medical products (Kent, 2006). Existing regulation essentially addressed two broad product categories — medicinal products and medical devices — both with their own regulatory regimes. Tissue-engineering products do not easily fit either of these categories. From a regulatory perspective, these products are at best seen as borderline cases but they could probably more appropriately be described as hybrids, combining characteristics of both medicine and devices. The last but absolutely no least compromising factor was that the composite nature of regenerative products requires a real interdisciplinary approach and due to a lack of participation and co-operation of all relevant disciplines progress in product development was not promoted. Moreover, the extrapolation of the obtained animal results into the final clinical situation was not as straightforward as supposed and some of the used animal models were not even useful at all. These unsolved technological and scientific challenges were perhaps the most significant reasons that the deadlines for marketable products have never been met (see also [Pangarkar et al., 2003]).

Nowadays, the regenerative medicine industry is being rebuilt after the collapse in the first years of this century [Lysaght, 2004; Pangarkar, 2003]. Improvements are now made so as to achieve the improved levels of maturity and productivity necessary for a successful commercial development. The following issues are now attracting attention:

- Management: Large medical companies are entering the tissue-regeneration field. These companies not only provide significant financial support, but they also contribute to the development of a clear business strategy, management, regulatory approval, marketing and advertising. Quite often, multidisciplinary scientific boards are formed and patient interest groups are involved.

- Need for automation: The necessity of automated production processes and the availability of in-stock products have been understood and have resulted in an extension of new product developments along these lines. Efficient, cost reducing scale-up techniques will improve the market potential of the new treatment concepts.

- Focused research programmes: Governments have worldwide established research programmes that are based on the promises and imageries of regenerative approaches. However, the programmes have emphasised the importance of nanotechnology and converging sciences to make real progress in technical complex questions, like tissue and organ regeneration. Intensive collaboration of multidisciplinary composed teams is promoted.

- Regulation: In Europe, a new regulatory regime for risk management of combination products is emerging in the space between medicinal products,
medical devices and biologics [Kent et al., 2006]. This will enable industrial parties to make more informed investment choices, effectively facilitating commercialisation and trade. However, new regulation could also disturb the precarious balance between the need for harmonisation of regulation and effective risk management present in the existing regulatory environment. Regulation also helps to build up public trust, because regulation suggests some level of government control over developments and the existence of competent officials who are able to develop and uphold these laws. But here again there is the other side of the coin. New regulation may also invite stakeholders with different outlooks and interests to become involved in the regulation process, making the new space a contested one and inviting political and ethical debates about risk management but also about other normative and ethical aspects.

**Enabling science and technology: genomics and stem cells**

The field of regenerative medicine is currently one of the most exciting areas of science and engineering. This subject is boosted by new energy from the results of the human genome project and the advances in human adult and embryonic stem cell research. The genome project provides a lot of information and fundamental understanding of the building blocks and mechanisms underlying the development of tissue structures and organs. Gene expression and the subsequent encoding of signalling peptides are known to play a crucial role in the initiation of morphogenesis and final organ formation. This knowledge is required for the application of the regenerative technologies in an effective way, where effectiveness means reproducibility, reliability, safety, and efficacy.

In the area of stem cell research announcements of new breakthroughs are to be seen almost every week. Such discoveries accelerate science, but a proper translation of the obtained knowledge in applicable and effective products has not yet been achieved. The cell therapies suggested that are based on these results in stem cell research involve the delivery of cell doses to patients as well as the incorporation of the stem cells into a 3-dimensional scaffold material. Which approach should be preferred depends on the final clinical application. Given the currently available knowledge, stem cells harbor a high potential and have to be considered as one of the enabling sciences/technologies for regenerative medicine. Apparently, this technical drive is the major explanation for the continuous increase in scientific output in the fields of tissue engineering and regenerative medicine.
Regenerative medicine holds the promise of revolutionary advances for health care. Whereas medicine always focused on the replacement of damaged tissues and organs, advances in regenerative medicine provide promising options for the regeneration of damaged tissue. In the very long term, such therapies for tissue regeneration might even substitute current replacement or implantation therapies. In replacement medicine, mainly materials are used that are carefully selected but not specifically designed for biomedical application. Although these materials have offered a wide variety of new medical treatments, there are also problems with respect to their biocompatibility and ultimate clinical life.

The goal of regenerative medicine is to regenerate living tissue equivalents in order to replace or enhance lost tissue functioning or structure. In order to achieve this, cells or tissue have to be implanted in such a way that they ‘believe’ that they are in their natural environment. Subsequently, they have to receive all the necessary signals from this environment to trigger the natural processes of differentiation, proliferation and organisation. Critical components in this process are the structural material, which provides a shape to the tissue defect that has to be regenerated as well as to direct the cell signalling events that regulate cellular activities, such as gene expression, protein synthesis, and the release of autocrine and paracrine factors that lead to the desired responses at the cellular and tissue levels. In nature, the so-called extracellular matrix (ECM) acts as a support material for residing cells. This ECM is produced by the cells and is constantly degraded, remodelled and resynthesised. From this perspective, the technological scope of regenerative medicine covers an ‘opportunity space’ where cellular, biomolecular growth factors (defined biomolecules that can lead to the formation of new tissue), and biomaterial systems can be combined to trigger tissue regeneration. The biomolecules are placed on the biomaterial and implanted at the damaged site. The growth factors have the ability to diffuse out of the material and to direct the functioning and growth of cells already present at that site, thus promoting the formation of the desired tissue type and structure. However, this matrix function requires the development of completely new materials, which possess intrinsic properties to support cell differentiation as well as the ability to release medicines in a controllable and standardised way. In addition, these materials have to degrade slowly and predictably within a limited time during their presence in the body.

A similar approach involves the delivery of a gene instead of a biomolecular growth factor. This gene encodes the factor that stimulates tissue formation in
the cells present at the site. These cells will then start to produce the required growth factors. Several studies have already confirmed that cells are able to take up DNA fragments involved in the production of specific biomolecules (transfection) and to produce these factors in sufficient amounts to promote tissue formation [Franceschi, 2005].

Finally, the ‘holy grail’ in regenerative medicine is the development of ‘smart’ materials that do not require additional biologically active factors. Such materials are alleged to exactly mimic the natural ECM and serve as a scaffold for the orchestrated activation of the local cellular processes. Recent studies have already confirmed [Habibovic et al., 2005] that such a tissue-inductive approach without the addition of committed agents is indeed feasible for the regeneration of bone tissue. Scaffolds made of calcium phosphate ceramic and possessing a specific microporosity and macroporosity have been shown to induce the formation of bone tissue. However, the amount of induced bone is very limited (about 1-2% of the total scaffold volume). In addition the current understanding of underlying processes is still too limited for controlled and standardised bone tissue induction to be possible.

**Regenerative medicine in context**

Supported by the prediction of Time Magazine that tissue engineering will be the number one job by 2010 [Rawe, 2000], the main stimulant for the industry is the increasing number of elderly people in the Western population coupled with an increasing life expectancy and an increasing need for a good quality of life up to an advanced age. For example, it is supposed that by 2050 life expectancy at birth will be increased by 10 years compared with 2005. Moreover, the proportion of people over 80 will increase by 10% by 2050. This expansion in the number of elderly persons is associated with, for instance, a rising demand for orthopaedic, neurodegenerative and cardiac treatment. The strategy to win and to develop innovative products seems to be the focus on highly specialised niches where treatment can be hugely improved. Examples are: cartilage for arthritic patients, living blood vessels and spinal fusion. After that, the market can be expanded and can gradually replace existing tissue-replacing devices.

Regenerative medicine, however, should not only be considered as a substitute and improvement of existing therapies. It also opens up new areas of indications for tissue defects, which are currently incurable with the existing therapeutic approaches. One possible direction is a shift in the disease spectrum toward preventive strategies. In view of this, it has to be emphasised that a successful application of regenerative medicine in medical practice will require complementary technological developments. To be specific, regen-
Regenerative medicine requires diagnostics and imaging technologies to detect deviations and the malfunctioning of tissues and organs at a very early stage. In addition, biological tissue equivalents have to be available in order to regenerate the damaged or injured tissue/organ structure. The manufacturing of these tissue equivalents not only requires the development of bioreactors that support the differentiation and growth of stem cell clusters, but also the necessary logistical systems that allow a delivery of tissue at the required time and place. Moreover, the tissue equivalents have to be applied with minimal surgical damage at the proper place. In the optimal situation, all required medical procedures and handling can occur within one session.

Regenerative medicine belongs to the novel area of nanomedicine and is based on the interface between nano-diagnostics and targeted drug delivery and release. It will be clear that this requires the input from physicians, surgeons, pathologists, biologists, material scientists, physical, chemical and mechanical engineers, imaging, etc. However, there is more at stake than providing the right combination of disciplines. The point is that the pre-symptomatic use of regenerative medicine anticipates the developments in complementary technology areas, such as nanotechnology, diagnostics and imaging, and advanced surgical techniques, such as minimally invasive surgery. However, developments in these areas have their own independent dynamics that are only partially related to developments in regenerative medicine, and eventual outcomes are uncertain. A successful introduction of new regenerative therapies requires coordination and convergence with developments in these complementary technologies.
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Future Perspectives of Regenerative Medicine
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INTRODUCTION

Regenerative medicine is an exciting field in translational medicine. It attempts to translate the results of basic research into clinical applications and promises to bring about a paradigm shift to health care. In this new field, therapies are developed at the intersections of already existing disciplines, such as stem cell biology, immunology, tissue engineering, molecular biology, biomaterials, transplantation biology, and clinical research. For example, a stem cell-based therapy may develop into a new therapeutic platform to treat a vast array of clinical disorders. Blood transfusions and bone marrow transplantation are prime examples of the successful application of cell-based therapeutics; recent advances in cellular and molecular biology have expanded the potential applications of this approach. A success was recently reported in the treatment of skin ulcers [Mason, 2005], diabetes [Ryan et al., 2006] and liver disease [Strom et al., 1997], cartilage repair [Kuo, 2006] and bone repair [Cancedda et al., 2003]. Another example is recombinant genetic engineering, which is used to produce a variety of therapeutics, such as human erythropoietin and insulin.
However, although these therapies proved to be successful, they are unable to completely correct or reverse pathological states, because most common disease processes are not due to the deficiency of a single protein but develop due to alterations in the complex interactions of a variety of cell components [Humes, 2005].

The challenge for regenerative medicine is not only to simply combine the results of these fields, but also to develop new philosophies of how to deal with diseases. Therapies developed in the past appear relatively simple but are — from a nanotechnological point of view — much more complicated. New challenges are to be met. Although regenerative medicine proposes therapies that are conceptually simple at first sight, researchers are again and again confronted with an ever increasing complexity and unexpected complications as they attempt to understand and control the biological processes and biomaterials that play a role at nanoscale.

Issues to be addressed before regenerative therapies can enter the clinics include identifying sources of suitable cells, developing new scaffolding biomaterials, and scaling up the production, not to mention discovering ways to preserve the tissue product and to prevent immune rejection [Lavine et al., 2002].

It can be imagined that a further development of this field may help to prevent birth defects, control abnormal tissue growth, slow the deterioration and aging of tissues and facilitate the repair, regeneration and replacement of injured tissues. It may also permit the in vitro production of replacement tissues and organs [Caplan, 2000]. Furthermore, the successful application of bioelectronics (bionics) in medical practice will also be connected with the progress made in the field of regenerative medicine.

As this newly emerging field gains a wider audience and as the experimental results in the field become more broadly based, the hope that its concepts and techniques can be applied to human diseases grows stronger. This hope is based on the profound need, which the new field may be able to improve [Vacanti, 1997]. In order to understand the emergence of the field and its hope for the future, it is helpful to place its roots in the context of the ‘changing philosophies’ in medicine.
A PARADIGM SHIFT IN HEALTH CARE

From ancient times till the nineteenth century, surgeons were mainly focused on manual procedures. Their first priority was to save lives; in case of a trauma resulting in a broken leg, the surgeon opened the soft tissue layers for inspection, removed the diseased bone, repaired the affected area and finally stabilised the bone fragments by splinting. In addition, infection could only be controlled by a surgical approach, by the drainage of pus and little else until the revolution of antibiotic therapies. Modern surgery, based on the introduction of sterile techniques, did not emerge until the germ theory of diseases became scientifically understood in the nineteenth century. With the addition of anaesthesia by the mid-nineteenth century, a rapid evolution of surgical techniques for extirpative surgery became possible. Examples include the surgical removal of tumours, surgical bypasses in case of obstructions and the surgical repair of life-threatening injuries.

With the advent of the modern concepts of sterility and anaesthesia, a new field of reconstructive surgery emerged too, aiming to improve the quality of life by replacing missing functions by re-building structures. To this end, tissue replacements were needed. The first choice for reconstruction were autografts (the patient's own tissue), despite the drawback that a second operation is needed for the harvesting of bone, thus introducing additional morbidity. Then, alternatives, such as allografts (human-human) and xenografts (animal-human), were developed. Nevertheless, these types of grafts are of lesser quality, because of the processing techniques used to reduce the patient’s immune response (such as demineralisation, freeze-drying and irradiation). These processing techniques also alter the structure of the graft and thereby reduce its potential to induce bone healing, while at the same time the risk of disease transmission remains [Damien et al., 1991].

Initially, grafts were only used for posttraumatic abnormalities, later also for congenital malformations. Stabilisation of hard tissue grafts in relation to host area appeared to be a prerequisite for success; no movement is allowed to ensure adequate healing. Therefore, the use of stainless steel wires in the early 1950s was also a big step forward. A real breakthrough was accomplished by the introduction of plates and screws for solid fixation in the 1980s [Habal, 1992]. In retrospect, the idea of improving upon nature by using man-made materials may have been nurtured by the discovery, since World War II, of the new synthetics. These materials were introduced into the human body as replacement parts at a time when the possibility of biologically imitating nature was still unexplored, and many are still used. Thus, through a combination of scientific advance and improved surgical understanding, techniques
for restoring structure and function became integral to the advancement of human therapy. Eventually, artificial materials were developed for replacing limbs and teeth or for restoring partially lost functions, such as lenses for vision or devices for augmenting hearing.

In our time, modern techniques of transplanting tissue from one individual into another have been revolutionary and lifesaving. The molecular and cellular events underlying the immune response are now sufficiently understood. So that the immune response can be suppressed in the clinical setting of transplantation, and prolonged graft survival and functioning in patients is possible. However, as with many successful undertakings in health care, new problems have emerged. Techniques using implantable foreign body materials have produced dislodgement, infection at the foreign body tissue interface, fracture, and migration over time. Moreover, techniques for moving tissue from one position to another have produced adverse reactions because of the abnormal interaction of the tissue at its new location. For example, creating an imbalance of immune surveillance from immuno-suppression can cause new tumour formation. These constraints have produced a need for alternative solutions for tissue replacements and repair [Vacanti et al., 1997]. It is in this context of transplantation medicine and reconstructive surgery that the field of regenerative medicine has its roots.

With the aid of accelerating developments in biotechnology and life sciences, a new approach is now explored, which essentially provides a paradigm shift in the design and clinical application of tissue and organ replacements. Instead of using biological or synthetic implants to replace impaired tissues, the focus is on how biological and synthetic materials can be used to influence and control the processes of tissue development so as to regenerate healthy tissue function. Although the associated clinical issues appear easy to solve at a superficial level, at nanoscale researchers are confronted with a new world of biochemical and cellular processes, inhabited by proteins, cytokines, hormones, nutritients etcetera. What was previously called reconstructive surgery evolves into regenerative medicine as the design principles for tissue and organ replacements dramatically shift toward the biochemical and cellular processes on which tissue development is based.

**The danger of mono-dimensional thinking: in medicine**

Because tissue repair and tissue regeneration are highly coordinated processes at a very complex surgical site, all of the various factors, components, parameters, and considerations should be taken into account. Therefore, mim-
icking these complex processes requires the coordination of a large number of variables. In the race to achieve results this complexity is sometimes neglected, and some approaches have been mono-dimensional for both their logics and the experimental results obtained thus far. There have been some good ideas, but the proposed solutions for clinical problems have been a bit too simple for dealing with the real-life complexities of tissue regeneration. Meanwhile, the basic principles concerning tissue fabrication, either in modes of repair or regeneration, have not been sufficiently understood [Caplan, 2000].

**An example of over-simplification**

Autogenous bone has been the standard and the most successful method for bone reconstruction. However, drawbacks like donor site morbidity, prolonged operation times and limited bone volume have urged researchers to find bone substitutes. First, research was concentrated on pure biomaterials, such as metals, ceramics, polymers and composites. However, in order to deal with the performance limitations of these materials, it was proposed to incorporate growth factors and living cells so as to better mimic living bone.

Since Friedenstein's first publications in the eighties [Friedenstein et al., 1987], it has been recognised that mesenchymal stem cells (MSCs) may be used to engineer mesenchymal tissues, such as bone and cartilage. Therefore, scientists are worldwide working to provide the right carrier and the appropriate set of cells that, once re-transplanted, will ensure bone repair. Bone marrow has been claimed to be the most abundant source of MSCs, which have a high proliferative ability and great capacity for differentiation [Haynesworth et al., 1992]. Caplan and co-workers have combined MSCs with a scaffold, so as to allow paracrine and host-derived factors to produce bone matrix after implantation. However, bone formation mainly turned up at locations in tissues where originally no bone had been present, so-called ectopic locations, such as underneath the skin (subcutaneous) or within the muscles (intramuscular) [Caplan, 1991; de Bruijn et al., 1998; Haynesworth et al., 1992]. Subsequently, all the authors assumed that, if bone was formed at an ectopic location, the test material automatically was capable to restore osseous defects too.

However, the use of ‘the ectopic rodent model’ to underscore their ‘proof of concept’ appeared to be hard to defend; after 25 years of research, only 2 studies in bone tissue engineering, involving cells in humans, were published [Cancedda et al., 2003; Schimming et al., 2004]. Moreover, disputable results were presented, underscoring the limited importance of subcutaneously or intramuscularly creating bone. Recently Meijer [Meijer et al., 2006] conducted a human study to evaluate the benefit of MSCs seeded on a scaffold in restor-
ing an intra-oral osseous defect. Seven out of ten cultured constructs did show bone formation in mice after six weeks of subcutaneous implantation. Surprisingly, in contrast to the findings in mice, only in one patient bone formation was observed of which it was suggestive that it had been induced by the implanted cells. The point is that, although it seems to be miraculous to induce bone in a non-osseous environment, ectopic models offer a far more favourable biological environment for implanted cells. There are two main reasons for this. First, in the animal models, only a few small samples of stem cells were subcutaneously implanted. These were in direct contact with the surrounding well-vascularised tissues, thereby shortening the diffusion length, allowing the seeded stem cells to be optimally supplied with oxygen and nutrients. In bone, larger samples of stem cells were used, and the implants were isolated from vascularised tissue surrounding the bone. Second, implanted cells in osseous defects will die due to the high potassium concentration inside the wound [Bouhadir et al., 2001], which occurs during the first phase of the osseous wound healing process.

Such misinterpretations have to be corrected. By testing hypotheses, unknown natural repair mechanisms are revealed that subsequently need to be understood. For example, the success of bone formation in an ectopic model should be interpreted as underscoring the importance of adequate vascularisation. Therefore, translating its successful outcome into osseous defects is short-sighted, because in an osseous environment vascularisation is delayed by blood clot formation. To successfully apply cell-based bone tissue engineering techniques for reconstructing osseous defects, first the problem of cell death induced by insufficient oxygen and nutrient supply should be solved. Adding growth factors to stimulate vessel growth is one solution. Another option is to bypass the aspect of long diffusion depths induced by the haematoma by first applying the scaffold, and a few days later, injecting the MSCs in a secondary procedure. At that point, new blood vessels have already invaded the haematoma, guaranteeing a sufficient supply of oxygen and nutrients, thus securing the survival of the injected MSCs. This ongoing process of hypothesising and the subsequent confrontation with new barriers is inseparably linked to performing research.

**The danger of mono-dimensional thinking: in financials**

Parallel to the overextended expectation at a medical level, financial markets also react overenthusiastically to the possibilities of new medical techniques. Regenerative medicine has a high intrinsic appeal not only to scientists, but also to investors, policy makers and the media. During the bull market of
the late 1990s, media attention became almost euphoric. Reports such as: “Advances in tissue engineering and genetic medicine are likely to be the greatest scientific achievements of the twentieth century” [Gillian, 1999] or “Regenerative medicine is on a path to become a $100 billion industry” [Palmer, 2000] evoked high expectations. In 2003, even the normally sceptical Economist reported, “These are exciting times for tissue engineers. The technology for growing human body parts is rapidly advancing. Already it is possible to cultivate sheets of human skin and huge efforts are underway to develop even more complex structures, such as heart valves, and whole organs, such as the liver.” Such a highly favourable media treatment has its benefits, but research-minded professionals increasingly recognised a gap with reality, which rarely leads to a happy ending.

Despite the ‘hurrah stories’, by the close of 2002, only twenty tissue-engineered products have entered Food and Drug Administration clinical trials. Four have been approved: (Apligraf (Organogenesis), Carticel (Genzyme Biosurgery), Dermagraft (ATS) and OrCel (Ortec) but none of these are commercially successful as yet. Six other applications have been either abandoned or failed to achieve product approval. Ten products are still in the phase of clinical trials, some of which are investigator-sponsored, and most of which are at the phase I/phase II stages. The field has yet to produce a profitable product despite an aggregate research and development investment exceeding $4.5 billion [Lysaght et al., 2004]. Regenerative medicine is clearly having difficulties in transitioning from a development stage industry to one with a successful product portfolio.

The most difficult issue for industry enthusiasts is the poor market acceptance of those products that have been introduced into the market after FDA approval. Of the four firms whose products have entered the clinical market, one has filed for bankruptcy (Organogenesis), one has discontinued operations (Advanced Tissue Sciences; ATS), one has downsized and has been assimilated into a larger division of its parent corporation (Genzyme) and one is operating under a ‘going financial concern warning’ (Ortec). Dermagraft (ATS) continued to be marketed by Smith & Nephew, till in 2005 the decision was made to exit Dermagraft due to the receipt of a non-approval letter from the FDA. The argument for the withdrawal was that in effect more clinical work was required to bring the product on the market which in turn pushes the break-even date too far into the future for the product to have an ongoing economic viability [Thomson Finance, 2005]. Ortec expects to file an HDE supplement to obtain marketing approval for the use of OrCel(R) in patients with Recessive Dystrophic Epidermolysis Bullosa undergoing hand reconstruction by mid-July 2006. An HDE is an FDA clearance that authorises medical devices
providing a safe treatment to be available in a prescribed manner for patients with rare medical conditions that affect fewer than 4,000 individuals in the US per year.

Several factors can be identified to explain this rather unsatisfactory performance. In the first place, initial sales were disappointing because the improvements over existing therapies were either limited to small subsets of patients, or were not generally compelling enough to attract large numbers of customers. The lack of interest in these conceptually appealing products may be due to relatively modest advantages over traditional approaches, as well as the need for surgeons to retrain the procedure. Secondly, clinical trials that tested the product in young patients with traumatised joints — not really a representative pool of typical candidates — may have led to miscalculations regarding the market potential. Thirdly, although scientifically strong, the costs to produce tissue-engineered products were higher than expected whereas high regulatory costs and protracted approval processes (especially for Dermagraft) placed a high burden for return on investment on the fledgling products. Finally, reimbursement strategies were insufficient as, for example, assurance companies were reluctant to refund the more expensive regenerative medicine products.

Those in the field need to face the realities of the time frames and costs associated with bringing complex regulated products on the market. Shortcutting any of these areas is likely to result in failure during clinical trials or after approval, and few firms survive such failures. If regenerative medicine is to represent the basis for the next generation of organ replacement therapies, adequate funding and effective tactics for transitioning from research to product-based enterprises have to emerge and take form [Lysaght et al., 2004].

The initially poor performance of tissue-engineered products in the market and in latter-stage clinical trials is manifestly disappointing, especially to those involved with the firms and products that failed. But it is important to view these early-stage difficulties from a balanced perspective and to bear in mind that innovative medical therapies more often than not endure a period of ‘blood, sweat, and tears’ before a final triumph.

**In this paradigm shift, regenerative medicine should develop its own strategy**

Although in regenerative medicine some impressive advances have been produced and interesting experimental models have been invented, only a
very limited number of clinically successful regenerative therapies have been reported as yet [Caplan, 2000; Humes, 2005; Heng et al., 2005]. It should be emphasised that, although the translation of this discipline into medical practice has a tremendous potential, in many applications not only technological but also biological issues have still to be overcome.

For regenerative medicine, it is impossible to present one central strategy to solve clinical issues as long as this new exciting approach is only viewed by specialists depending on, and therefore limited by their specific training, backgrounds and experience [Caplan, 1998]. For example, biologists will copy how embryos fabricate tissues, point out the key events, and use these to stimulate the regeneration of organs or complex tissues in adult organism. Material scientists will focus on the material properties of adult tissues and concentrate on tissue substitutes whose material properties exactly match those of the adult tissue. Engineers will mimic the mechanical properties of tissues, and design a mathematical (finite element) model to predict how the tissue will change with age and change in various modalities. Surgeons will wish to continue performing manual tricks but now while using cultured cells and scaffolds. Molecular biologists will gather the sequencing information from the Human Genome Project on the promoter control elements involved in forming and/or repairing different tissues and use these to design vectors to transform primitive cells into cells which will fabricate the tissues we are interested in. Obviously, in order to succeed in regenerative medicine, the solution is to cross borders and to combine these various approaches [Caplan, 2000].

Moreover, each researcher should be stimulated to address clinical issues ‘with a open mind’. It is well known that research that initially appeared totally irrelevant to any practical objective has yielded most of the major discoveries in medicine. For example, X-rays were discovered by a physicist observing discharges in vacuum tubes, penicillin came from enzyme studies of bacterial analysis, and the polio vaccine came from learning how to grow cells in culture. Cisplatin, a widely used drug in cancer chemotherapy, came about from studying whether electric fields affect the growth of bacteria and observing inhibition due to the unexpected electrolysis of the platinum electrodes. All these discoveries came from being curious about questions in physics, chemistry and biology, apparently unrelated at the outset to a specific medical or practical problem.

Technologies for biological research come about in multiple ways, through serendipity, through inspired insight, and through incremental advances, and they are tightly coupled to progress in engineering. The complex dynamics of technology and biology are based on the various motivations of those who
work in the two realms. Considering how methodologies emerge has implications for the planning of interdisciplinary centres and the training of the next generation of scientists [Fields, 2001]. As an alternative for creating new institutes based on scientific or technological rationales, another possibility for productive partnership is simply to recruit individuals of contrasting talents in existing structures.

Two examples of regenerative medicine

New insights in spinal cord repair
Regenerative medicine compels to find new strategies. Repair of the nervous system has long been thought impossible. A few years ago, the prognosis for recovery after spinal cord injury was bleak, and this field of research was labelled a lost cause. Now, at least from the research perspective, the situation has radically changed. Certain cellular, molecular and bioengineering strategies for repairing the injured spinal cord are showing encouraging results (either alone or in combination) in animal models, with a limited recovery of mobility reported in some cases [Zenner, 2002].

The spinal cord receives sensory information from the skin, the muscles, the joints and other tissues of the body. It transmits this information in the form of electrical impulses to the brain, along millions of nerve fibres that are grouped together in bundles. The motor commands that are subsequently generated in the brain are sent to the spinal cord along fast-conducting nerve fibres, which terminate in local spinal motor circuits. From here, the electrical impulses that will direct coordinated muscle contraction reach the muscles via the peripheral nerves.

Destruction of the spinal cord can be compared to a bomb exploding in a computer centre, and repairing the spinal cord is as complicated as trying to rebuild all of the computer connections. These last few years, there was an encouraging progress in animal models, with sufficient regeneration of the damaged spinal cord to enable some recovery of motor ability. When the spinal cord is injured, the first phase of injury involves mechanical tissue destruction. It is followed by a second phase of tissue loss, which is principally caused by a severe local disturbance of the blood supply [Dumont et al. 2001; Schwab et al., 1996].

Four regenerative strategies for repairing spinal cord lesions are now proposed: (1) promoting the re-growth of interrupted nerve fibre tracts, using nerve growth stimulatory factors or molecules that suppress inhibitors of neuronal extensions (neurites); (2) bridging spinal cord lesions with scaffolds that are impregnated with nerve growth factors, which promote axon growth and reduce the barrier caused by scar
tissue; (3) repairing damaged myelin (the insulating sheath surrounding the axons) and restoring nerve fibre impulse conductivity in the lesion area; and (4) enhancing central nervous system (CNS) plasticity by promoting compensatory growth of spared, intact nerve fibres above and below the lesion [Schwab, 2002].

Convergence of bioelectronics and regenerative medicine: regeneration of hearing and vision

The close link between developments in the field of bioelectronics and the field of regenerative medicine is another example illustrating the emergence of new ways of thinking. Bioelectronic engineers use their tools to restore mobility to persons with missing or non-functional limbs. These tools include the latest materials, mini-electronics and mega-computers, advanced robotic mechanisms and algorithms. It goes without saying that bioelectronics is mainly focussed on technology. However, the need to incorporate these devices in living tissue is inseparably linked to the goal of restoring human parts. At this interface, regenerative medicine comes into view. In addition, before tissues with sensory functions can be stimulated by bioelectronic devices, these non-functioning tissues have to be regenerated first.

An example of ‘new thinking’ is the development of the cochlear implant (CI), a microelectrode array that directly stimulates the auditory nerve. Partial or total hearing loss has many different causes. On the one hand, defects in either the outer ear or middle ear (encompassing the tympanic membrane, ear drum and auditory ossicles) result in a conductive hearing loss that can usually be remedied by the insertion of the well known hearing aid, which purely amplifies sound vibrations. Profound deafness, on the other hand, is caused by loss of the sensory hair cells in the inner ear, or cochlea, which transducer sound waves into electrical impulses, which are then transmitted to the brain. Profoundly deaf individuals who still have an intact auditory nerve have profited from the dramatic advances made over the past 30 years in the field of cochlear implants [Rauschecker, 1999]. For some profoundly deaf individuals, however, even electrical stimulation of the inner ear with a CI is impossible due to the absence or destruction of the auditory nerve. Instead, an auditory prosthesis consisting of a microelectrode array that directly stimulates one of the auditory processing centres of the brainstem, bypassing the cochlea and auditory nerve, might restore hearing to these patients. The cooperation between these two types of engineers may be established by the interaction between, on one hand, the technical device and, on the other hand, the incorporation of the same device in living tissue. For example, nerve cells can be stimulated by growth factors or culturing techniques in improving the impulse transmission between microelectrode and brainstem.

A related clinical issue is blindness; a number of research groups are developing electrical implants that can be directly attached to the retina in an attempt to
restore vision to patients suffering from retinal degeneration. However, despite promising results in animal experiments, there are still several major obstacles to overcome before retinal prostheses can be clinically used.

Vision is an enormously complex form of information processing that depends on a remarkable neuroprocessor at the back of the eye called the retina. Seeing is initiated when light passing through the pupil of the eye is focused by the lens onto the retina’s sensory neuro-epithelium. This results in the projection of a reduced, upside-down image of the object onto the roughly 130 million photoreceptor cells (rods and cones) in the outermost layer of the retina. The cones, providing chromatic (colour) images of high spatial resolution, and the rods, required for achromatic vision with less spatial resolution in dim light, transform local luminance and colour patterns of the projected image into electrical and chemical signals. These signals then activate a complex circuit of retinal neurons. Visual information from the retina’s 130 million photoreceptors is compressed into electrical signals carried by 1.2 million highly specialised ganglion neurons, which form the optic nerve. The optic nerve transmits visual information to the brain.

Blindness can result when any step of the optical pathway (the optics, the retina, the optic nerve or other brain areas involved in the processing of vision) sustains damage. However, about 50% of all blindness is caused by damage to the retina. Although electrical devices can support or replace the function of defective tissues, such as cochlear implants for the hearing impaired or pacemakers for individuals with heart diseases, restoring vision with electrical devices implanted in the retina is much more difficult. It should be realised that, despite the technical effort in performing the optimal electrical signal, there is a point in which the created signal is transferred to neurons. The quality of such an interface will be determining for the end result. Therefore, restoring vision by bioelectronic techniques is just a ‘narrow-minded approach’, regenerative medicine should also be applied.

**Conclusion**

In order to meet the objectives of regenerative medicine, such as reconstituting tissues in vitro and repairing tissues in vivo, an understanding of tissue growth in its natural environment is the critical challenge. What instructions do cells need to organise into tissues? How are these instructions delivered? What materials are synthesised for extracellular transport as a result of signals received and how are the secreted materials assembled? How are cells of a specific tissue induced to increase their number, or how are stem cell resources tapped? How are cells primed to engage in the synthesis of tissue-specific products? How do the reconstituted tissues fare in the hosts in which
they have been implanted? These are all crucial but unanswered questions. The study of these questions should be subsumed not by a single discipline, but by many, including microanatomy, cell, molecular and developmental biology, by immunology, by materials science and by branches of engineering that are able to look into the modes of action of the physical forces on which many developmental phenomena depend.

So as to overcome the problem that every specialist approaches a clinical issue from their own limited scope, it is recommendable to recruit individuals of contrasting talents and bring them together in interdisciplinary centres. Referring to major discoveries of medicine, such as the invention of X-rays or penicillin, it should be stressed that research is not a mono-dimensional process. Ideal circumstances for researchers also implicate that they are allowed to spend sufficient time to address issues that might initially appear irrelevant.

Unrealistic ‘Star Track’ expectations of future opportunities in regenerative medicine caused the bull market of the late 1990s. Reports, indicating regenerative medicine as the greatest scientific achievement of the twentieth century and as such promising high financial profits, resulted in hype-driven research. Despite the ‘hurrah stories’ by the end of 2002 few tissue-engineered products entered the market, none of which are yet commercially successful. Regenerative medicine is clearly having difficulties in transitioning from a development stage industry to one with a successful product portfolio.

With a scientific foundation firmly established, regenerative medicine can move from an era of phenomenological observation and serendipity to one of commercially viable products that will improve the lives of millions of patients. But before successes are achieved, thorough research is necessary in a multidisciplinary approach. For this transition to succeed, the structure of the current short-term research programs should be lengthened. More effort is needed for successful products to evolve.
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Introduction

The basic approaches in orthopaedic treatment have evolved during the last 150 years. As described by Thomas A. Einhorn in 1998, the evolution of orthopaedic surgery can be divided into three discrete ages [Einhorn, 1998]. First, there is The Age of Resection. Due to the limited surgical possibilities, treatment was often restricted to amputations of injured limbs and excision of damaged tissue. Although this was quite effective for certain disorders, it was also clearly a very primitive and disabling treatment. After several decades, surgeons started emphasising on the immobilisation of joints (arthrodesis) and the cutting and realignment of bones (osteotomies). With this, orthopaedic surgery had entered the second age of development, The Age of Reconstruction.
In the early 1960s, important steps were made in joint replacement (arthroplasty), especially by a very innovative surgeon, Sir John Charnley [Charnley, 1960]. Some of his ideas were so bold and creative that he was seriously questioned by many of his colleagues. He aggressively pursued and tried to solve the problems he encountered. The efforts of Charnley and others resulted in the introduction of joint replacement in orthopaedic surgery. With this therapy, the damaged joints of patients, most often knees or hips, are replaced by artificial joints (prostheses). During the last decades of the 20th century, joint replacements became a more and more popular medical intervention, and orthopaedic surgery has now entered the third age, The Age of Replacement. Joint replacements are currently one of the most successful treatments in surgical practice. However, there are some drawbacks. Joint replacements are mainly used in patients with damaged joint cartilage. This cartilage normally covers the bone ends of a joint and will allow virtually frictionless and pain-free movement. If this cartilage is damaged, the joints will become painful. Since articular cartilage does not regenerate by itself in the body, joint replacement therapy can be an option, but artificial joints unfortunately have no unlimited life span. A substantial percentage of the prosthesis will wear out, and the orthopaedic surgeon will have to remove the previously implanted joint. Replacement of a prosthesis (revision) is a challenge for both the patient and the orthopaedic surgeon. Such a revision requires the removal of the previous prosthesis, in many cases the cement in which the prosthesis was fixated, the surrounding tissue and dead bone, before a new prosthesis can be inserted. In addition to the complexity of the surgery, the outcome of revisions is often inferior to the results of primary joint replacement as well [Retpen et al., 1989].

It was anticipated that by the beginning of this millennium we would have entered the fourth age of development, The Age of Regeneration. Regenerative therapies have the potential to change the approach of the treatment by being used to repair specific tissues, like cartilage and bone. The treatment of cartilage damage can include the regrowth of cartilage instead of replacing the natural joint with an artificial one. The use of bone is necessary to restore bone defects or to fuse bone parts with each other. Despite the efforts of many scientists and clinicians, the clinical implementation of regenerative therapies is still limited. Spinal fusion is one of the few applications where a regenerative therapy is currently being investigated clinically, and this is the topic that will receive further attention in the present chapter.
**Spinal fusion surgery**

One of the causes of low back pain is abnormal or excessive motion of the spine caused by degeneration of the intervertebral disc (Figure 1) or instability due to other degenerative causes. A treatment option for a carefully selected group of patients is spinal fusion. Spinal fusion is a surgical technique in which one or more of the vertebrae of the spine are joined (fused) through the formation of a bone bridge, so that motion cannot longer occur between them. The rationale for spinal fusion is based upon a successful use of surgical immobilisation (*arthrodesis*) of painful joints. The gold standard for achieving a fusion between the adjacent vertebrae is by using autogenous bone grafts (*autograft*). During surgery, the bone graft will be harvested from the patient’s own pelvis and placed around the spine. The bone graft will stimulate the body to form bone tissue, and in several months the vertebrae will grow together — ‘fuse’ — into one long bone.

An autogenous bone graft stimulates bone formation, because it contains living cells, a structural framework into which bone can grow, and several growth factors [Muschler et al., 1992; Muschler et al., 1990]. The living cells are required for bone formation, since only living cells can make new bone tissue. The success of any bone grafting procedure depends on having enough potential bone-forming cells in the area (*osteogenicity*). In some situations, the healthy tissues around the graft site will contain a sufficient number of such cells. In many settings, however, the number of such cells in the surrounding tissues may be limited. Bone grafts can provide the required bone-forming cells or the precursor cells that can differentiate into bone-forming cells. In addition, autogenous bone grafts also provide a framework (*scaffold*).

*Figure 1*

*A degenerated intervertebral disc: The disc has lost height and protrudes. This can cause back pain due to instability of the vertebral joint.*
on which the new bone can grow (*osteocomduct*). Bone-forming cells generally function much better when they have a scaffold or matrix to attach to. Thus, the bone healing response is conducted through the graft site. Finally, autogenous bone grafts contain several growth factors, including bone morphogenetic proteins (BMPs) and transforming growth factor (TGF). Growth factors are vital to bone formation as they are part of the messaging or communication system, which tells cells what to do – grow (*proliferate*), or become a dedicated bone-forming cell (*differentiate*). In this way growth factors can initiate, or induce bone growth (*osteoinduction*). These three properties of autogenous bone grafts contribute to the successful use of autogenous bone grafts in procedures requiring new bone formation, such as spinal fusions. In addition to the use of autogenous bone grafts, the chances of achieving a successful fusion are enhanced when motion is prevented or minimised [Fischgrund, 2004]. Motion can be prevented by using hard plastic braces, or by internally immobilising the vertebrae with metal implants (*instrumentation*). Typically, these implants include rods, hooks, plates, screws, and more recently — threaded interbody cages (see Figure 2). The role of the metal implants is to correct deformity and to provide additional spinal stability while helping the fusion set-up. If bone fusion does not occur, the metal construct will fatigue and break. Thus, the metal implants are only an adjunct to successful fusion — they immobilise the spine while the body forms new solid bone. These metal implants may substantially increase the chance of successful fusion but are also associated with some risks, such as injury to nerves or blood vessels.

Although for many surgeons spinal fusion using autogenous bone in combination with instrumentation is the gold standard, it is associated with significant

---

**Figure 2**
Instrumented spinal fusion with the use of metal implants: The left drawing shows an intervertebral cage to correct the loss of height. Pedicle screws were placed at the back of the spine and connected by a plate. The right drawing shows a bone graft in situ between the two vertebrae. The bone graft will accelerate the formation of bone and in time the two vertebrae will unite (fuse).
complications. Failure to achieve such a fusion (non-union) has been reported to occur in more than 30% of the patients [Cleveland et al., 1948; Depalma et al., 1968; Stauffer et al., 1972; Steinmann et al., 1992]. The introduction of metal implants has decreased the rate of non-union [Fischgrund et al., 1997], but its incidence remains unacceptably high. In addition, the operative removal of bone from the iliac crest requires an additional surgical procedure with a distinct set of potential complications. In some cases the grafting procedure can even be more problematic than the primary surgical procedure itself.

Major complications, such as pelvic fractures, nerve injuries, vascular injuries and infections, have also been reported [Arrington et al., 1996; Castelein et al., 1985; Fowler et al., 1995; Hu et al., 1994; Keller et al., 1987; Shin et al., 1996]. Although many severe and major complications are reported, the most common complication is persistent postoperative pain at the donor site. The reported incidence of chronic donor site pain after bone-grafting procedures from the pelvis ranges from 6% to 39% [Cockin, 1971; Fernyhough et al., 1992; Keller, 1987; Kurz et al., 1989; Laurie et al., 1984; Silber et al., 2003; Summers et al., 1989; Younger et al., 1989]. Another concern regarding autogenous bone grafts is that the amount available for transplantation can be insufficient. This is especially the case in children or when multiple levels need to be fused.

In an attempt to augment the limited quantity of autogenous bone that is accessible to the surgeon and to minimise the morbidity of grafting procedures, while maintaining an acceptable rate of fusion, several other strategies have been developed. One of the potential strategies is the use of growth factors, such as bone morphogenetic proteins (BMPs). BMPs are by nature present in bone. Nowadays, several human studies have reported the safe and effective use of BMPs as a replacement for autogenous bone grafts in spinal fusions.

**BMPs for spinal fusion: a novel therapy through converging technologies**

Since Albee [Albee, 1911] and Hibbs [Hibbs, 1911] first described their series of spinal fusions in 1911, various technical advances have occurred and evolved leading to the introduction of spinal fusions with BMPs. The implementation of BMPs in the clinic could be achieved by combining the advances made by several distinct disciplines during the last century. Albee and Hibbs were not only the first to perform spinal fusions but also the first surgeons to employ autogenous bone grafts for the purpose of immobilisation of a joint. On the basis of the work of Albee and Hibbs spinal fusion utilising autologous bone became surgical standard procedures. Below, we will describe how the sequential converging of the technologies of biochemistry, biomaterial science, imaging and molecular biology has finally resulted in the development of a new, revolutionary regenerative treatment in orthopaedics. This is summarised in Figure 3.
When spinal fusion was introduced, it consisted only of placing autogenous bone graft around the spine without the use of any additional metal implants. In the late 1950s, metal implants for immobilising the spine were introduced as a means of creating a faster and better fixation. In the following years, the use of metal implants for spinal fusion became more common, as surgeons saw the benefits for their patients. However, it was found that the devices applied were less than ideal in establishing rigidity and that the spinal forces were much greater than anticipated. As insights into biomaterials science progressed and metallurgy evolved, the metal implants were progressively strengthened. In the ensuing years, the implants were refined, and by the last decade of the twentieth century, instrumentation technologies had become common place.

The seminal discovery of BMPs was made by Urist in 1965 [Urist, 1965]. Urist was director of the bone research laboratory at the University of California, Los Angeles School of Medicine, and was a practicing orthopaedic surgeon. Bone consists of cells and a surrounding substance between these cells, the bone matrix. Urist showed that extracts of this matrix have the possibility to induce new bone formation when injected outside bone tissue (ectopic site). His research, however, was hampered by the fact that he was unable to isolate the agent that was responsible for the forming of the new bone, although he named the active component ‘bone morphogenetic protein’ or ‘osteogenic protein’. The reason for this was that he did not have a test to measure bone
formation [Alper, 1994]. In addition, it was not conclusively determined that this protein was responsible for the formation of new bone rather than any other component of the bone matrix.

He and others struggled with this for nearly 20 years. Only after progress in biochemistry, Reddi and Sampath were able to develop a reproducible test for measuring new bone formation. With the aid of this test they were able to show that when the protein component was dissociated from the bone matrix, the remaining matrix in itself did not induce new bone formation [Sampath et al., 1981]. However, if the protein was returned to the matrix, the latter turned out to be as effective as the original matrix in inducing bone formation. This conclusively proved that the protein contained within the extract was responsible for bone formation. After identifying the active protein, the scientists needed to extract and purify it from the matrix. This required new molecular biological techniques. Due to technological progress in this discipline, it became possible to extract and purify these bone-inductive proteins from the matrix, which resulted in the identification of many types of bone morphogenetic proteins. Nowadays, over 20 different BMPs have been identified.

The next step was to find a way to produce these BMPs in large quantities. As bone contains only very small amounts of naturally occurring BMP, it would require hundreds of kilograms of donor (cadaveric) bone in order to obtain enough BMPs to be clinically useful. Therefore, the next challenge to the scientists was to find a way to synthetically produce BMPs. This became possible through further progression of recombinant DNA technology. Through this progress in biochemistry, segments of foreign DNA are transferred into another cell, and thus the substance for which they code may be produced. With this incorporated DNA the cells become ‘factories’ for the production of the protein. By using this technique, natural human BMPs can be produced in large quantities.

The final step before these proteins can be used in a clinical setting required the innovations made by biomaterial science during the last decades. This implied the identification of a suitable carrier to ensure a specific release of the protein in time. BMPs are water-soluble and are relatively low–molecular weight proteins that diffuse easily when administered at a surgical site. It is therefore necessary to contain the BMPs. In addition, bone-forming cells generally work better when a strong framework is available. In order to meet these two requirements, various carriers have been investigated both in the laboratory and in patients.
Combining the progress made by different specialties within life sciences resulted in the first clinical study by Johnson and associates with purified human BMP in 1992 [Johnson et al., 1992]. At present, BMPs have been investigated as an alternative to bone autograft in a variety of clinical situations, including spinal fusions, the internal fixation of fractures, treatment of bone defects, and reconstruction of maxillofacial conditions.

**Current status of BMPs for spinal fusion**

Soon after Sampath and Reddi invented a test to measure new bone formation and showed that the BMPs were responsible for the induction of bone formation, the development race was on. Two possible BMPs, identified in the bone extract, were ‘chased’ by two biotech firms, Genetic Institute and Creative BioMolecules [Alper, 1994]. Genetic Institute hired Reddi as a consultant, and Sampath joined Creative BioMolecules. The objectives of these firms were to identify the genes and complementary proteins that were responsible for the bone formation and to obtain the rights to this potentially lucrative market. In order to identify the responsible genes, the first step was to purify the protein, i.e. separate it from other proteins in the bone mixture. When they succeeded in purifying enough BMPs, they needed to determine the basic structural building units (amino acids) of the protein, the protein sequence. After having determined the partial protein sequence, both companies discovered that it contained a specific contribution of amino acids [Alper, 1994]. That pattern is characteristic of proteins belonging to the transforming growth factor-β (TGF-β) superfamily of regulatory proteins. This clue allowed the groups to fill in the blanks of the incomplete protein sequence with sequences from other members of the TGF-β superfamily and then to develop gene probes. Using the gene probes as bait, the two groups went fishing among a library of human fragments. Both companies found the complementary genes and proteins for various BMPs and applied for patents simultaneously. The determination of who owns the right to which genes and proteins was resolved by the court. Creative BioMolecules obtained the rights to produce BMP-7 (= Osteogenic Protein-1 (OP-1)) and associated with Stryker Corporation (Kalamazoo, Michigan). Genetics Institute started collaborating with Medtronic so as to produce BMP-2.

At present, these two recombinant human BMPs (rhBMPs) are commercially available. In the United States, rhBMP-2 is approved for long-bone fractures and for anterior spinal fusions. RhBMP-7 has a Humanitarian Device Exemption for recalcitrant long-bone non-unions and revision postero-lateral lumbar fusions. This Humanitarian Device Exemption is available to those devices intended for fewer than 4,000 patients per year. While the largest clinical trials and randomised studies demonstrate that rhBMP can be an alter-
Figure 4
Schematic depiction (simplified) of the working mechanism of BMPs. Under influence of BMPs undifferentiated stem cells are attracted from the surrounding tissue and blood vessels (chemotaxis). After being recruited, some of the stem cells multiply (proliferate), while others differentiate into bone-forming cells (osteoblasts). These osteoblasts start forming bone.

native to an autologous bone graft for interbody spinal fusion [Burkus et al., 2003; Burkus et al., 2005], treatment of tibial fractures [Govender et al., 2002] and fracture non-unions [Friedlaender et al., 2001], these results cannot be extrapolated to other clinical indications, because of the variations in carrier and delivery systems. To date, there are inadequate data to document efficacy in other clinical applications, and therefore other clinical trials need to be performed before expansion of the labelled indications.

**How bone morphogenetic proteins work**

Bone is unique compared to all the tissues in vertebral organisms. When injured, it heals by forming new bone. By contrast, most other tissues, such as the heart muscle, kidney and brain, heal by replacement of connective tissue rather than the original tissue. BMP is a protein existing by nature in our bodies and stimulates bone formation. The protein is essential for the healing of broken bones. BMPs are osteoinductive as they are able to stimulate new bone formation [Urist, 1965]. The principle of their working mechanisms is the initiation of a complex multistage cascade of events in promoting bone formation [Sakou, 1998] (See Figure 4).

Under the influence of BMPs, undifferentiated stem cells are attracted from the surrounding tissue. After being recruited from the surrounding tissue, some of the stem cells multiply, while others differentiate into specialised cells that are necessary for bone formation, bone-forming cells or blood vessel cells [Sakou, 1998]. Due to the ability of BMPs to transform cells from primitive undifferentiated stem cells into specialised ones, they are known as morphogens (from the Greek morphê, shape, and genesis, creation). The bone formed under influence of BMPs is biochemically and microscopically the same as
normal bone. A significant amount of the research into BMPs has been performed to elucidate the effects of individual BMPs at a cellular level, but up to now, unfortunately, the exact cellular mechanism is still unclear.

**Fundamental science versus application**

It is more than 4 decades ago since Marshall Urist made the seminal discovery that bone-derived proteins can induce bone formation, but so far BMPs did not have a major impact on orthopaedic surgery. Controlled clinical trials for each BMP, for each anticipated application/location need to be performed, not only to maximise clinical efficacy, but also to clearly define safety parameters for these highly osteoinductive compounds. One of the limiting factors is that the exact cellular mechanism targeted by BMPs, and the complete working mechanisms are not yet revealed. As mentioned before, laboratory studies have shown that under the influence of BMPs stem cells multiply and differentiate toward bone-forming cells. However, we do not know exactly what happens within the cells. With BMPs, we switch on the process of bone formation without actually knowing how to turn it off. In theory this could lead to excessive bone formation and even to an uncontrolled division of cells, although in practice this has not been observed. The question is, when do we know enough in order to allow clinical application, and which uncertainties can we accept in relation to the advantages obtained by this new therapy?

Of course, in order to make progress in medicine, new potential therapies should be evaluated in human clinical studies, and here the difficulty remains to decide when it is safe to use it in a human clinical study. An example of a practical approach is total hip replacement. As mentioned in the introduction, modern artificial joints owe much to the work of Sir John Charnley. He pursued and tried to solve the problems encountered by replacing not only the femoral head (the ball) but also the acetabulum (hip socket). Charnley himself did suffer ‘trials and tribulations’ when developing his hip replacement, but he never gave up [Wroblewski, 2002]. Finally, in November 1962, the Charnley hip replacement became practical reality and it has become the gold standard for this form of treatment. Several decades had passed, when biomaterials science and biomechanics supplied more fundamental insights into and explanations of the working mechanism of the total joint prosthesis. We should, of course, first thoroughly explore the safety and efficacy in experimental models, but in order to make progress we should also dare to make the step toward clinical studies.
Cost-effectiveness

A major limitation of BMPs is their high price. Due to the ageing population and longer life expectations of the population in Western industrialised countries, it has become increasingly important to evaluate the economic impact of new therapies. The use of new technologies is generally presumed to be more expensive. Measuring the cost-effectiveness of a treatment is a tool that has been used as a decision-making aid for optimal societal resource allocation. Only one published cost-effectiveness analysis of BMPs for spinal applications is currently available, in which an economical analysis of BMP-2 (InFUSE, Medtronic Sofamor Danek) versus autogenous bone graft was performed in patients who underwent one-level fusions with the use of cages [Ackerman et al., 2002]. The authors suggested in a preliminary analysis that the price of BMP-2 is likely to be entirely compensated by reductions in the use of other medical resources. In other words, BMP-2 appears to be cost-neutral in this application. The cost reduction when using BMPs instead of autogenous bone grafts was largely attributed in this study to the prevention of pain and complications associated with autogenous bone harvest. Less obvious costs include decreased blood loss and obviated treatment of donor site complications, as well as potentially decreased transfusion requirements and shortened hospital length of stay. Additionally, by eliminating the need to harvest the autograft, anaesthesia time and surgeons’ fees could compensate for the high price of BMPs. Last but not least, a reduction of the costs associated with fusion failures (non-union) largely contributed to the compensation of the price of BMPs. However, current literature has not indisputable shown that the use of BMPs provides this kind of reduction in non-unions, which could compensate for the high price of the product.

Although future research is needed to evaluate the cost-effectiveness of BMPs in the spine, it is possible that additional costs of BMPs may not be fully compensated. It is possible that the only advantage of BMPs will be elimination of chronic donor site pain and perhaps a slightly better fusion success, which is particularly relevant for patients ‘at risk’ (e.g. heavy smokers, diabetes etc.), or in combination with new surgical techniques to achieve fusion by less invasive methods. Currently, the economical analyses do not take into account the quality-of-life impact of pain. A difficult ethical question that needs to be considered is the appreciation of the iliac crest pain in term of costs. In other words: What is pain avoidance worth? A more general discussion that needs to be addressed is whether these innovations have a place in a community of which the health care is not going to be affordable within a couple of decades due to the ageing population and longer life expectation. Should we only use regenerative medicine in certain indications? If so, will certain patients have more ‘rights’ to the new treatment, e.g. those patients ‘at risk’, the young pro-
Figure 5
The operation room of the future will contain special medical equipment, making minimal invasive surgery possible. This equipment may include fibre optic cables, miniature video cameras and special surgical instruments handled via tubes inserted into the body through small openings in its surface.

Minimally invasive surgery results in less operative trauma for the patient. It is also less expensive, reduces hospitalisation time, causes less pain and scarring, and reduces the incidence of complications related to the surgical trauma. Without the use of BMPs, spinal fusions using a minimal invasive technique will still require an additional procedure to harvest the autogenous bone graft. This procedure will limit the advantages of the minimal invasive surgery, since an additional ‘open’ procedure is required. Nowadays, the first studies evaluating the combination of minimal invasive surgery with BMPs are being published and they show promising results [Boden et al., 1999; Villavicencio et al., 2005]. Minimal invasive surgery in combination with BMPs
will presumably be introduced in orthopaedic practice in the near future. 
In order to optimise the bone-forming capacities of BMPs, a combination 
with other growth factors and scaffolds should be considered. The synergistic 
effect of several factors stimulating bone-formation will result in higher fusion 
rates and a more successful treatment. By increasing the success of the treat-
ment, the cost-effectiveness will increase. Also less BMPs may be required, 
which leads to a lower price of the bone graft substitute.

**Future for regenerative medicine in the spine**

Although the use of BMPs to establish a fusion between two vertebrae can 
increase the success rate of the treatment, spinal fusion remains a ‘salvage’ 
treatment. The patient has back pain due to degeneration of the spine and 
the therapy consists of immobilisation. When we look at the ages of develop-
ment in orthopaedic surgery, spinal surgery has mainly remained in the Age of 
Reconstruction.

Ever since artificial hips and knees were introduced in the 1960s, scientists 
have also explored the idea of prosthetic replacements for damaged or degen-
erated intervertebral discs. Currently, several intervertebral disc prostheses 
are commercially available. One major intended benefit of artificial discs over 
spinal fusion is that potentially it does not change the biomechanics of the 
spine. Spinal fusion causes a decreased motion at one or more levels of the 
spine and will cause more stress to be transferred via the adjacent levels. 
This increased stress can create new problems at the other spinal levels. The 
artificial disc will facilitate the spine to maintain its normal range of motion 
and thereby reduces the risk of degeneration in adjacent segments. However, 
there are also drawbacks for the use of artificial discs. As mentioned before, 
intervertebral disc degeneration is a common cause of back pain in younger 
adults (age 30 to 50) and the demands for artificial discs will be great. Therefore, 
a substantial percentage of the patients will need revision surgery. Since this 
surgery is nearby vascular structures and scar tissue from the original surgery, 
revision procedures for artificial discs are complex and can be dangerous. In 
addition, the long-term outcomes of artificial discs are not well-known as yet.

In an attempt to improve the disadvantages of the current surgical treatment 
options for disc degeneration, spinal fusion or disc replacement, a more 
causal treatment of degenerative disc disorders is desired. Current treatment 
of disc degeneration aims at relieving the consequences of disc degeneration 
rather than at focusing on the cause of the disease. A potentially promising 
technique that is currently under the attention of several groups is to restore 
the intervertebral disc by regenerative strategies. The extensive research
performed on BMPs in the last decades has given scientists more insight into regenerating mechanisms of bone and cartilage. We do not yet know all of the growth factors that are involved in disc cell regeneration, but it appears that BMPs are a key component. In the long run, this may lead to new therapies which can stop and maybe partially reverse the degenerative process in the spine. New therapies could focus on stimulating the synthesis of the disc by injecting stem cells or by injecting growth factors. As compared with the commonly used ‘salvage’ treatments, this causal approach of disc degeneration has many advantages: It requires no surgery other than the injection of specific agents into the disc and therefore limits the risk for surgical complications, whereas the demand for hospitalisation and rehabilitation is expected to considerably decrease. Furthermore, long-term complications of fusion or prosthetic placement will be absent, as the proposed technology aims at restoration of original function and mobility.

Another important aspect that needs to be solved is the diagnosis of low back pain due to disc degeneration. Over the last 15 years, advances in biomedical imaging have resulted in the widespread use of magnetic resonance imaging (MRI) as an evaluative tool in the diagnosis of patients with back pain. Degenerative changes seen on the MRI could account for the chronic back pain disc. However, there is no 1:1 correlation of disc degeneration to pain. As we age, the disc normally also undergoes degenerative changes. The MRI is a relatively sensitive test for the detection of degenerative changes within the intervertebral disc, but it is incapable of providing a pain association. In order to prevent procedures from being performed for the wrong reasons and to improve diagnostic accuracy, a reliable diagnostic tool for painful disc degeneration is required.

As discussed above, the implementation of these new technologies will likely be accompanied with higher costs. In order to keep health care affordable in the upcoming decades, cost effectiveness will play an increasingly important role in determining whether a new therapy will be implemented in clinical practice. This seems to clash with the rising quality-of-life demands of society. For instance, patients with low back pain wish to be able to continue practicing their sports. As a result of the emphasis on cost-effectiveness, these people will not receive treatment as it is calculated that the costs do not warrant the benefit to their quality of life. Furthermore, when determining the cost-effectiveness of a new treatment, we should realise that it is generally presumed that all new technologies are more expensive in the beginning. However, the costs can decrease after the initial development costs are compensated. Additionally, after the implementation of the new treatment on a broader scale, the reduction of the production costs will also count for a
decrease in the price of the new treatment. This can eventually lead to a cost-effective treatment, while initially the treatment was companied with higher costs.

In addition to the focus on cost-effectiveness of new treatments, it is also important to realise that innovations often give insight into the mechanism of diseases and can lead to other treatment options. The current application of BMPs for spinal fusion could be more expensive than the regular treatment with autogenous bone grafts. However, after the safety and efficacy of BMPs in spinal fusion has been shown, it is feasible that BMPs will be used in combination with minimal invasive medical procedures. Minimal invasive surgery is associated with less complications, shortened hospitalisation and less work absenteeism, thus leading to a reduction of health care utilisation. Finally, BMPs have given insight into the mechanism of diseases, like intervertebral disc degeneration. This brings a causal treatment option for patients with low back pain a bit closer. Since low back pain is associated with high costs of health care utilisation, a new treatment will reduce the impact of this major health and socioeconomic problem.
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Cardiac Cell Therapy:  
To Mend A Broken Heart

Brian Fernandes, Marc Hendriks

Imagine this article in all major newspapers of 1 March 2025:

First case of heart failure reported since 2020
“A case of heart failure was reported last month. It is the first case reported since 2020, and the first since cell therapy has found general use as the standard of care in the repair and regeneration of cardiac disease. The recent case is remarkable because it is so unusual. Particularly, since clinicians have achieved major progress and outstanding success in effective cardiac disease therapy as a result of the steadfast efforts of the scientific community and private public funding.”

Can this be possible?

1 Medtronic Bakken Research Center BV, Maastricht, the Netherlands.
**Background**

Heart diseases due to lack of oxygen encompass heart conditions that include myocardial infarction (heart attacks) and heart failure. It is the predominant cause of death and disability, accounting for about 20% of the deaths in Europe, Canada and the US. In 1997, heart disease resulted in nearly 2 million deaths across Europe [BHF, 2000]. The European Society of Cardiology Task Force for the Diagnosis and Treatment of Chronic Heart Failure estimates that at least 10 million people have some degree of heart failure [Remme et al., 2001]. It is projected that worldwide the rates on incidence and prevalence will continue to go up as the population ages and lives longer, and these increasing trends will place a large economic burden on health care systems.

Heart failure is an advanced form of heart disease, often progressing from heart attacks. Heart attacks lead to localised cell death. The body is incapable of replacing these specialised heart muscle cells, at least not to any significant clinical extent. After the damage to the heart cells, the body recruits non-conducting, non-contractile fibroblast cells. These replacement fibroblasts ultimately form scar tissue that interrupts the heart muscle and compromises the ability of the heart to contract and pump blood. With time these areas of damage continue to expand, eventually leading to heart failure.

Heart failure is a rapidly fatal, very expensive, and prevalent disease. The majority of heart failure patients are aged 65 years or older when diagnosed with this progressive disease. Heart failure therapy is expensive: During 2004, the estimated total costs for treating heart failure in the US were more than $25 billion; in the UK, the same costs were estimated to exceed the equivalent of $1.2 billion US dollars [www.chestpainperspectives.com].

Despite advances made in the management of heart attacks, heart damage is an increasing cause of heart failure in the Western world. While different existing therapies have improved the survival rate after heart attacks, they have also resulted in an increased prevalence of heart failure, as approximately half of all heart failure patients enter the morbid spiral of cardiac muscle disease as result of a heart attack. At the time of terminal heart failure, heart transplantation has long been considered as the only viable alternative.

**Currently available therapies**

Despite the availability and application of drug and medical device therapies, heart failure patients still experience an average five-year mortality rate of 50%.
This mortality rate reflects the fact that most existing therapies only treat heart failure symptoms and are incapable of reversing the original heart muscle damage, as well as its gradual advancement over time.

Current therapeutic options for heart attacks include drug therapy — often with proven but limited benefit — various catheter and surgical procedures — many with restricted applicability and/or incomplete benefits, and electrical stimulation. The table below summarises various heart failure therapies [Euro PCR, 2004].

<table>
<thead>
<tr>
<th>Therapy</th>
<th>Limitations</th>
</tr>
</thead>
<tbody>
<tr>
<td>medical treatment: pharmaceutics</td>
<td>terminal heart failure becomes resistant to drug therapy</td>
</tr>
<tr>
<td>electrical stimulation</td>
<td>technically demanding, applicable to a subset of patients</td>
</tr>
<tr>
<td>surgical cardiomyoplasty</td>
<td>limited clinical practice</td>
</tr>
<tr>
<td>mechanical assist devices (pumps)</td>
<td>expensive, not proven for long-term use, associated with significant complica-</td>
</tr>
<tr>
<td>artificial hearts</td>
<td>first designs associated with numerous complications, subsequent designs still</td>
</tr>
<tr>
<td></td>
<td>experimental</td>
</tr>
<tr>
<td>heart transplantation</td>
<td>limited number of organ donors, lifelong immuno-suppression therapy</td>
</tr>
</tbody>
</table>

**Cell therapy**

In contrast to established dogma, very recently evidence has emerged of the adult heart being capable of a certain degree of self-repair. However, in most cases any demand for repair exceeds the capacity of the heart to respond after injury. The existence of these inherent repair mechanisms, albeit small, suggests that cardiac repair may be achieved therapeutically, i.e. it can be promoted by external means.

Accordingly, these last few years have witnessed a growing interest in the regeneration of the failing heart by cell therapy. This approach consists of transplanting cells into the injured area of the heart in the expectation that the transplanted cells will (i) increase or preserve the number of existing cells in the injured tissue, (ii) improve the blood supply in the injured region, and (iii) augment the contractile (beating) function of the injured tissue.
New, cell-based therapies are being developed in response to the limitations caused by the fact that available therapies cannot replace injured heart cells. These therapies entail removing cells from some source and then delivering these into diseased areas of the heart. The goal of these emerging therapies is to improve and perhaps repair the underlying heart muscle in particular and the overall cardiac function in general. And if the improvement in cardiac function is sufficient, to decrease the mortality among transplantation patients. In general, cardiac cell therapy approaches comprise three main categories:

- Using various cell sources to augment the function of heart muscle and/or create new heart muscle (‘myogenesis’ or ‘cardiac regeneration’).
- Using various cell sources to increase the flow of blood to the injured heart muscle (‘angiogenesis’ or heart muscle revascularisation).
- Using various cell sources and/or cell modifications to accomplish both: Regenerate heart muscle and generate increased blood flow to the injured heart muscle.

Cell therapy has entered the clinical field with promising results, but many hurdles still need to be overcome before cell therapy can be fully integrated into the armamentarium of regenerative medicine techniques. Several of these hurdles, technical and other, will be highlighted in this document.

**Choice of cell type**

While the simplest and most direct form of cell therapy entails the delivery of cells alone to the injured sites, other more complex approaches can be envisioned as well. Some examples include tissue-engineered constructs, involving cell-biomaterial tissue substitutes, and the use of signalling molecules to mobilise cells from certain regions to migrate and home to affected regions for the purpose of engaging in self-repair. Regardless of the approach, the most basic and fundamental unit of the envisioned therapy will still be the cell, and the selection of the appropriate cell type will therefore be critical.

An ideal cell type to serve in replacement therapy has not yet been identified. For cell therapy to be successful, the following general criteria are at the very least required:

- Cells must be easy to harvest.
- Cells can be expanded to generate sufficient numbers.
- Immature cells can be converted (differentiated) into the desired cell type(s).
- Transplanted cells do not elicit an immunogenic response from the host that will reject the cells.
The cells will survive in the recipient after transplant.
– The cells will integrate into the host tissue after transplant.
– The cells will effectively function for the duration of the recipient’s life.
– The cells are not harmful to the patient.

The cell therapies under development generally vary by patient source and cell type. Sources of cells for transplantation can be autologous or allogenic. **Autologous, i.e. from the same patient.** The advantage is that the transplanted cells are well tolerated. Depending on the cell type of interest, however, a potential limitation is the availability of the cells and/or the lack of adequate numbers of cells. While this can be remedied by external expansion of cells to generate sufficient numbers, it can also lead to a delay between cell isolation and application, as well as potentially induce unwelcome changes in the cells as a result of external manipulation. Autologous cells tend to primarily come from adult sources (Figure 1).

**Allogenic, i.e. from the same species.** There can be a greater supply of this type of cells as they can be banked or stored for future applications. An important limitation is the immune reaction that these cells will likely elicit when being transplanted from one patient to another. While the immune rejection can be suppressed through the use of immunosuppressive agents, long-term use of immunosuppressive therapy can have undesirable and debilitating side-effects. The use of some allogenic cell sources, such as foetuses and embryos, also raise ethical and moral questions.

Fundamentally, stem cells are considered as master cells, which are capable of generating other types of cells. Stem cells have three general characteristics that distinguish them from other types of cells. They can renew themselves for long periods of time, are unspecialised, and they can give rise to one or more
specialised cell types under certain conditions. The property by which stem cells can generate different cell types is generally classified into three groups, namely totipotent, pluripotent, and multipotent.

- A fertilised egg is considered totipotent, meaning that its potential is total. It gives rise to all the different types of cells in the body.
- Pluripotent stem cells can give rise to any type of cell in the body except those needed to develop a fetus.
- Stem cells that can give rise to a small number of different cell types are generally called multipotent.

Adult stem cells have been identified in many organs and tissues. They are usually present in very small numbers and it is believed that their primary role is to repair and maintain normal conditions by generating the varied cell types that are specific to the tissue in which they reside. Researchers are trying to find ways to grow adult stem cells and manipulate them to generate specific cell types for treating different injuries and diseases [http://stemcells.nih.gov/info/basics].

Adult sources for stem cells are generally free of controversy. Currently, the adult sources, and the adult cell types most studied are the following:

- Bone marrow-derived cell populations.
- Blood-derived cells.
- Skeletal myoblasts from skeletal muscle.
- Fat-derived cell populations.
- Umbilical cord blood-derived cells.
- Most recently, several research groups have identified resident stem cell populations in the heart, which can be isolated, cloned and expanded.

Allogenic sources of cells tend to primarily come from non-adult sources, such as foetal, embryonic and umbilical cord blood, except for mesenchymal stem cells, which are derived from bone marrow. Mesenchymal stem cells are sparsely present in the marrow and need to be expanded for several weeks before sufficient cell numbers have been obtained for therapeutic purposes. These cells are multipotential, generating completely different cell types under different culture conditions [Caplan, 2005]. While mesenchymal stem cells have shown to lead to improved beneficial effects following delivery, the strong belief that they can generate heart cells, as demonstrated in small animal models, has not entirely lived up to expectations in larger animal species [Shake et al., 2002]. However, mesenchymal stem cells have the special characteristic of immune privilege, enabling them to survive in an allogenic setting [Zhao et al., 2004]. This property is particularly attractive as it suggests the possibility of an off-the-shelf approach. In this case the cells can be expanded,
banked, and shipped to the point of use when required, thereby allowing for reductions in cost and effort for cell production and quality control. Following experimental work, a clinical trial is underway for intravenous delivery allogenic mesenchymal stem cells following a heart attack [Price et al., 2005].

Based on experimental data, it is generally believed that the gold standard for cardiac regeneration is the transplantation of foetal heart cells rather than adult heart cells [Reinecke et al., 1999]. However, sufficient availability and the accompanying ethical and political issues associated with the source of these foetal cells will prove too high a hurdle to overcome for these cells to be adopted for clinical evaluation. The one source of cells that has pluripotential properties is embryo-derived stem cells. Although research in human embryonic stem cells only began 7 years ago, tremendous technical progress has already been achieved in several areas [Laflamme et al., 2005]. In addition, several small animal studies in rodents have revealed engraftment and repopulation of injury areas with embryonic heart cells [Hodgson et al., 2004], and more recently encouraging data have emerged with large animals as well [Menard et al., 2005]. For many, embryonic stem cells represent the holy grail of regenerative medicine. However, clinical adoption of these cells will require in the first place that the ethical and political issues associated with usage are overcome, and, in the second place, that outstanding technical challenges like purity of cell populations, tumourigenicity, and immunogenicity, to name a few, are addressed. These daunting challenges have not dampened the spirits or enthusiasm of the scientific community and currently, in spite of the restricted and regulated environment in many countries, research is continuing at a frenetic pace.

Experimentally, the results from a wide range of animal studies have been less than discriminatory, as almost every purported stem cell type tested, including non-stem cells, has demonstrated improved therapeutic efficacy. These positive results have been generated in varied animal species, with varied injury models, and with varied cell types and concentrations [March et al., 2004]. Clinically, the cell selection has been limited to either bone marrow derived cells, blood derived cells and skeletal myoblasts. Currently, the cell selection is essentially based on timing of application, that is either very early after injury (acute) or in patients with injuries that have taken place in the past (chronic). Thus far, acute patients have been exclusively treated with either bone marrow derived cells or blood derived cells. On the other hand, skeletal myoblasts have been exclusively used for chronic heart failure patients [Taylor, 2004]. More recently, bone marrow derived cells have also been used for chronic heart failure patients as well [Perin et al., 2004].
Collectively, the results that have emerged from the pre-clinical and clinical settings have not resolved the question as to which cell type is the most appropriate. The understanding of the actual working mechanisms of the applied cell therapy has been equally elusive, thus far. The previous dominant hypothesis, based on a cell-contractile based mechanism, has instead given way to alternate, more complex, mechanistic actions [Reinecke et al., 1999]. It has been hypothesised, and to some degree demonstrated, that the bone marrow-derived cells and the blood-derived cells give more direct contributions to the process of the formation of new blood vessels. The extent to which this may occur will likely depend on the cell type and the type and stage of cardiac injury [Dimmeler et al., 2005].

While the search for the ideal cell type continues, one common occurrence plaguing each and every cell type, regardless of the cell source, is the poor cell survival that is observed following transplantation into the damaged tissue [Laflamme et al., 2005]. A number of reasons can be identified for this phenomenon, the most notable of which are lack of oxygen, lack of blood supply and lack of optimal tissue present in the damaged zone. This is another indication that cells should perhaps not be thought of as isolated and that a different approach may be needed, one that pays attention to the environment of the cells as well. With this in mind, it is strongly believed that if the true potential of cell therapy is going to be realised much greater cell survival and cell integration are essential. At the moment, different strategies aimed at enhancing cell survival are being actively investigated [Huang et al., 2005; Tambara et al., 2005; Souza et al., 2004; Dib et al., 2005].

**Route of delivery**

The success of cardiac cell therapy will also depend on the availability of suitable cell delivery techniques that allow the well-controlled local administration of cell concentrations in the target zone. Generally, there are three components involved in cell delivery: the cells, the delivery device (syringe or catheter), and the target localisation and navigation system. The selection of the appropriate administration route depends on a variety of factors including the disease state, the patient condition, the cell type and physician preference.

The most direct and simplest system for cell delivery is through the use of hypodermic syringes (Figure 2C). This approach is only employed during open heart surgical procedures, where the chest cavity has been opened. For then the affected area is in plain view and easy to visualise, and therefore, no specialised localisation/navigation instrumentation is required.
However, open chest surgical procedures make up a very small percentage of total heart-related hospital procedures. The exponential increase in minimally invasive interventional procedures has had a direct effect on continually shrinking surgical volumes [Advisory Board Company, 2004].

As a result, intra-coronary artery delivery represents a minimally invasive procedure that offers the simplest route for catheter cell delivery (Figure 2A). With this approach the cells are delivered into the blood stream slightly upstream of the affected area. The delivery catheters employed tend to be unsophisticated, standard coronary angioplasty balloon catheters that are used off-label (i.e., outside the intended use). With this approach, the cells are delivered to a general area rather than a discrete location. However, with this approach greater reliance is left on the ability of the cells to migrate through the blood vessel walls and into the compromised ischemic zones. Intravenously infused cell delivery is a variation of the intra-coronary approach, which uses the coronary venous blood vessel system to direct the cells to the ischemic zones. A very real limitation of the delivery (infusion) of the cells into the blood vessels is the relatively poor retention of the transplanted cells within the affected area [Wollert et al., 2005].

An additional non-surgical, minimally invasive approach involves cell injections directly into the damaged heart tissue by using endoventricular catheters (Figure 2B). Such an approach, while minimally invasive, needs supporting visualisation, localisation and navigation instrumentation to reach the target areas. Ultrasound, fluoroscopy and electromechanical mapping are some of the modalities that are used for guiding the endoventricular catheters. Endoventricular catheters tend to be highly engineered devices, capable of enhanced articulation as well as containing retracting needle assemblies and features to interface with the localisation and navigation system.
A thorough examination and comparison of the various delivery modalities has thus far been lacking. The selection of a delivery system is essentially based upon various factors, including but not restricted to acute or chronic application, device availability, device complexity, physician preference/capabilities, and cost.

There are several issues that are common to each of the systems described. The most notable is the poor cell retention that is observed at the targeted sites in the periods immediately after delivery. Depending on the delivery modality, cell loss can be due to ‘backflow’ through the needle tract or ‘wash-out’ through the different blood vessels present in the receiving tissue [Dow et al., 2005]. Methods that can enhance the local retention of cells may improve overall cell survival. Where exactly to deliver the cells is equally important with regard to cell survival. Will better cell survival be ensured in the border regions (infarct periphery), as opposed to the centre of the injured sites? And, if so, are the available catheter systems smart enough to detect or identify these border regions?

Clinical studies

So far, a flurry of small, mostly uncontrolled and non-randomised clinical studies have been conducted with a myriad of different cell types, cell preparations and delivery mechanisms. The primary objective of these studies has been to establish safety and feasibility [Wollert et al., 2005].

In the case of the bone marrow cells, the majority of the clinical studies have suggested that the procedure is feasible and safe. Encouragingly, various aspects of cardiac function were observed to improve following cell therapy. The relative ease, quickness and lower costs with which a cell population can be isolated from a bone marrow aspirate have contributed to these cells being readily used in acute clinical applications in about 14 European countries. In addition, the extensive prior clinical experience with bone marrow transplantation has reduced the regulatory burden and facilitated clinical adoption of bone marrow derived cells [Murry et al., 2005]. Larger and better designed clinical studies for bone marrow cells are currently being performed in order to attempt to definitively demonstrate safety and efficacy.

In the case of skeletal myoblasts, over 100 patients in 7 different studies have been treated in Phase I feasibility studies. While improvements in cardiac function have been reported, with all cases there have also been reports of arrhythmia (irregular electrical conduction) in the early periods following
myoblast therapy. One large randomised, double-blind, placebo-controlled multicentre Phase II trial to assess the efficacy of skeletal myoblast treatment in ischemic heart failure patients was prematurely halted due to the lack of efficacious findings with the treatment groups.

Similarly, after encouraging preclinical test results, stem/progenitor cell therapy has had mixed results in humans, with some studies showing positive effects and others showing marginal to no effects at all [Janssens et al., 2006; Kuethe et al., 2004; Wollert et al., 2004]. In addition, the assessment of efficacy and the functional interpretation of the results obtained are confounded by the fact that the cell therapy is generally applied together with standard procedures, such as surgical bypass procedures and stent-based procedures. The majority of the clinical studies have been initiated and conducted by specialised academic hospitals in Europe. Large size trials are invariably very expensive, and adequate funding is a never-ending issue. At this stage, continued activity in the field is essentially dependent on and driven by governmental and charitable sources [Wollert et al., 2005]. For example, the REPAIR-AMI study, which is the world's largest placebo-controlled study, is principally investigator-driven and has no central sponsor. It has partially received support from the J. W. Goethe University, Dept. of Cardiology (trial logistics), and the Institute for Transfusion Medicine (financed production and transportation of bone marrow aspirate and the study medication, respectively). In addition, the following non-profit research organisations have provided support for cell isolation procedures: Leduq Foundation, Alfried Krupp Stiftung, German Research Foundation and European Vascular Genomics Network. Guidant, Inc. provided the balloon catheters, used for infusing the study medication and provided an unrestricted research grant. Lilly provided abciximab co-administered with the study drug in the first part of the trial. All further costs related to the trial were covered by the individual participating study centres [American Heart Association, 2005].

Another potential factor for the relative absence of intermediate to large-size clinical trials is the lack of industrial participation in the sponsorship of these trials. The hesitancy on the part of some companies may be attributed to the want of convincing evidence on the clinical benefits of the therapy, and/or a lack of the perceived commercialisation value of such a therapy. While some medical device companies have become involved by focusing on products relating to cell processing and delivery devices, the question remains whether these companies will expand their roles by sponsoring and driving the much needed larger studies. There are a few examples where companies, because of their involvement with catheters and cell processing, have sponsored clinical trial activity. A larger skeletal myoblast-based trial (MAGIC) was co-sponsored by MGB Biotherapeutics, a joint venture between Medtronic, Inc., and
There are other examples of industrial sponsorship of cell therapy trials, but these all tend to be on a smaller scale [Dib et al., 2005].

**Safety**

One of the major concerns with cell therapy is whether the process is safe both short-term and long-term. Several issues have been highlighted that could possibly compromise the success of this therapy. The manifestation of life-threatening arrhythmias (abnormal electrical disturbances) during the early stages, especially with the use of skeletal myoblasts, has cast a shadow over the application of these cells [Menasche, 2004]. Currently, some myoblast studies are proceeding forward on the condition that the patients have an implantable device, such as an implantable cardioverter defibrillator (ICD), to provide protection against the potential for arrhythmias. There are several reasons why arrhythmias could be generated. Curiously, this phenomenon is not apparent in every clinical skeletal myoblast study [Herreros et al., 2003]. Additional prospective research will need to be performed in order to determine whether arrhythmia generation post-transplantation is related to, for example, cell dose, cell placement or even cell preparation.

Although it is preferable that a certain degree of proliferation takes place following cell transplantation in order to repopulate the damaged tissue, controls need to be in place to ensure that the proliferation is not continuous and uncontrolled, so as to not generate tumour like structures. The delivery of immature cells, or partially differentiated cell types, as in the case of embryonic stem cells, has been shown to generate tumours [Laflamme et al., 2005]. This reinforces the need, as in the case of embryonic stem cells, for highly purified preparations of cells that reflect a differentiated state that is compatible to the milieu in which they are placed. Additional arguments for generating pre-differentiated cells prior to transplantation are to prevent aberrant cell differentiation, such as calcification, which make the cells incompatible with the environment they find themselves [Yoon et al., 2004]. Equally relevant to the tumour concern is the widespread distribution of cells, even following localised cell delivery [Aicher et al., 2003]. Several studies have now demonstrated that the majority of cells tend to localise in other organ systems such as the lungs, liver, kidneys, and spleen. Currently, increased efforts are made to increase delivery efficiency and to enhance localised cell retention.

Other safety concerns that have been raised relate to the generation or enhancement of pathological conditions, such as atherosclerosis, in-stent restenosis, and infarct generation [Caplice et al., 2005].
**Cell technologies/processing**

In order to bring cell therapies further on the market, GLP/GMP infrastructure will need to be in place to maintain the quality control that will be mandated by the regulatory authorities.

Cell processing facilities will need to demonstrate core expertise in varied areas, such as cell isolation, cell sorting, cell expansion, cell characterisation, cell storage, cell transport and bio-burden testing. And depending on the scale of production, investments may need to be made in cell factories and bioreactors for mass production.

Cells are complex elements and, whether differentiated or undifferentiated, need optimal conditions (milieu) for survival and integration. Stem cells are increasingly transplanted in tissues that are different from those from which they have been derived and in tissues that are damaged. Depending on sub-optimal local signals in damaged areas to influence differentiation toward a specific phenotype may not be the best approach. Therefore, there will be a greater reliance on ex vivo pre-differentiation processes. The potential issues that can be envisioned with ex vivo manipulation are: controlling differentiation, obtaining homogeneous cell populations, maintenance of the achieved phenotype, and ensuring persistence over time. Robust protocols will need to be generated and tested.

**Regulations**

The use of cells as active substances poses new and unknown risks. As these cell therapy products gradually develop there is a general concern that the

<table>
<thead>
<tr>
<th>Country</th>
<th>Reproductive cloning prevented by national law</th>
<th>Research authorised by national law on</th>
<th>Ministries in charge</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Stem cells</td>
<td>Human embryos</td>
</tr>
<tr>
<td>AUSTRIA</td>
<td>Yes</td>
<td>No law</td>
<td>No law</td>
</tr>
<tr>
<td>BELGIUM</td>
<td>No</td>
<td>No law</td>
<td>No law</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>CYPRUS (●)</td>
<td>Yes</td>
<td>No law</td>
<td>No law</td>
</tr>
<tr>
<td>CZECH REPUBLIC (●)</td>
<td>No</td>
<td>No law</td>
<td>No law</td>
</tr>
</tbody>
</table>
existing regulatory framework for medical and/or medicinal products are inadequate. Thus, there is a strong imperative and desire for new regulations and restrictions to be generated with regard to the development and use of these future therapies [Heinonen et al., 2005].

Different regulatory frameworks apply depending on the final mode of action of the therapy. For example, a distinction is made between those treatments (non-medicinal) where stem cells are used primarily to replace or augment normal tissue function and those treatments (medicinal) where the stem cells produce a therapeutic substance. Currently, within the European Community some relevant regulations include The Medicinal Products Directive (2001/83/EC), which includes an amendment for some cell therapy products (2003/63/EC), The Medical Device Directive (93/42/EEC), with recent amendments (2000/70/EC), and The Human Tissues and Cells Directive (2004/23/EC) which establishes standards for safety and quality regarding donation, procurement, testing, processing, storage, distribution and preservation of human tissues and cells [Dib et al., 2005; Parliamentary Office of Science and Technology, 2004].

While attempts are being made in the European Commission to generate one common regulatory framework, there is some concern amongst researchers and clinicians that such European-wide regulation might be bureaucratic, slow and subject to ethical and religious influences that may stifle progress and clinical application [Heinonen et al., 2005]. At the moment, it is up to each member state in Europe to legislate the use of stem cells. Table 2 (on pages 390-395) outlines the current legal and regulatory status in various countries of the European community [European Science Foundation, 2002].

<table>
<thead>
<tr>
<th>Specific National Committee(s)</th>
<th>Competences of the Committee members</th>
<th>Communication</th>
</tr>
</thead>
<tbody>
<tr>
<td>No</td>
<td>–</td>
<td>Yes</td>
</tr>
<tr>
<td>National Committee of Bioethics¹</td>
<td>National Committee of Bioethics¹</td>
<td>Yes</td>
</tr>
<tr>
<td>No</td>
<td>–</td>
<td>No</td>
</tr>
<tr>
<td>Bioethics Committee of the R&amp;D Council &amp; Ethical Committee of the Ministry of Health¹</td>
<td>Biologists, physicians, ethicists, theologians, philosophers, lawyers</td>
<td>Yes</td>
</tr>
<tr>
<td>The Central Scientific Ethical Committee¹</td>
<td>20 members (9 specialists, 11 lay persons)</td>
<td>Yes</td>
</tr>
</tbody>
</table>

Table 2
Regulations on the use of human stem cells in research in European countries.
<table>
<thead>
<tr>
<th>Country</th>
<th>Reproductive cloning prevented by national law</th>
<th>Research authorised by national law on</th>
<th>Ministries in charge</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Stem cells</td>
<td>Human embryos</td>
<td>Aborted foetuses</td>
</tr>
<tr>
<td>FINLAND (*)</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>FRANCE (*)</td>
<td>Yes</td>
<td>Yes (somatic and foetal stem cells) * No (embryonic stem cells)</td>
<td>No</td>
</tr>
<tr>
<td>GERMANY</td>
<td>Yes</td>
<td>No (embryonic stem cells) * No law (somatic and foetal stem cells)</td>
<td>No</td>
</tr>
<tr>
<td>GREECE (*)</td>
<td>No</td>
<td>No law</td>
<td>No law</td>
</tr>
<tr>
<td>HUNGARY (*)</td>
<td>In preparation</td>
<td>Yes</td>
<td>No</td>
</tr>
<tr>
<td>ICELAND (*)</td>
<td>Yes</td>
<td>No</td>
<td>No</td>
</tr>
<tr>
<td>IRELAND</td>
<td>No</td>
<td>No law</td>
<td>No law</td>
</tr>
<tr>
<td>ITALY(*)</td>
<td>Yes</td>
<td>Yes</td>
<td>No</td>
</tr>
<tr>
<td>LUXEMBOURG (*)</td>
<td>In preparation</td>
<td>No law</td>
<td>No law</td>
</tr>
<tr>
<td>NETHERLANDS (*)</td>
<td>Yes</td>
<td>Yes (on left-over embryos)</td>
<td>Yes</td>
</tr>
<tr>
<td>NORWAY (*)</td>
<td>Yes</td>
<td>In preparation</td>
<td>No</td>
</tr>
<tr>
<td>POLAND (*)</td>
<td>No</td>
<td>No law</td>
<td>No law</td>
</tr>
<tr>
<td>PORTUGAL(*)</td>
<td>Yes</td>
<td>No law</td>
<td>No law</td>
</tr>
<tr>
<td>SLOVAK REPUBLIC (*)</td>
<td>Yes</td>
<td>‘Non-therapeutic’, ‘interventional’ research on living human embryos prohibited</td>
<td>Yes</td>
</tr>
<tr>
<td>Specific National Committee(s)</td>
<td>Competences of the Committee members</td>
<td>Communication</td>
<td></td>
</tr>
<tr>
<td>--------------------------------</td>
<td>--------------------------------------</td>
<td>---------------</td>
<td></td>
</tr>
<tr>
<td>Sub-committee on Medical Research Ethics of the National Advisory Board on Health Care Ethics</td>
<td>10 members (6 physicians, 2 lawyers, 1 ethicist and 1 representative of patient organisations) and a chair (lawyer)</td>
<td>Yes</td>
<td></td>
</tr>
<tr>
<td>National Consultative Bioethics Committee for Health and Life Sciences</td>
<td>39 members (5 philosophers and theologians, 15 scientists and physicians, 19 lay persons with competence in bioethics)</td>
<td>No</td>
<td></td>
</tr>
<tr>
<td>Commission for Stem Cell Research</td>
<td>18 members (biology, ethics, medicine, and theology)</td>
<td>Yes</td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>–</td>
<td>No</td>
<td></td>
</tr>
<tr>
<td>National Scientific and Ethical Committees</td>
<td>24 members (medical doctors, lawyers, priests, journalists, ethicists, members of the Parliament, representatives of the Ministry of Health) and a chair</td>
<td>Yes</td>
<td></td>
</tr>
<tr>
<td>National Bioethics Committee</td>
<td>5 members (health sciences, scientific ethics and human rights)</td>
<td>No</td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>–</td>
<td>No</td>
<td></td>
</tr>
<tr>
<td>National Committee of Bioethics</td>
<td>Clinicians, pharmacologists, ethicists, scientists, lawyers, representatives of patient rights</td>
<td>Yes</td>
<td></td>
</tr>
<tr>
<td>National Consultative Bioethics Commission for Health and Life Sciences &amp; Committee for Research Ethics (Ministry of Health)</td>
<td>Lawyers, theologians, social workers, teachers, doctors, representatives of social security department</td>
<td>No</td>
<td></td>
</tr>
<tr>
<td>Central Committee on Research involving Human Subjects</td>
<td>Lawyers, physicians, nurses, methodologists, pharmacologists, psychologists, ethicists, &amp; 3 advisors on research on embryos</td>
<td>Yes</td>
<td></td>
</tr>
<tr>
<td>National Committee for Research Ethics</td>
<td>At least 9 members (physicians, geneticists, ethicists, lawyers, lay persons)</td>
<td>Yes</td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>–</td>
<td>Yes</td>
<td></td>
</tr>
<tr>
<td>National Committee for Reproductive Medicine &amp; National Council of Ethics for the Life Sciences</td>
<td>5 members (1 member of Medical Reproduction Society, 1 medical genetics expert, 2 specialised physicians, 1 biologist) &amp; 21 members (physicians, legal experts, ethicists, philosophers, geneticists, 1 theologian)</td>
<td>Yes</td>
<td></td>
</tr>
<tr>
<td>Central Ethics Committee of the Ministry of Health</td>
<td>Multidisciplinary (experts and lay persons)</td>
<td>Yes</td>
<td></td>
</tr>
</tbody>
</table>
Ethical dilemmas

In the case of embryonic stem cells the primary ethical and moral questions relate to whether the process of isolating stem cells from an embryo results in the destruction of a potential human life. Stem cells are generally harvested from embryos that are 5 days old. In the UK, research is permitted on human embryos that are up to 14 days old. This restriction is based on the observation that in the first 14 days there is no suggestion of a nervous system and the embryo is not conscious [Jain, 2001]. Although adoption of this cell type is not imminent, issues relating to it will need to be addressed and clarified.
Banking of umbilical cord blood for use as a source of stem cells has been associated with a set of ethical issues. Questions have been raised over the ownership of the blood, and although the infant owns his or her blood, the parents are the child’s legal guardians and owners of the cord blood, if preserved at birth, until the child reaches 18 years of age. A working group on ethical issues with regard to umbilical cord blood banking by the American Medical Association has generated some working guidelines at a Consensus Conference [Sugarman et al., 1997]. Ethical aspects have been generated along similar lines for placental blood banking as well [Sugarman et al., 1995].

<table>
<thead>
<tr>
<th>Specific National Committee(s)</th>
<th>Competences of the Committee members</th>
<th>Communication</th>
</tr>
</thead>
<tbody>
<tr>
<td>The National Committee for Medically Assisted Reproduction (MAR) &amp; the National Medical Ethics Committee</td>
<td>5 members (1 MAR expert, 1 lawyer, 1 ethicist, 1 psychologist and 1 ombudsman’s representative) &amp; 13 members (7 physicians, 1 psychologist, 1 social scientist, 1 lawyer, 1 theologian, 1 ethicist, 1 lay person)</td>
<td>Yes</td>
</tr>
<tr>
<td>National Commission for Human Assisted Reproduction¹</td>
<td>22 members (scientists, lawyers, psychologists, social representatives, members of the Department of Health)</td>
<td>Yes (few)</td>
</tr>
<tr>
<td>No¹</td>
<td>–</td>
<td>Yes</td>
</tr>
<tr>
<td>National Ethical Committee¹</td>
<td>18 to 25 members (ethicists, members of the medical profession, scientists, lawyers, lay persons)</td>
<td>Yes</td>
</tr>
<tr>
<td>Central Ethical Committee¹</td>
<td>20 members (3 medical pharmacologists, 3 clinicians, 1 pharmaceutical chemist, 1 pharmaceutical technologist, 1 toxicologist, 1 pharmacist, 1 dentist, 4 specialised physicians, 4 representatives of Ministry of Health, 1 lawyer) and a chair (advisor of the Health Minister)</td>
<td>Yes</td>
</tr>
<tr>
<td>Human Fertilisation and Embryo Authority (HFEA) &amp; Human Genetics Commission (HGC)¹</td>
<td>21 members (1/2 medical and scientific expertise, 1/2 lay expertise) &amp; 22 members (the chair of HFEA, scientists, lawyers, ethicists, members of the medical profession, of industry, a journalist, a member of the</td>
<td>Yes</td>
</tr>
<tr>
<td>National Consumer Council</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

* The questionnaire was sent to the Heads of ESF Member Organisations. Replies were received from agencies in 25 out of 27 ESF national groups.

* Among the 25 respondents’ countries, 20 have signed the Convention on Human Rights and Biomedicine (Oviedo, 04/04/97) and the Protocole on the prohibition of cloning human beings. Only 9 have ratified them.

* Apart from national committee(s), when existing or not, there are local and/or regional ethical committees.

* Research is permitted on human embryos up to 14 days old.

---

04/04/97 and the Protocole on the prohibition of cloning human beings. Only 9 have ratified them.
Therapeutic use of adult stem cells raises very few of the ethical issues that accompany the use of foetal and embryonic stem cells. However, the question that can be raised is whether it is ethical to enter into clinical testing without adequate preclinical testing. Skeletal myoblasts underwent almost 15 years of preclinical testing in various animal species and injury models before entering the clinical realm. On the other hand, bone marrow derived cells made a rapid transition from rodent studies to clinical testing. Previous clinical experience with bone marrow transplant programs has largely facilitated the rapid transition and acceptance, even in the absence of a clear understanding of underlying mechanisms. In the interim, while clinical studies are ongoing, newer experimental animal studies, with enhanced and robust methodologies, have either contradicted earlier findings or have failed to reproduce them. Additionally, testing in larger animal species has generated mixed results [Zhao et al., 2004]. Together with the other advantages highlighted earlier, the absence of reported adverse side-effects in ongoing clinical studies has led to ever increasing trials in about 25 countries.

For newer cell types and cell technologies, a measured and methodical translational process from bench to bedside has been proposed. This involves the adoption of the following criteria: (a) a reproducible preclinical demonstration of safety and efficacy in multiple laboratories, (b) a reasonable degree of mechanistic understanding, and (3) validation in scaled-up, physiologically relevant large-animal models [Murry et al., 2005].

**Economic and organisational aspects**

With the introduction of any new and novel medical therapy the concern comes up about clinical-effectiveness, as discussed above, as well as cost of therapy. Public and professional concern about the cost of medical care is increasingly rising, and, with resources being limited, this has brought about an increased emphasis on health economics and cost-effectiveness analysis for maintaining or introducing medical therapies.

A general underlying faith is that if cost-effectiveness analysis techniques were to become widely understood and accepted by the key decision makers in the health care sector, important health benefits or cost savings might be realised [Weinstein et al., 1977]; more value can be obtained for the money spent. It is important to consider that the application of economics to medical practice does not necessarily mean that less should or can be spent, but rather that the use of resources might be more efficient [Eisenberg, 1989]. In determining the cost-effectiveness of a new therapy, both scientific (‘what is
good and bad in the available science’) and social (‘what is good for society’) value judgments will have to be made in the appraisal thereof.

For the introduction of new health technologies, the general, high-level strategy to be followed by a company in order to demonstrate cost-effectiveness in any case involves answering the following three primary questions:

– Does the new therapy address an unmet clinical need?
– How does the new therapy impact the total available health care budget? (usually on a national basis)
  – Not only will new health technologies typically cost more, in addition, with better health outcomes people may live longer, inherently increasing the economic burden on society.
– Does there exist a willingness to pay for the new therapy?
  – This often incorporates a strong social value judgment, more specifically the aspect of equality in the distribution of health care resources. How to choose between treating a child and an 80+-year old; or how not to disadvantage people who are not in regular paid employment when taking differential productivity at work into consideration?

The answer to the first question involves bringing in prevalence data, associated mortality and morbidity figures, and consequent determination of the economic burden in a particular market.

The second question is answered by performing a cost-effectiveness analysis. A cost-effectiveness analysis determines the costs of a therapy in relation to the obtained clinical outcome. Here, a new therapy is typically compared with current practice. In most instances new clinical management strategies provide better health outcomes than current standard practice but they also do cost more. The result obtained is then the ‘price’ of the improvement in outcome that is purchased by switching from current practice to the new therapy (usually in ‘Euro per life year gained’ or ‘Euro per quality-adjusted life year gained’). If the said price is low enough, the new therapy is considered cost-effective.

Cost-effectiveness of a new therapy is more often than not determined by health economic modeling. These health economic models are populated with data from clinical trials (new and old) as well as with input based on expert opinions. Needless to say, the cost-effectiveness outcome shall still be critically reviewed:

– Are the relevant clinical management strategies evaluated?
  – The determination of the incremental cost-effectiveness ratio is very sensitive. Hence, the choice of which strategies to evaluate strongly
drives the calculation and the conclusion of an incremental cost-effectiveness ratio.

- How good are the effectiveness data?
  - What information is used for determining cost-effectiveness? Ideally, the data should come from randomised trials.
- Do the effectiveness data reflect how the clinical management strategy will be used in the real world?
  - The generalisability of the effectiveness data will be carefully considered. Do the trial results pertain to the population and setting in which the clinical management strategy is likely to be applied?
- Where do the cost data come from?
  - Was resource use modelled, or was it measured in real practice?

It will be obvious that at the current stage of cardiac cell therapy many of the above questions cannot be answered as yet. What is more, given the fact that cardiac cell therapy currently is used as an adjunct to standard interventional or surgical revascularisation practices, it can be disputed whether any effectiveness modelling is relevant at the moment. Much depends on how the therapy will evolve. Will it become a stand-alone therapy or will it be part of a combination therapy?

In the latter case, the effectiveness modelling will be more complex:

- Which is the main contributor to the improved outcome? If standard revascularisation contributes most to the clinical benefit, how to make possible clinical benefit of cardiac cell therapy come to surface?
- If cardiac cell therapy improves the health outcome, when does this benefit become imminent; after 1 year, 2 years, 3 years, or even longer; is it a benefit with regard to mortality or to morbidity?

In the further development of cardiac cell therapy these key questions, which are just a few examples, will clearly have to be answered, primarily by means of performing appropriately designed further clinical trials.

**Conclusions**

In recent years, cardiac cell therapy has appeared to take the clinical field by storm and the general belief is that cell therapy holds much promise. Early clinical results have confirmed this, but the outcome of recent randomised studies may temper the enthusiasm, however [Murry et al., 2005].

Without a doubt, the expectations that are generally held with regard to the clinical benefits cardiac cell therapy can bring, are far from being met today. The clinical and scientific community will in particular have to take care they
Angina (angina pectoris — Latin for squeezing of the chest) is the chest discomfort that occurs when the blood oxygen supply to an area of the heart muscle does not meet the demand.


The enthusiasm regarding this novel procedure emerged quickly, as to be seen, for instance, by the number of publications on transmyocardial laser revascularisation. However, the enthusiasm was quickly tempered when results of well-controlled, large randomised clinical studies demonstrated the non-superiority of this procedure in comparison to control groups [Horvath, 2002; Stone et al., 2002].

Figure 3
A comparison of annual publication intensity between ‘transmyocardial laser revascularisation’ (top) and ‘cardiac cell therapy’ (bottom). Are we (again) witnessing a case of hope, hype and hysteria? The enthusiasm regarding this novel procedure emerged quickly, as to be seen, for instance, by the number of publications on transmyocardial laser revascularisation. However, the enthusiasm was quickly tempered when results of well-controlled, large randomised clinical studies demonstrated the non-superiority of this procedure in comparison to control groups [Horvath, 2002; Stone et al., 2002].

do not end up in a mode of ‘hype and hysteria’, as seen in the not too distant past with other newly introduced medical therapies, such as but not limited to transmyocardial laser revascularisation. Transmyocardial laser revascularisation is a procedure by which a physician uses a laser to perforate the heart muscle to relieve the pain of severe angina.

Similar emotional dynamics may be at play vis-à-vis cardiac cell therapy. The clinical and scientific community immediately and unreservedly embraced the technology, particularly triggered by the initial positive results coming from small, non-randomised clinical pilot trials. Is history repeating itself?

This section started off with a fictional press release on the fact that a case
of heart failure, very unusual at that time, had been reported. We have asked ourselves whether that might be a realistic possibility?

In our opinion, this question can be answered with a careful and conservative ‘yes’. If the scientific and clinical community set the eradication of heart failure as the goal, it can undisputedly make cardiac cell therapy a promising instrument. The development of that instrument still requires significant learning, and much can go wrong before cardiac cell therapy is a viable treatment instrument. It is very important to recognise, however, that it should be considered that on the way toward developing cell therapy as a therapeutic instrument, it may well be that at the end of the day it will not be cell therapy as we know it today, but a first or even second order derivative therapy that provides the solution. As per Les Brown: “Shoot for the moon, even if you miss, you’ll land amongst the stars…” This requires that the scientific community holds an open mind-set; that it is willing to learn, also from failures. History has shown that emotional dynamics do play a non-trivial role in the emergence of novel therapies. Hence, successful fostering of cardiac cell therapy necessitates steadfast and effectively coordinated efforts of the scientific community at large. The long-term goal must be maintained in order to not be frustrated by short-term failures. This calls for a policy that provides such nurturing, for instance by establishing an appropriately balanced scheme of private public funding.
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Tissue Models

*Carlijn Bouten*¹

**Introduction**

The hype and hopes of tissue engineering and associated efforts of researchers to succeed in this area have resulted in many attempts to produce living tissue and organs outside the human body. These include the creation of skin, cartilage, bone, tendon, skeletal muscles, heart muscle, blood vessels, heart valves and bladder tissue, in which the degree of success is mainly evaluated on the basis of structural similarities with native or ‘the original’ human tissue. Despite their envisioned and highly recommended potential as tissue replacements inside the human body, many of these types of tissue still only function outside the human body and have not passed the stage of laboratory prototype or small-scale implantation studies in animals. Thus, the broad-scale clinical application of tissue-engineered products lies far ahead and, apart from commercial and regulatory problems, very much depends on scientific progress [Lysaght et al., 2004].

---
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Notwithstanding these drawbacks, a decade of intensive and interdisciplinary research, converging knowledge from biology, material science, bioengineering and medicine, has brought scientific and technological progress in the field of regenerative medicine. In line with all this, a more immediate and directly assessable application of tissue engineering has been the creation of three-dimensional (3-D) laboratory models of tissues and organs. Even in those areas where clinically relevant tissues are decades away, the tissues that are currently being made provide powerful ‘living’ biological models. These 3-D models are far more realistic than existing two-dimensional (2-D) cell culture models and can be used to study or test a specific aspect of interest at tissue level with a higher level of experimental control and with less ethical considerations than animal models. Tissue model systems find their application in studying normal and pathological tissue functioning and the associated testing of potential therapies [Baar, 2005]. In addition, they represent useful tools for the development of technologies for regenerative medicine and early diagnosis and tissue screening [Rodríguez et al., 2003].

**Tissue models — new dimensions of tissue engineering**

In its most fundamental paradigm, tissue engineering entails the seeding of living cells, harvested from a donor, on a pre-shaped biodegradable support material, or scaffold, of a synthetic or natural origin. This cell-scaffold construct is generally cultured in a so-called bioreactor under conditions that favour cell expansion, tissue growth and tissue functioning [Vacanti et al., 1999]. This includes the application of biological (e.g. hormones) and or biophysical stimuli (e.g. forces, electric pulses) relevant for tissue development and functioning. The scaffold provides initial anchorage and support for the cells, until they have produced and reorganised their own environment, also referred to as the extracellular matrix, to form a tissue. Ideally, tissue formation and scaffold degradation should go hand in hand to ensure and maintain the mechanical stability of the tissue.

In the whole process of tissue formation the cells play a central role: They act as sensors for applied stimuli and respond to them by changing their own function and environment. The source of cells for the creation of a given tissue is therefore of utmost importance. Differentiated or undifferentiated cells have been used for tissue engineering purposes. Differentiated cells are specialised cells with a limited potential for renewal. Undifferentiated cells are less specialised (progenitor cells) or not specialised (stem cells) and have a larger renewal capacity. Given the right environmental stimuli, they may give rise to one or more specific cell types (see also the paragraph of Hendriks ‘Choice of cell type’).
Figure 1
Key processes in the general tissue engineering paradigm. Selected cells (a) are seeded in large quantities onto carrier materials (scaffolds) in order to form a tissue construct (b) that is cultured in a bioreactor (c). Under guidance of environmental stimuli the construct develops and matures (d) to achieve an in vitro tissue model (e) or a targeted tissue substitute for implantation purposes (f).

When creating tissue for implantation purposes, the target cells should preferably originate from the recipient so as to create an autologous tissue substitute that minimises the risk of immune rejection. This substitute is allowed to grow and develop in vitro, that is in the laboratory, depending on the degree of maturation required to ensure in vivo survival (in the body of the recipient) later on. Subsequent implantation and in vivo remodelling is intended to recapitulate normal tissue architecture and function with time. When the implantation step is omitted, the created tissue might function as a tissue model. The key processes in the general tissue engineering strategy are illustrated in Figure 1.

One of the most attractive promises of creating ‘living’ tissue replacements is their potential for repair, adaptation and growth; the latter being of specific relevance for paediatric patients. However, there are a number of obstacles to overcome before we can put this promise into clinical practice. For example, a morphological similarity of engineered tissue with native tissue does not ensure in vivo functioning and long-term survival. The mechanical strength of the replacement may differ from that required in the native body, resulting in a functional mismatch or failure either directly after implantation or later in time. In heart valve tissue engineering, for instance, current tissue evaluations mainly concentrate on extracellular matrix contents and morphological
similarities with native heart valves, whereas in vivo functionality of the valves merely depends on matrix organisation and most likely does not require a morphological resemblance with the native counterpart. In vivo functioning is also patient specific and age-dependent, requiring specific (e.g. age-dependent) guidelines for the engineered tissue replacement to be made. Target properties and target functions of engineered tissues are therefore the subject of many scientific debates and stress the need for functional evaluation techniques that can be applied in vitro as well as in vivo to follow tissue maturation and incorporation inside the body.

While these and other limitations currently prevent large-scale growth of clinically relevant tissues for use in regenerative medicine, the tissues that are being produced at the moment provide model systems for:
- understanding tissue formation, physiological functioning, malfunctioning and disease;
- test-beds in the development and evaluation of new medical devices and products;
- the development and testing of novel technologies for regenerative medicine.

The three-dimensional architecture of the engineered model tissues offers major benefits in this respect, as it mimics complex tissue interactions and physiology. While it is acknowledged that the models only provide a simplified representation of what occurs in the intact body, they produce a great deal of initial information with a degree of control that would never be possible in human or animal experiments. In addition, tissue models can be produced in relatively large quantities with reasonable reproducibility and at relatively low costs, offering the advantage of high-number, statistically relevant investigations. The risks of producing and investigating the tissues are minimal, while regulatory and ethical aspects only apply when human embryonic stem cells or genetically modified cells are used.

Another advantage over existing biological models is that each of the key processes of the tissue engineering described above (see Figure 1) can be intentionally modified to design on-demand model systems. For example, disease-specific cells (e.g. cancer cells) can be chosen, or cells can be ‘instrumented’ or transfected to track cell behaviour or migration through the tissue. Scaffolds can be engineered to release biologically active molecules to stimulate cell differentiation and tissue maturation. As living extracorporeal systems, the engineered tissue models allow spatial control and often real-time monitoring of various phenomena of interest, such as cell differentiation, molecular signalling, gene expression, extracellular matrix remodelling and
tissue viability on nanoscopic, microscopic and mesoscopic length scales. As a consequence the engineered model systems could accelerate research on disease pathways and the development of new therapies for regenerative medicine, potentially eliminating the need for transplants altogether [Griffith et al., 2002].

**Tissue models of physiology and pathophysiology**

Growing and composing tissues outside the human body provides essential understanding of tissue growth and development and the right conditions for cell survival, extracellular matrix production and tissue functioning. Although in general only successful attempts reach the published literature, our failures in the lab provide invaluable insight in abnormal and pathological tissue development and functioning. In addition, the response of ‘healthy’ engineered tissue to a damaging or pathogenic stimulus can be monitored so as to gain knowledge of disease pathways.

The goal of any model is to have distinct experimental or predictive advantages while remaining as close as possible to the physiological reality. For example, tissues that have a predominantly biomechanical function, such as muscle, bone or cardiovascular tissues, should be represented by tissue models that have this specific function. Surrogate measures of mechanical functioning are then required to link in vitro experiments to the physiological function. In models of cardiovascular tissues, collagen synthesis and remodelling are correlated to functional changes, whereas functionality is assessed from tissue stiffness and ultimate tensile strain [Mol et al., 2003]. In skeletal muscle, protein-to-DNA ratio and tissue organisation are used to note tissue growth and differentiation and these in turn are correlated to force production and contractile properties of the tissue [Dennis et al., 2000]. Using these measures, it is possible to investigate the effects of altered chemical, biological or mechanical stimuli on the physiological functioning of the tissue. Obviously, the use of 3-D tissue models, instead of more simplistic 2-D cell culture models, is a prerequisite here.

Over the past years, various tissue-engineered models of (patho)physiological tissue function were presented, including models of bone growth and cartilage differentiation, extracellular matrix remodelling in heart valves, models of wound healing and wound treatment and bronchial mucosa models to study the pathophysiology of asthma.

To give an example, [Bursac et al., 1999] developed a tissue-engineered model of cardiac (heart muscle) tissue for electrophysiological studies. Electric pulse
Propagation is one of the dominant features of cardiac tissue and essential for a proper functioning of the heart. In the study, cardiac cells from neonatal rats were cultured on 2-mm thick polymer scaffolds to form cardiac muscle equivalents. After 7 days, the protein-to-DNA ratio and 3-D tissue organisation in the cultured cardiac tissues resembled that of ‘real’ neonatal heart tissue. The electrophysiological properties, measured after electrical stimulation, were also specific for those of heart tissue. Later studies with the model concentrated on improvement of mass transport and metabolism in the tissue to grow thicker tissues relevant for future implantation studies [Radisic et al., 2004], whereas other research groups have used mechanical stimuli, such as cyclic stretching of the tissue, to improve the function of their engineered heart tissues [Zimmermann et al., 2002]. While it is clear that electrical stimulation, mechanical functioning and mass transport all contribute to heart tissue development, the respective models allow systematic investigation of their relative contribution to tissue growth and physiology under highly controlled conditions.

In another example, tissue-engineered models of skeletal muscle were used for studying disease pathways in mechanically induced muscle breakdown [Bouten et al., 2003]. Skeletal muscle tissue is highly susceptible to sustained compression, eventually leading to tissue breakdown in the form of deep pressure ulcers. However, the pathways whereby tissue compression leads to tissue damage are not completely understood. Because it is impossible to examine all pathways and predisposing factors involved in in vivo muscle tissue, in vitro tissue models were employed. In a first model, muscle tissue was created by a gelation process in which mouse muscle cells were mixed with a solution containing collagen and then pipetted into disk-shaped moulds [Breuls et al., 2003a]. The resulting disk-shaped tissues showed spontaneous contraction after 8 days of culture and conveniently fitted under the indenters of a compression device in a high-throughput fashion. This device could be mounted inside an incubation chamber onto the stage of an inverted microscope to monitor cell damage at different levels of tissue compression. For monitoring purposes, a viable fluorescent probe was developed to quantify cell damage in space and time [Breuls et al., 2003b]. An inverse relationship between the magnitude and duration of tissue compression and the onset of cell death was established, comparable to that described in animal models [Stekelenburg et al., 2005].

In a second model system, muscle architecture was optimised to achieve parallel aligned muscle fibers in a natural configuration [Gawlitta et al., 2005]. To that end, suture material or Velcro strips were used as artificial tendons for muscle anchorage. The muscle cell/collagen mixture was molded between and
Figure 2
Engineered muscle models (length ~2 cm) consisting of C2C12 cells in collagen/Matrigel scaffolds using suture material (A) or Velcro (B) as artificial tendons. Tissue stresses due to contraction of the tissue between the anchorage points cause the muscle cells to align along the main stress axis (arrow) into the natural muscle architecture (C). Such models can be produced in large quantities (D) to perform high-throughput studies, whereas the in vitro set-up allows mechanistic studies in loading devices under guidance and control of a microscope (E). With the shown device tissue compression and oxygen supply can be manipulated.

onto these anchoring points and allowed to gelate. Due to remodelling and shrinkage of the gel between the anchorage points, the internal tension in the constructs increased, causing the muscle cells to align. A new loading device was developed to investigate the relative contribution of deformation and decreased oxygen and nutrient transport in the causation of muscle cell death (see Figure 2). Newly developed viable fluorescent probes and associated real-time quantification methods were used to discriminate between acute and programmed cell death.
The above models are reproducible and can be easily produced in large quantities so as to favour high-throughput studies. Further studies concentrate on humanised models and the development of conductive scaffold materials for electrical stimulation of the model tissues to mimic voluntary muscle contraction [Popescu et al., 2005]. In addition the release of detectible molecules by the muscle cells upon compression is studied as a guideline for the development of diagnostic tools for early detection and possible prevention of deep pressure ulcers.

These and similar studies illustrate the potential of tissue models to systematically investigate normal and pathological tissue functioning. It should be mentioned, however, that the development of even very simplistic models and related surrogate markers requires considerable time, research efforts and sophisticated technology, which also stresses the long road to go before these tissues can actually be used as tissue replacements inside the human body.

**Tissue models as test-beds for medical products**

New approaches to clinical problems, such as therapeutic treatments, medical devices or drugs, require extensive testing and risk assessment before the new medical product can be clinically applied and put on the market. Regulatory regimens for risk management give strict prescriptions of the required tests and targets the new product should comply with. These procedures often take years, running in follow-up stages to obtain the best possible estimate of safety, efficacy and side effects of the product. These stages include the use of animal models prior to small-scale clinical testing in humans, to evaluate the product under physiological conditions in living organisms for extended periods of time. However, animal studies are expensive and also restricted by national and international guidelines. In addition, disease pathways and response to treatment can differ between animals and humans, which limits the extrapolation of experimental animal data to human beings.

Subsequently, the testing in humans in clinical trials is cumbersome as there is little societal tolerance to possible harmful side effects. Nevertheless, these trials require large populations in order to provide statistically ‘safe’ measures of treatment efficacy and potential risks. Therefore, clinical trials are often complex and expensive, slowing down the translation of knowledge and implementation of new products to the clinic.

The use of in vitro model systems in addition to in vivo tests may aid in the process of risk assessment and strengthen the outcome of treatment evalua-
tions. When performed prior to animal testing, the initial information obtained will guide more efficient testing in the animal. More importantly, in vitro models can be humanised, that is incorporating human cells with properties of interest, facilitating more efficient clinical trials. The most reductionist in vitro models useful for medical product testing are those based on cultured cells. Cell models offer high-throughput screening environments at low cost and with precise control of the microenvironment. The latter feature facilitates mechanistic studies and allows for the minimisation of potential confounders, making the cell studies attractive for rapid screening and the discovery of new drugs [White, 2000]. It should be remembered, however, that 2-D cell models are non-physiologic and show little resemblance to the in vivo 3-D multicellular environment where cells are surrounded and embedded in an extracellular matrix. Engineered tissue models do have these properties and also offer the potential of reproducible disease-specific screening environments.

These advantages have been recognised by research groups developing e.g. cancer therapy models [O’Connor, 1999], engineered liver models to evaluate the efficacy of anti-hepatitis agents [Griffith, 2002] and engineered skin for toxicity and pharmacological studies [Ponec, 2002]. Engineered skin, such as the epidermal skin equivalents Epiderm (MatTek Corporation), Episkin (Episkin SNC) and SkinEthic (Laboratoire SkinEthic), has already become commercially available as test-bed for skin irritation studies. Other companies have entered the market of tissue-engineered models for therapy development. VaxDesign\(^2\), a US company, has left the traditional approach of vaccine development through generating attenuated or inactivated pathogens as the vaccine itself and testing them in animal models. Instead, the company focuses on a tissue-engineered immune system for rapid vaccine development. An in vitro human vaccination site (e.g. tissue-engineered skin or mucosa equivalent) that includes blood and lymphatic endothelia, as well as various immune cells that are important for evaluating inflammatory reactions, is used as an immunophysiologial model to rapidly test the vaccines. A miniaturised bioreactor for the model tissue culture, incorporated in a microfluidic vaccination device, the size of a coin, is now available for the rapid screening of vaccines and immunotherapies, potentially speeding up the cycle time and quality of vaccine development.

From this example it is clear that the development and application of high-throughput tissue models go hand in hand with developments in other areas of technology, such as microfluidics and nanotechnology, which are not directly related to medicine and health care. This convergence of technologies enables the design of miniaturised test-beds for tissue screening and the so-called ‘labs-on-a-chip’ that can be manufactured in stock. It is expected that
with the commercial availability of such systems tissue models will soon be an attractive alternative for initial medical and pharmaceutical product testing.

**Tissue models for technology development**

Despite the problems of introducing tissue engineering products to the market, or maybe we should say because of these problems, a growing number of research programs now concentrate on the complementary technologies that should enable the successful and large-scale production of biological tissue equivalents and subsequent clinical implementation to regenerate damaged tissue structures and organs in the human body. The development of production technologies goes along with the creation of tissues in the laboratory and is a prerequisite for the refinement and optimisation of three-dimensional tissue culture. At the same time, these tissue cultures provide a ‘model’ environment for the development and evaluation of implementation technologies that support future clinical application.

**Production technologies**

Tissue engineering itself has triggered the evolution of many production technologies, but technologies from related areas, such as stem cell technologies, molecular biology, biomaterials, or in vitro fertilisation, also contribute to the production of engineered tissues. Production technologies can be related to each of the individual key factors in the tissue engineering paradigm, namely the cells, the scaffold, bioreactors and tissue construct development and maturation (see Figure 1).

With respect to scaffolds, technological developments focus on the scaffold material as well as on material processing, where the use of a particular material or processing technique depends on design parameters such as the targeted tissue morphology, the desired degradation rate of the material, interconnected porosity, dimensions of pores for cells or microvasculature, mechanical properties, etc. Processing techniques include for instance electrospinning, printing, sponge and foam manufacturing, surface modification, micro-milling, salt leaching, and micro-sphere leaching. Scaffold materials can be broadly divided into synthetic or natural materials, with a rapidly emerging third category of semi-synthetic materials. Adaptation of (commercially available) materials already approved by regulatory authorities have advantages, because the safety and toxicity profiles of the materials in humans have already been defined, but there is also a need for the design of new materials that meet specific performance criteria in regenerative medicine (e.g. cell-material interactions, controllable degradation properties).
Developments in this area lean heavily on advances in (bio)material sciences and polymer sciences. But the most important changes come from the convergence of basic polymer science with molecular cell biology in the design of new, so-called bioactive, materials that carry out sophisticated signalling functions [Lutolf et al., 2005]. These materials may, for instance, trigger cellular differentiation or the production of extracellular matrix components. Such new materials can be easily tested in combination with various cell types and cell seeding techniques in a model set-up in the laboratory, where material performance can be followed closely. In this setting, related issues like sterilisation or biocompatibility of the materials can also be evaluated.

Bioreactors essentially provide the optimal environmental conditions of cultured tissues. They can be simple culture flasks that provide the necessary nutrients or sophisticated feed-back controlled systems that regulate culture conditions in response to measured tissue characteristics [Ratcliffe et al., 2002]. The culture conditions may include biological, chemical and or physical triggers depending on the targeted tissue structure and physiological function. Cardiac and skeletal muscle tissues, for example, require electrical and mechanical triggers for optimal tissue development, whereas cartilage development depends on repetitive tissue compression in combination with the right nutrients and growth factors [Seidel et al., 2004]. Model tissues can be employed here to obtain a better understanding of the effects of individual triggers and to define the optimal conditioning protocols in terms of trigger frequency, duration, magnitude, etc. that can be incorporated in the design of bioreactors for these specific tissues. Computer simulations of tissue metabolism, growth and differentiation can be helpful in this respect as they aid in the understanding and prediction of tissue responses to external stimuli, thereby steering the experiments and reducing the number of experiments [Sengers et al., 2005].

The ultimate goal of bioreactor technology is to grow 3-D tissues at a large scale, with targeted and reproducible properties and with minimal handling, in order to reduce the risk of contamination and damage. Bioreactor design, however, is complex and still at the early stages of its development. Intimate collaboration between biologists and engineers is required to design effective, yet scalable devices and to ensure that aspects like growth conditions, harvesting time, storage and sterility are all fully considered and incorporated in the design. Although some companies and institutions like NASA start to carefully introduce bioreactors on the market (e.g. http://www.enduratec.com/; http://www.nasatech.com/), these products are mainly intended for scientific purposes.
Tissue growth, development and maturation are highly dependent on culture conditions and available triggers and cannot be seen independently from bioreactor design. Measurement of tissue properties and maturation should ideally be incorporated in the bioreactor design and conditioning protocols but is currently mainly performed on harvested model tissues outside a bioreactor set-up. Measures range from the detection of markers or molecules signalling tissue growth or differentiation, microscopic inspection of cells and tissue structure, and functional performance. Preferably, these parameters should be measured in real-time and in a non-destructive way. Hence, vital and magnetic resonance imaging (MRI) techniques enabling the assessment of tissue structure and performance during culture are being developed. In addition, research programs are underway to follow specific signalling molecules in real-time using the principles of molecular imaging. The growing field of molecular imaging converges modern tools of molecular and cellular biology with state-of-the-art technologies for non-invasive imaging, such as MRI and computer tomography (CT) and positron emission tomography (PET) scanning [Herschman, 2003]. The goals are to develop technologies and assays for non-invasive in vivo investigation of molecular cellular events in normal and pathological processes. These approaches should help to lead to better methods for early diagnosis and management of diseases. Tissue models are very helpful in the development and evaluation of the molecular imaging methods and assays. For instance, incorporation of reporter molecules in scaffold biomaterials or signal amplification techniques for MRI can be effectively tested in vitro on tissue-engineered models before translating them to the in vivo situation.

**Clinical implementation technologies**

The aforementioned testing of molecular imaging methods in tissue models is an illustrative example of the application of tissue models in the development of technologies that support the clinical implementation of regenerative medicine approaches, such as tissue engineering or stem cell treatments.

Additional implementation technologies associated with tissue models are those related to the design of molecular markers and biosensors for normal and pathological processes that may eventually be used in the human body. These, as well as the imaging techniques, also aid in the upcoming shift from curative to preventive medicine where vital and early diagnosis is crucial. For other implementation technologies, such as implantation techniques (injection, percutaneous placement) or minimally invasive surgery, living tissue models are less useful. These should initially be developed and tested in combination with physical or animal models.
Future expectations

One of the main requirements for regenerative medicine to become successful is a detailed understanding and insight in tissue formation, tissue repair, tissue functioning, and tissue adaptation. At the same time, the ongoing progress in science and technology should allow for the production and clinical application of regenerative medicine approaches. Model systems, whether used for technology development, the study of physiological processes or product testing, will help advance this process. In vitro 3-D model systems will increase the rate of drug testing, improve the likelihood that a new drug formulation will be successful in human clinical trials and facilitate the gathering of data that will be helpful in optimising drug formulations. The end result will be a reduction on the costs associated with drug development and a safer application of newly designed drugs in humans.

Further, in vitro 3-D model systems offer a profound opportunity to engineer clinically applicable tissues and organs, based on improved understanding of the functional relationship between different cell types and signalling cascades involved in cellular differentiation. The promise of such an approach is that tissue as well as organ substitutes become available, which are built on physiological principles and will be accepted by the human body as their natural counterpart.

Before this can take place, however, two distinct sets of limitations need to be addressed. The first set relates to the gain of knowledge required for a proper translation of model systems into clinical implants. So far, researchers have been quite successful in creating tissue structures like skin, heart valves and cartilage. Because of their limited thickness and perfusion rate, these tissues are less reliant on adequate perfusion and nutritional support. For an increased tissue size, however, continuous tissue perfusion or vascularisation is essential. Thus R&D is being performed to engineer blood vessels or to stimulate blood vessel growth (angiogenesis) through the administration of angiogenic growth factors. Other areas of study include the differentiation and transdifferentiation of donor stem cells to simultaneously produce all of the cells required to form a complete tissue and the creation of effective interfaces between the native tissue and the implant.

The second set of limitations relates to the translation of the knowledge obtained into applicable and effective clinical products. This requires the approval of tissue-engineered equivalents by regulatory authorities after the long-term integration in animal models and humans. It also requires answers to the question on how to produce tissue-engineered products on a commer-
cial and cost-competitive scale. Finally, it requires incorporation of the new products in existing clinical and insurance practices. Only when these aspects have been fully addressed, estimates of implementation times and potential market volumes will become realistic.
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From Laboratory to Practice: 
Learning about normative issues

Klasien Horstman

INTRODUCTION

Spinal fusion, tissue-engineered organs and cardiac cell therapy: three examples of technological innovations in the field of ‘regenerative medicine’. This chapter deals with ethical and social questions that are associated with the rise of regenerative medicine, such as: ‘How to decide that the time is ripe for clinical experiments?’ and ‘What will happen to our concept of old age when our body can be regenerated?’

In this article, I will identify four clusters of normative problems that should be part of a research programme on regenerative medicine. Besides describing these dilemmas, attention will be paid to different ethical approaches to deal with these dilemmas. Pointing to different ethical traditions and approaches serves to make clear that ethical and social issues cannot be simply solved. In a pluralistic society there are no simple answers to ethical questions that are associated with new technologies, because there are different ways to frame the dilemmas as well as the solutions. We might come to a consensus about some issues and we even might agree on specific national or international legal arrangements [Kent, 2006]. However, as the political scientist Trappenburg has demonstrated, legal rules with respect to medical ethical issues function to create specific temporary boundaries.
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for public discussion rather than end the discussion, and new controversial questions might arise [Trappenburg, 1993]. So, the work on the ethical and social agenda of medical technologies will never be finished. Technical and ethical innovation are both continuous processes.

Following the idea of plurality when it comes to ethics, I will finish this article with a reflection on the implicit promises and expectations of the ‘organised interaction’ between technology and society. Is this idea perhaps too much connected with the hope that planned interaction will close the gap between technology and society and make technology development unproblematic and not controversial again? Is this idea too much connected with the hope that all normative dilemmas will be solved? I will deal with this question by introducing a theoretical frame that focuses, rather than on solving social and ethical dilemmas of regenerative medicine, on learning about these dilemmas. Instead of hoping to return to a situation of uncontroversial technological innovations and of unproblematic social trust, this implies acknowledging and stimulating the public-ethical character of technological developments. But I will start with a sketch of the normative dilemmas of regenerative medicine as they are presented in the field itself.

**Normative issues in both laboratory and in society**

At the start of the development of a field that might be called regenerative medicine, scientists working in that field underlined the future fruits of their field. “Of course, the entire goal of tissue-engineering is to benefit mankind.” [Patrick, 1998, 319]. However, they foresaw that this goal would have its complications, because many social and ethical issues were to play a role in the development of the field. Ratner argued in ‘Biomaterials Science’, for instance, that ethical dilemmas might have quite an impact on biomaterials science: “Perhaps the final frontiers in biomaterials science will be in the area of ethics.” [Ratner, 1996, 467]. And in ‘Frontiers of Tissue Engineering’, Patrick, Mikos and McIntire pointed out the relevance of dealing with ethical issues as well: “... tissue-engineering will not become a valuable clinical solution unless it is accepted by society.” [Patrick, 1998, 312]. These pioneers of the field implicitly pointed at the relevance of a normative agenda for tissue engineering. In this article, I will make such an agenda. I will assume that technology and ethics have to work together to stimulate learning processes in both fields and to make them both ‘better’. The three examples of regenerative medicine that are presented in this book — spinal fusion, tissue-engineered organs and cardiac cell therapy — provide a good opportunity for drawing up a new normative agenda for regenerative medicine.
So as to identify specific normative questions in regenerative medicine, I will follow the innovative trajectory from laboratory to clinical practice and daily life from philosophical and ethical perspectives. Although this method is a little artificial, it provides the opportunity to do justice to the fact that, because these technologies are in the making, normative issues are in the making as well. Not every ethical issue is equally urgent, and whereas some issues have been defined quite well, others are only vaguely described or only arise when the implications of the technology become more obvious. Ethical questions with respect to the choice of cells, for instance, are more concrete and pressing than questions with respect to the integration of these therapies in health insurance. So, by following this trajectory, it is possible to identify actual and concrete dilemmas as well as issues that will play a role in the future.

By following the trajectory from laboratory into society, four clusters of normative problems of regenerative medicine are distinguished:

– normative issues with respect to the meaning of the human body;
– normative issues that have to do with the step from the laboratory to clinical experiments;
– normative issues that play a role when regenerative medicine will be introduced in regular health care;
– normative issues with respect to the promise of prevention.

The reason to discuss these normative issues is to make clear that, when research in regenerative medicine is stimulated, the study of these issues — all equally relevant — should be stimulated as well. In the introduction of this book, the relevance of an optimal selection environment for technological innovations is stressed. Systematically paying attention to ethical and social issues can be seen as an important contribution to such an optimal environment! The successful development and implementation of regenerative medicine requires that we face the ethical issues it entails and that we find a way to deal with these. We will therefore start with reviewing some issues concerning the body.

Body-technology relations: body-thing or lived body

A first cluster of normative questions that arise in all three cases has to do with the relation between regenerative medicine and the body. With respect to this issue, it is primarily necessary to reflect on the promise of regenerative medicine that ‘the body will heal itself’. This promise implies that researchers only ‘help the body to heal itself’ by ‘mimicking nature’. In other words, the interventions of regenerative medicine are implicitly presented as non-inter-
ventions, and the technological character of regenerative medicine as well as the human decisions that play a role in this process are understated. By using metaphors like ‘mimicking nature’, regenerative medicine presents itself as a rather innocent practice and evades questions with respect to the responsibility for the real interventions of regenerative medicine [Derksen, 2005]. So, the first task is to identify the normative character of regenerative medicine by making a critical analysis of the self-image of this field and of the metaphors that play a role in staging the field. Instead of taking metaphors like ‘mimicking nature’ or ‘helping nature’ for granted, we should ask ourselves how regenerative medicine actually intervenes in the human body.

Which interventions in bodies, for instance, are implied in the three cases of this book? Spinal fusion, a therapy for lower back pain, implies the injection of growth factors to stimulate autogenous bone. Tissue engineering organs requires the implantation of cells — autologous or allogenic, embryonic or adult — as well as scaffolds and triggers so as to stimulate these cells in order to develop in a certain way. And in the case of cardiac cell therapy, cells are injected so as to create new cardiac muscle tissue or to increase the flow of blood in the injured cardiac muscle. It will be clear that, instead of letting the body ‘heal itself’, cells and bodies have to be technically manipulated to perform that role. We can distinguish several normative questions regarding these technological interventions in human bodies.

Some normative questions with respect to the relation between body and technology have to do with the body materials used in regenerative medicine to get the body ‘to heal itself’. And although embryonic stem cells do not play a major role in developing spinal fusion, tissue-engineered organs and cardiac cell therapy, in the broader field of regenerative medicine the opportunity to use embryonic stem cells does play a role! This possibility is still very controversial. First, this has to do with the moral position of an embryo [Henon, 2003]. In many countries, embryonic cells are considered as the beginning of human life, as intrinsically valuable, and therefore these cells should not be used in an instrumental way. Balancing the respect for embryonic cells as human life on the one hand and the expected value of these cells for scientific research and improving human health on the other hand results in different normative positions with respect to the actual use of embryonic cells. While some argue that the value of embryonic cells for developing therapies and improving the health of patients should prevail [De Wert, 2003], others argue that embryonic cells should not be used instrumentally, however great the expected benefits might be [Jochemsen, 2004]. These different normative positions are reflected in different national regulatory regimes as well. While some countries, such as England, develop a rather liberal policy, policy processes in
countries like the Netherlands and Germany show more reserve with respect to research on embryos [Kater, 2005; Gottweis, 2002].

Another important issue with respect to the use of embryonic cells does not focus on the moral position of the embryo but on the pain it costs women to produce these cells and the value these cells might represent to them. Embryonic cells derived from so-called rest embryos from IVF procedures might have an emotional value for the women and their partners because these cells could have been developed into their children. Even when one does not principally argue for the intrinsic moral value of the embryo, one might question the use of embryonic cells, because these cells mean something to actual persons in every day life, and these persons might find it difficult to live with the idea of these cells being used as ‘research material’. However, now that researchers have defined the shortage of embryonic cells as a major problem and have proposed the donation of ova by women for research as a solution to this problem, another controversial issue is born [De Wert, 2003]. In this case, healthy women have to undergo hormone treatment so that several ova-statistics mentioned — vary from 10 to more than 50 — can be extracted at one time. However, the hormonal treatment as well as the extraction are both laborious and risky procedures and by definition serious interventions in a healthy body. With respect to this issue, balancing the benefits for science and health care and the pain it costs women to donate embryonic cells or ova results in different normative positions as well. While some conclude that it is reasonable to opt for ova-donation, others are more reserved [Huijer, 2004].

Although ethical problems with respect to the use of embryonic stem cells attract much attention among philosophers, ethicists, engineers, scientists and the public, the use of other cells in regenerative medicine is debated as well. For when the focus is on adult stem cells, the question arises whether to work with autologous or allogenic cells. While most professionals agree that working with autologous cells minimises risks like the rejection of tissue, growing these cells takes quite some time, and it might be more practical — especially in acute situations — to use allogenic cells to develop ‘of the shelf tissue’. This last opportunity is also considered beneficial from an economic perspective: It would allow the development of regenerative medicine as a market for mass products. Apart from the risks of using allogenic cells, this strategy stimulates ethical questions about the ‘ownership’ of the cells. How should we evaluate the opportunity to donate cells or tissue for altruistic or commercial motives to family, friends or tissue banks? Moreover, the use of allogenic cells stimulates the question whether the body should be considered ‘a thing’ to be repaired with strange elements when it seems necessary or a
‘lived body’ that embodies a ‘self’, an ‘identity’ or a ‘person’? When the latter is preferred, we have to study how regenerating the body with ‘strange’ ingredients affects ‘the lived body’.

In debates about body materials to be used in regenerative medicine, we can distinguish various styles of normative reasoning. On the one hand, there is a liberal, legalistic style that does not address the issue of the meaning of the human body but deals with most ethical issues in terms of ‘autonomous choice’ and ‘informed consent’, ethical principles that are legally embedded and supported. This style implies that when the risks of donating or receiving body materials are considered proportional — and professionals often express quite different opinions about the proportionality of emotional and physical risks that are at stake! — individuals should decide for themselves whether they are prepared to donate or to receive body material. Lately, this individualistic ethical style has been criticised.

Some authors argue that ‘autonomous choice’ implies that public ethical dilemmas are turned into the dilemmas of an individual: The individual has to choose and is left on his own with the concrete worries and experiences of making a choice for donating or receiving body materials and in dealing with the effects of the choice [Ten Have, 1998]. Another kind of comment on this individualism often heard in debates about organ donation is that the argument of autonomy is obstructing the system of organ donation and health care for people who are seriously ill [Den Hartogh, 2003]. In line with this argument it is proposed that — instead of referring to autonomous choice — we might think about the idea of a moral duty to donate or to participate in fair exchanges of body materials. Other authors criticise this individualist approach by pointing out the fact that body materials to be used for public purposes should be dealt with in a public way: By arranging public governance of biobanks and tissue banks, there will be more public space to deal with the ethical issues of dealing with body materials [Swierstra, 2004].

There are, however, philosophical traditions that, rather than focussing on the procedures of decision-making, do address the meaning of the body in concrete technological practices. Inspired by historical and anthropological studies of for instance blood donation and organ transplantation [Lock, 2002] this tradition reflects on the relation between body, identity and personhood. This tradition studies what it means to treat human body parts as ‘material’, as ‘property’ or as ‘merchandise’ and how these concepts of the body relate to the body as ‘a lived body’. From this perspective, the focus will be less on the autonomous choice of individuals to donate body material and more on the question whether it is right to ask a person to donate body materials for
altruistic or commercial reasons. For instance, is it reasonable to ask women to use their bodies in an instrumental way? In this context it is easy to evade the issue by pointing to the fact that we have become used to practices like blood donation and arguing that we will become used to the donation of all kinds of other body materials as well. However, this line of reasoning ignores the fact that it took many decades to let blood donation develop into a culturally accepted practice [Schneider, 1983]. From the fact that other — apparently similar — body technologies have become part of health care, we should not conclude that we have to accept specific regenerative technologies as well.

One interesting author in this tradition is the philosopher Donna Dickenson. Whereas some authors use the concept of ‘ownership’ of the body to argue for the freedom to sell body materials [Wilkinson, 2000; Resnik, 2002], Dickenson has criticised the concept of ‘ownership’ of the body as a justification of ‘the autonomous choice’ with regard to donating or selling body materials [Dickenson, 1997]. She recently developed the idea of a ‘bundle of rights’ with respect to property. Instead of a monolithic and digital concept of ownership (yes/no, 100% or 0%, all rights/no rights), she distinguished between different rights, such as physical possession, use, management, to be secured by being taken by others, to alienate, by gift or by sale, to capitalise its value, etcetera [Dickenson, 2006]. Such a layered concept of ownership provides the opportunity to take the different kinds of rights into account when justifying the donation or sales of body materials. Following this line of thought, ethical research in regenerative medicine should address the question which conceptions of the body are — implicitly or explicitly — presupposed and stimulated by regenerative medicine. Does regenerative medicine stimulate the commodification, commercialisation, fragmentation and disciplining of bodies to an extent we have not seen before?

When it comes to body-technology relations in regenerative medicine, other normative questions have to do with the limits to intervening in nature. Although the term ‘regenerative medicine’ supposes that ‘natural body processes’ are both the goal and the criterion for the interventions pursuant to this technology, there is no such thing as a ‘natural body’ that dictates which interventions are legitimate. We therefore need public debates about the goals and ambitions of regenerative medicine. Should regenerative medicine develop as a therapeutic enterprise, or should it aim at enhancing the physical condition of an individual? How should regenerative medicine relate to our actual notions of ‘normal body processes’ like ‘normal aging’ or ‘normal healing’? Will norms change in response to developments in regenerative medicine? Or do developments in regenerative medicine have to adapt to existing norms and values? How does regenerative medicine address cultural norms such
as the expression of youth and fitness? Will cardiac cell therapy be used to increase the 'natural' sportive performance, and will tissue engineering be used to cure sport injuries much faster than 'natural' healing processes? With respect to genetics these issues have been put on the agenda [Van Hilvoorde, 2005] but the ethics of regenerative medicine will have to address these questions as well.

To conclude, regenerative medicine generates important questions about the meaning of the human body, forcing us to find ways to deal with human bodies in a decent way.

**Starting clinical experiments: new standards, new responsibilities**

From the cases of spinal fusion, tissue engineering organs and cardiac cell therapy we can conclude that a second cluster of normative questions concerns decisions to go from the laboratory to clinical experiments. Although there are professional guidelines to deal with the step from laboratory to clinical experiments, these guidelines play their guiding roles best in established practices with a more or less established paradigm, such as drug research. In these practices, some level of consensus about standards has developed with regard to evaluation models, animal experiments and other laboratory tests and the assessment of risks of clinical experiments. Some of these standards have obtained a legal basis.

It is characteristic for a newly developing interdisciplinary field like regenerative medicine that although it very urgently needs guidelines to reduce the uncertainties, these guidelines do not exist. Like the Baron of Munchhausen, regenerative medicine has to draw itself out of the marsh of so many uncertainties. The actual research culture — international, multidisciplinary, public-private networks — complicates this process even more. That is why the decision to start clinical experiments in the course of the development trajectory of regenerative technologies requires the development of so-called benchmarks that reflect the evolving norms and criteria. From an ethical perspective, it is necessary to study how these norms are developed and whether the norms developed are right. Which stakeholders (researchers, clinicians, industry, patient organisations, medical ethical committees) and disciplines (medicine, engineering) influence this process? What are the arguments and perspectives discussed? Which compromises are negotiated between different stakeholders? And how can the outcome of this process — the norms — be accounted for?
One specific issue that has to be discussed in the context of clinical trials is the importance of different kinds of evidence — laboratory studies, modelling and animal studies and clinical experiments — in regenerative medicine. For instance, the function of animal studies as a safety pall presupposes that interventions in animals can to a certain extent predict the effects of interventions in human bodies, but the translation of results of experiments on animal models to the human body is not trivial. In pharmaceutical research the various kinds of evidence needed to make such a translation have become more or less standardised. Although such standards did become legally embedded in the 1960s and 1970s, they had to be highly differentiated so as to reflect the needs of specific research fields. In pharmaceutical research for HIV this standard has changed under the influence of patient organisations. So although some level of standardisation exists, pharmaceutical research practice is no monolithic situation. With respect to other kinds of medical technologies — surgery for instance — the level of standardisation is even less. This also applies to regenerative medicine. Therefore, the question arises how to compile evidence so as to be able to start clinical experiments. For regenerative medicine, this requires explicit reflection on the question whether research methods and research ethics developed in the context of pharmaceutical research are suitable for research on regenerative medicine or whether they should be adjusted in specific ways. Whereas patients in general should be protected against eager researchers and risky trials and animals should be protected from unnecessary experiments as well, for some patients the development of successful therapies should not be delayed longer than necessary. It might be part of the ethical agenda of regenerative medicine to think through the ethics of clinical trials for this specific field and to find ways to deal with such trade-offs.

To deal with the normative dilemmas of clinical trials characteristic of a newly emerging scientific field in health care, roughly two approaches can be distinguished: the protection paradigm and the participation paradigm. The protection paradigm was developed in the second half of the 20th century and aims to protect patients and healthy research subjects against researchers. To that end, the central principle is the right of patients/human beings to autonomously decide on their participation in a trial. In support of the patients right to autonomously decide about the pros and cons of participation in a trial, researchers are held to provide adequate information to patients. Thus, autonomy and informed consent are the cornerstones of the protection paradigm. However, this protection paradigm was recently criticised for several reasons. Firstly, the legal frame of the protection paradigm and the successful institutionalisation of this paradigm in medical ethical research committees have been accompanied by many administrative procedures. Whereas research-
ers complain that this bureaucracy hinders their work, ethicists complain that the focus on fulfilling administrative needs implies neglect of the real ethical issues at stake. Some even speak of ‘empty ethics’ [Corrigan, 2003]. Secondly, the protection paradigm is criticised because it assumes a rather hierarchic relation between researchers and patients as subjects and objects: Researchers are considered to be experts, while patients are considered to be dependent on them for information. Moreover, patients and healthy research subjects are given very passive roles in trials: They are allowed to consent as well as to quit the trials, but they are not supposed to play more active roles in the trials. In other words, the protection paradigm defines the voice of a research subject as insignificant. The paradigm stresses the protection against researchers and not the empowerment of patients/research subjects.

In response to this critique, the participation paradigm is nowadays being developed [Willems, 2005; Epstein, 2004]. This paradigm assumes a more equal relation between researchers and research subjects and addresses the fact that many — not all! — patients are becoming experts with respect to their own disorders and that researchers depend on them for relevant information about the course of the trial. Sharing their bodily experiences during and after a trial, when the risks and benefits in the long run have to be monitored, can be very valuable to researchers. Because the concept ‘evidence’ in the phrase evidence-based medicine has been one-sidedly interpreted as statistical evidence, researchers might nowadays think that they only need to rely on statistics to evaluate new medical technologies. However, it can be considered an ethical responsibility to look further than statistics, to keep an open eye for other kinds of evidence and to keep in touch with the experiences of patients dealing with these technologies in day-to-day life [Goldenberg, 2005]. From this perspective, research subjects should not only be given the opportunity for a silent consent and a silent exit but also an invitation to share their bodily experiences and opinions during and after the trials. The participation paradigm also provides the opportunity to argue that, from the angle of diversity, all groups in society not only have a right to be protected but also a right to be included and represented in trials (the elderly, children, ethnic groups), so that the results of scientific research will benefit different groups. Although still in its infancy, the participation paradigm appears to provide more clues to depart from the concept of an ‘average body’ and do justice to particular bodily experiences of individuals than the protection paradigm.

The ethical agenda of regenerative medicine involves studying the step from laboratory to clinical experiment and developing new standards from both perspectives. One important question is how the responsibilities of researchers and research institutions to protect patients might be combined with
their responsibilities to stimulate voice, participation and empowerment of patients/citizens and their responsibilities with respect to exclusion and inclusion. But besides this analysis of the responsibilities of researchers, insight is needed in the experiences of patients and research subjects (patient organisations) that participate in these research practices.

**From experiment to standard treatment: cultural acceptance, insurability and solidarity**

A third cluster of normative issues in regenerative medicine concerns the integration of treatments in health care and health insurance. When clinical trials result in a positive evaluation of a therapy and the therapy is considered safe and effective, it still has to be introduced in general health care. Acceptance of a new therapy not only depends on efficacy and safety, but also on cultural, social and economic factors: Therapies are not launched in a vacuum but in a context where other therapies might be available as well and where various criteria determine the value of a therapy. Even when there appears to be a strong ‘need’ for a new and apparently better therapy, for such a therapy to be successfully introduced into the existing cultural and socio-economic context of the health care system it has to find a fit with, for instance, cultural norms or economic criteria for insurability. To that end, the new therapy will have to compete with other therapeutical options.

From a patient perspective, the pros and cons of therapies are not so obvious: In spite of the evidence about the efficacy of a new therapy, patients might prefer — for different reasons — other strategies to deal with their problems. When patients for instance do not like foreign objects to be inserted into their bodies, they might prefer other therapies than regenerative therapies. Apart from that, the differences in professional culture between the various medical specialties can result in conflicting opinions about the indications to prescribe a therapy [Berg, 1998]. Whereas some physicians would like to prescribe a new therapy like cardiac cell therapy at a rather early stage, others are more reluctant and would prefer to wait longer. Some would propose to limit such a therapy to patients with, for instance, ‘serious’ heart defects whereas others would prescribe it for a much broader group of patients. Some would focus on the benefits of cardiac cell therapy for the individual patient whereas others would give priority to the ‘health of the population’ and expect more from public health initiatives to change the lifestyle of the population. Some professionals and patients will prefer spinal fusion, others prefer a less invasive, behavioural therapy to control the pain. In other words, when discussing whether or not to accept a new therapy, health care becomes a normative
arena in which different cultural norms play a role. Therefore, the introduction of regenerative medicine in health care requires more work to be done than just demonstrating that it ‘works’. In addition, to be accepted in a cultural and normative sense, the added value of a novel therapy has as compared to other existing therapies has to be recognised by the different stakeholders. There are many examples of technologies and devices that may be considered as major improvements from the perspective of medical professionals and researchers, but not from a patient’s perspective. A well-known example is the refusal to use cochlear implants by a large part of the deaf community, as deaf persons prefer their existing identity and culture based on the use of sign language to the use of this device [Blume, 2001].

Apart from the issue of cultural acceptance, a new therapy has to be insurable. Few patients are able to pay for medical treatment themselves, and it applies to most patients that in order to get regenerative medical treatment it has to be part of general health care, through insurance such as in for instance the Netherlands or Germany or as part of a state health care system like that in the United Kingdom.

But how are therapies evaluated and selected as they are introduced in general health care? In the first place, there is a rationalistic approach [Timmermans, 2003]. This approach was developed in the last decades as a reaction to the rising costs of health care, the growing claims of competing professional groups and patient groups and the diminishing public trust in public institutions. The rationalistic approach argues that the introduction of new therapies should be evidence based, not only on conventional evidence about efficacy and safety, but also on cost-effectiveness. In this approach, ‘evidence’ is considered to be an objective criterion on which a decision can be based about the inclusion and exclusion of treatments in health care and about the indications to provide these treatments. Despite the fact that in the practice of health insurance ‘evidence’ about the efficacy and cost-effectiveness is often only one of the criteria underlying the decision whether or not to insure a new treatment, in several countries this rationalistic strategy is presented as an ideal way to decide on what to include in health care packages.

This rationalistic approach was criticised in different ways. The fundamental point of critique is that in the arena of health care there is no neutral point of view that legitimates difficult public policy decisions and that presenting some specific strategy as neutral and objective implies hiding the politics of that strategy [Porter, 1995]. Apart from this fundamental argument, the rationalistic strategy has its practical limitations as well. Firstly, there is the issue of therapies for rare diseases. In this case, patient groups are too small
to determine the cost-effectiveness. Although it seems unreasonable to deny patients a therapy because of this, the rationalistic strategy does not provide an answer to this dilemma. Secondly, the measurement and interpretation of ‘efficacy’ and ‘quality of life’ as an ingredient of efficacy is not trivial. Many debates about the cost-effectiveness of specific diagnostic or therapeutic procedures relate to this issue [Horstman, 2004]. With respect to spinal fusion or cardiac cell therapy, the question arises whether the subjective experiences of patients, such as pain or tightness, have to play a role in determining the efficacy of these therapies, and if so, how these experiences have to be disclosed. Thirdly, the rationalistic ideal of evidence-based care does not take resource restrictions into account. Therefore, it cannot provide the instruments to decide about the relevance of different kinds of care when the budgets become stricter and not all claims can be rewarded: Do we wish to pay for tissue-engineered organs for the elderly when low-tech day care of the elderly is still a problem? Therefore ‘objective evidence’ can only be successfully used to decide on the inclusion of new therapies in health care in situations of consensus. In case of controversial decisions this approach shows its limits. For then the normative assumptions of the notion ‘evidence’ will become apparent and will therefore be disputed.

Another way to deal with questions regarding the inclusion and exclusion of new therapies in health care instead of a rationalistic strategy is the political normative approach [Stone, 1997]. Such an approach explicitly acknowledges that health care is a political-normative enterprise and that the introduction of new therapies in health care should be dealt with in terms of justice and solidarity. It is obvious that insights in the efficacy and costs of therapies are important as well, but they will have to play their roles within the context of a political-normative approach. This means that the rise of new therapies requires a public deliberation about the solidarity between various patient groups, various risk groups or various generations. Who deserves our solidarity most, and why? Should we limit solidarity to people who are in need, to people who behave responsibly after therapy, to those who are not to be blamed for their disorders? Should we invest in cardiac cell therapy or in public health programmes to decrease cardiovascular diseases? Should we argue for spinal fusion in health insurance or for behavioural pain therapies, or maybe for both? Should we limit tissue-engineered solutions to serious or even fatal organ problems or use these to prevent all kinds of damage? Many different stakeholders — medical scientists, clinicians, patient groups, industry, insurance companies, politicians etc. — will contribute to the debates about these questions.

Regenerative medicine will probably change the range of available therapies considerably. The normative agenda of regenerative medicine implies a study
of the insurability of regenerative medicine in the contexts of financial scarcity, competing technologies and cultural preferences. This implies studying the actual political and social processes with respect to the integration of regenerative medicine in health care and considering the way to publicly account for these processes and for the outcome of these processes.

Regenerating healthy persons: preventing illness or making risks?

Although the cases presented in this book are all presented as therapies, regenerative medicine fits the general trend in medicine of focusing more and more on a-symptomatic, healthy persons. They can opt for new tissue or new organs before they are ill, and cardiac cell therapy can be performed when they still feel well and have no complaints. Regenerative medicine might in fact not only contribute to the idea of ‘preventing diseases’ but also to the idea of ‘preventing old age’. This implies that regenerative medicine, like so many other medical technologies, contributes to an imperialistic preventive health culture: A culture that strengthens the ideal of human control and denies the contingencies and vulnerabilities of human life. In such a culture, diseases will become considered as symbols of ‘failed prevention’ and of ‘lack of control’ and one might be punished because of it [Lupton, 1995].

The preventive approach in medicine and health care was developed in the 20th century in public health and epidemiology. During the 20th century, preventive medicine emerged as a low-tech approach public health but toward the end of the twentieth century, with the Human Genome Project, preventive medicine received a major high-tech impulse. In many medical specialties, predictive tests are now developed to identify genetic risks. Although most of these risks are characterised as complex and multifactorial, predicting these risks does stimulate preventive measures, such as lifestyle advice, preventive diets, preventive medication, regular check-ups [De Vries, forthcoming]. The recent developments of molecular imaging, bionanotechnology, ambient technology etc. only reinforce this trend toward design of medical technologies for a-symptomatic individuals. This trend will probably not only change the character health care but it could also considerably modify the basic concepts of health and disease and the ideas about being responsible for one’s own health. In fact, in such a situation every healthy person will become not-yet-ill and will be deemed responsible to remain so.

However, preventive medicine is accompanied by many ethical dilemmas. There is the issue of ‘knowing or not knowing’ the risks: Some prefer to live in
‘the here and now’ instead of anticipating some future health, but in a preventive health culture it is quite difficult not be confronted with ‘risks’. Another question is whether it is right to intervene in someone’s life and body when there is no actual problem. Not every risk will become an actual problem, and people might become unnecessarily worried. How can we balance the opportunity to diminish health risks on the one hand with the threat of producing unnecessary insecurities and worries on the other hand [Tijmstra, 2004]? Since to most the idea of ‘living a good life’ is not the same as ‘living without a risk’, we may wonder whether preventive medicine is opposed to our ideas of ‘living a good life’ and how preventive medicine can become part of the idea of ‘a good life’ [Horstman, 2005].

Regenerative medicine, although primarily presented as a field addressing actual health complaints, will fit this trend of preventive medicine. For when spinal fusion, tissue-engineered organs and cardiac cell therapy ‘work’, the question will arise when to apply these therapies. And the promise of the field is that, instead of waiting until the damage has been done and there are complaints, it might be more useful to intervene at a much earlier stage. This implies that regenerative medicine will stimulate the use of predictive technologies, such as molecular imaging and ambient technologies and might become part of the organisation of screening programmes. Although this sounds rather futuristic, regenerative medicine will certainly stimulate early diagnosis so as to make early interventions possible, which means that healthy persons become persons ‘at risk’. Moreover, when the boundaries between preventing, helping and improving, between prevention, therapy and enhancement, become blurred, one may wonder where regenerative medicine will be effected in about 25 years: in the general physician’s surgery, in hospital or in fitness centres.

The development of regenerative medicine into preventive medicine implies that many ethical issues concerning preventive medicine in general, have also to be discussed in the context of regenerative medicine. When we take the idea serious that ‘the body heals itself’, we might wonder how to assess whether a little ‘damage’ will develop into a serious disease or will ‘heal it self’? How to assess the body’s own capacity to regenerate without the aid of regenerative technology? When does this capacity decrease, and how should processes of ‘normal aging’ be evaluated in this respect? And how to deal with the risk that regenerative medicine will produce ‘damage’, ‘pathology’ and ‘risks’ instead of curing real complaints? Just like research in genomics that is accompanied by normative analyses of genetic technologies, the field of regenerative medicine should address the ethical implications of developing a risk-oriented approach.
The introduction of regenerative therapies in health care might result in a shift of the point of intervention in the disease spectrum: From cure toward prevention and maybe even enhancement. Such a shift can be evaluated in different ways. A liberal ethical approach conceptualises health care as a market. The liberal approach implies that people should be offered the technologies available (when evaluated effective and safe) and that they should decide for themselves whether to use it. Individuals are assumed to be able to make autonomous choices about the technological opportunities offered to them, and therefore much should be done to adequately inform them, so that they will be really able to make the right individual choices. In this approach, patients and citizens are seen as consumers who should be able to freely move on the market of health care technologies. In contrast, a public ethical approach conceptualises health care as a public realm in which new cultural definitions of ‘health’, ‘risk’, ‘responsibility’ and ‘autonomy’ are developed that should be the object of a public debate. This approach pays closer attention to the cumulative cultural effects of the many individual choices, such as the ongoing medicalisation of normal daily live [Mol, 1989]. While the liberal ethical approach fits the idea of patients as consumers, the public ethical approach is critical toward trends like consumerism in health, for this does no justice to the fact that health is not a product but to some extent a fate that is beyond individual control. Even though health care might be directed more and more to healthy, a-symptomatic persons, this should not imply that individuals are to be conceptualised as being in control. Mol argues for a ‘logic of care’ in health care instead of a ‘logic of choice’, to stress that health care should be a domain where patients are allowed to show their complaints, abilities and lack of control and will be taken care of.

From solving to learning

Innovations in regenerative medicine will have to deal with four major normative issues: the ethics of body material, the ethics of clinical experiments, the ethics of insurability and the ethics of prevention. These four ethical issues have to be put on the research agenda of regenerative medicine. We should now go one step further and discuss the idea I introduced at the beginning of this article, that we should not focus on ‘solving’ these issues but on ‘learning’ about these issues. What do I mean by that?

The political scientist Dijstelbloem has pointed out the fact that current western democratic societies are confronted with many knowledge-intensive public issues, such as climate change and genetic modified food, which do not belong to one discipline or one institutional domain [Dijstelbloem, 2004].
Because these issues are full of factual and normative insecurities, are highly unpredictable and ‘out of control’, he calls them unidentified political objects: UPOs. UPOs are unpredictable in the sense that the interpretation of the relevant issues is not stabilised, that it is uncertain who is responsible for addressing the relevant issues (professionals, local/national/international governments, industry, citizens, NGOs etc.) and we have to find out how they are to be addressed. It is characteristic that many UPOs are taken up by so-called hybrid forums that develop a niche somewhere between traditional institutions, organise new assemblages of stakeholders and develop new repertoires to address these issues. In the words of Van Dijstelbloem, regenerative medicine can be considered as a UPO. Regenerative medicine is very much ‘in the making’, full of public and professional uncertainties, and there are no established institutional actors or repertoires to deal with these uncertainties.

How to deal with UPOs? Faced with new technical practices where a large number of public normative issues have to be addressed but where plurality reigns, the first reaction is often to shortcut plurality and to call for rules and guidelines to control the uncertainties and to ‘solve’ the normative dilemmas at hand. However, rules assume a certain consensus and that is exactly what is lacking. Apart from that, not every situation is suitable for routines, rules and the rituals that arise from the call for control. This in particular applies to contexts where innovations occur: Innovative trajectories in global, public-private and multidisciplinary networks by definition imply uncertainties, vague boundaries and surprises. Instead of striving for strict regulation and for restricting normative plurality, in this sort of situations the attention should go first and foremost to the question how the plurality can be organised and how the competencies needed for gradually taking reasonable decisions are obtained and distributed. Philosophers in the pragmatist tradition argue for the acceptance of lack of control and for refraining from ‘solving’ an issue. From a pragmatic philosophical perspective, we should focus on the question how learning processes can be organised. In order to work out his idea, I will introduce the theory of the sociologist-economist Alfred Hirschman.

According to Hirschman, learning processes are stimulated when institutions or networks obtain feedback from ‘clients’, ‘patients’ or ‘citizens’ [Hirschman, 1970]. Hirschman distinguishes two main feedback mechanisms: ‘exit’ and ‘voice’. When persons turn elsewhere for better products or services, they give feedback by making use of the ‘exit’ option. When persons articulate their experiences and opinions in order to stimulate the improvement of the quality of products and services, they make use of the ‘voice’ option. Although these two types of feedback are often identified with, respectively, private and pub-
lic institutions, with markets or with public monopolies, Hirschman argues for the importance of ‘voice’ for learning processes in public and private institutions. For ‘exit’ does not teach much: The product is rejected or refused without telling why. ‘Voice’ on the other hand implies that the public tell what they like or do not like about a product. ‘Voice’ offers the opportunity to do justice to the subtle and complex character of experiences with new products. According to Hirschman, ‘voice’ is especially a valuable feedback mechanism for learning about the quality of complex goods, such as child care, education, medical technologies or health care. In the case of such complex goods, it is not evident what ‘quality’ means. Individuals express different views on quality, and in discussing these views the ideas about quality might change. Especially when we deal with relatively new complex goods that are in the process of being developed, ‘voice’ is a major feedback mechanism, for it has to be discovered what the production of ‘good practice’ means. ‘Voice’ is therefore particularly suitable for those situations that “can be defined as ignorance and uncertainty, shared by consumers and producers, about the manner of procuring a desired good or service, and in fact, about their precise nature. ... For a number of such goods and services, doubts are periodically reborn in the light of new experience. ... In such situations, then, the use of ‘voice’ rather than ‘exit’ is to be expected and recommended.” [Hirschman, 1982, 221]. ‘Voice’, in contrast to ‘exit’, is informative. The “contribution of ‘voice’ can clearly be of the greatest importance, simply because the information it supplies is rich and detailed as compared to the bareness and blankness of silent ‘exit’.” [Hirschman, 1982, 220]. And especially in this kind of developing practices voice does not only mean the expression of clear-cut and ready-made arguments and opinions but also inviting the public to articulate the tacit, careful, uncertain aspects of ‘voice’, the so-called ‘hesitant voice’ [Benschop, 2003]. While clear-cut opinions are often well known and in this sense of minor importance for normative learning, ‘hesitant voice’ often implies that new and surprising insights and experiences will be made public, and that is what public learning processes are about — about making things public that were not public before [Latour, 2005; De Vries, 2004].

This line of argument applies very well to regenerative technology. In Hirschman’s words, the developing technological practice of regenerative medicine can be considered a complex good, in which most persons involved do not know what ‘the product’ will look like and in which no standards for ‘best practice’ are available as yet. Some major normative issues have to be dealt with, but it is not clear how. That is why the technological and normative learning processes in regenerative medicine can be characterised as ‘voice-prone’: This developing practice very much needs ‘voice’ from professionals and non-professionals in order to learn about actual experiences and to stimulate the development of normative frames.
However, when this developing technological practice of regenerative medicine is organised like a market, these normative learning processes will be impeded. When the innovation trajectory of regenerative medicine is organised following the idea that the technology will be offered to society and that the public can autonomously choose whether to make use of it or not, there will be only an ‘exit’ option. This way of organising feedback about regenerative medicine will not provide the necessary insight in the way the public feels about this technology and therefore does not provide clues to improve this practice. It will be obvious that the four main normative issues of regenerative medicine are not issues that can be simply solved. The only way to enable the public — professionals as well as non-professionals — to learn about these ethical issues, to improve the selection environment of regenerative medicine and to attune technology to society, is to organise ‘voice’. The organisation of ‘voice’ should therefore be stimulated as an integral part of research and innovation programs in regenerative medicine. That way, the ethical issues at stake can be further articulated and a way forward has to be found by the actors involved. Organisations and institutions involved in regenerative medicine — be these universities, industries, government, patients’ organisations or insurance companies — should also invest in organising ‘voice’ with regard to the ethics of body materials, the ethics of clinical trials, the ethics of insurability and the ethics of prevention. Technological and normative innovations can go together, but only when we do not forget to invest in the feedback mechanisms that make normative innovations possible.

Stimulating ‘voice’ is presented as a way to mediate between technology and society, but it is not the same as ‘closing the gap’ between technology and society. Organising ‘voice’ is not a guarantee for social trust in technology, on the contrary, the science historian Simon Schaffer has argued that there is not much difference between the issue of trust in the era of the scientific revolution and the current worries about trust in science and technology [Schaffer, 2005]. In the 17th century, a broad spectrum of mediating technologies was developed to deal with the lack of public trust in science: The public demonstration of an experiment, the detailed written representation of an experiment, the drawing. These techniques made it possible to convince the authorities to provide more scientific freedom and to continue research. However, the same mediating techniques constituted a new public of more or less laypersons discussing science and technology and asking new question: The increase of trust and the increase of new public debate went hand in hand. We can thus conclude that the need for mediating between technology and society is no recent phenomenon but has been part of the development of technology for quite a long time. But we can conclude as well that we should not be naive about ‘closing gaps’ and ‘producing trust’. Trust and distrust, the
freedom to act and ask critical questions go hand in hand. ‘Voice’ makes normative learning possible about complex goods like regenerative technology, but is also helps to stimulate plurality and to keep the discussion going.

To conclude: Innovations in regenerative medicine are confronted with four major ethical issues: the ethics of body materials, the ethics of clinical trials, the ethics of insurability and the ethics of prevention. Successfully stimulating regenerative medicine requires 1. that these public issues are studied, and 2. that ‘voice’ is organised among professionals and non-professionals so as to stimulate normative learning by being continuously in touch with the practical experiences with these issues.
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In this case study, we have discussed regenerative medicine, an emerging field of medical research with the objective to develop therapies that make use of the capacities of the human body to repair itself. This is in contrast with conventional medical approaches that treat tissue-related conditions through removal of the damaged tissue or by replacing it through transplantation or implantation. The essence of regenerative medicine is that it attempts to recreate the original tissue function by triggering the regenerative capacity of native tissue.

The treatment of defective tissues has been one of the key issues in medical practice and research for centuries. Although effective therapies were developed in the course of the twentieth century using implants or organ transplantation, such therapies do have disadvantages. For example, organ transplantation is associated with rejection and implants are prone to failure. Regenerative medicine promises solutions for these problems.
This promise of regenerative medicine is based on the convergence of developments in several fields of technological development in the last decades of the twentieth century. Advances in life sciences and in biotechnology provided a better insight into physiological processes of tissue development as the biomolecular, and cellular processes were better understood. At the same time, in materials science, it was discovered through experimentation with synthetic materials used for the manufacturing of implants that some synthetic materials have bioactive properties. These properties result in the formation of a chemical bond between tissue and implant. The combination of results in these fields opened up a space to explore new possibilities. The key shift was that if synthetic materials can evoke a physiological healing response, such materials can also be used to trigger physiological processes underlying the regeneration of native tissue.

The tissue-engineering paradigm that emerged in the 1990s was the first attempt to explore the possibilities in this field. This was the beginning of a period of optimism. It was suggested that in the near future a generic production technology for the in vitro production of human tissues and organs (a ‘body-shop’) could be developed. The central idea guiding the development of tissue-engineered products was to regenerate tissues and organs outside the patient’s body, preferably using the patient’s own cells. However, this turned out to be an unrealistic promise.

Some tissue-engineered products have been introduced in clinical practice, in particular tissues like cartilage, skin and bone that are considered ‘simple’ compared to entire organs. However, in general these products were not able to meet expectations. With the advantage of hindsight, the underlying ideas of the tissue-engineering paradigm were an example of mono-dimensional thinking. Obviously, ‘scientific’ and ‘technological’ complexities were underestimated, and the uptake of these technological novelties in the real-life context of the medical sector was more problematic than expected. The chances to come up with a generic manufacturing strategy for tissues and organs were overestimated. Manufacturing tissue-engineered transplants was much more complex and time-consuming than expected, and transplants could not be provided off the shelf to physicians and surgeons. In addition, contradictory results were reported regarding the clinical efficacy of the launched products.

It is obvious that promises made with regard to tissue-engineering programmes were too daring. For a newly emerging field of research, the articulation of expectations and promises is a necessary step in agenda setting and resource mobilisation. Such a process can give direction to the field and help to create a protected space where possibilities can be further explored.
In the case of tissue engineering, a focus on short-term results in combination with commercial pressure forced researchers to overstate expected outcomes. Such over-blown promises, made by researchers but heartily welcomed by policy-actors, financiers, industry and the media, resulted in a cycle of hype and disappointment. Ultimately, as actual developments were not able to meet expectations, this affected (and still affects) the field. It has resulted in loss of trust, both with the public and with financiers/sponsors. In addition, the unrealistic commitments made it difficult to flexibly deal with the contingencies and setbacks of the development process and to adapt to new insights on the way.

After this period of research within the tissue-engineering paradigm and the ensuing ‘crisis’, the field of regenerative medicine currently enters a new phase. Alternative lines of development are now explored toward the objective of tissue regeneration. These efforts partly use capabilities developed in the context of tissue engineering, such as the use of growth factors and scaffold materials, and combine these capabilities with recent results in genomics, proteomics and in particular stem cell research (‘cell-omics’).

Unlike the over-optimistic situation of the late 1990s, the ideas expressed today about future developments in the field of regenerative medicine seem to be less mono-dimensional. In view of this, multiple lines of technological development are being evaluated for multiple application areas and acknowledging the longer time-spans needed for introduction in medical practice. Contrary to earlier developments, the focus is not on the development of generic manufacturing capabilities for tissues and organs, but it is now recognised that each separate application has specific challenges, requiring a focused custom approach.

In this case study two examples of such development lines are discussed in detail. The chapter about spinal fusion discusses the use of biomolecular growth factors (BMPs) for spinal fusion (see the chapter of Delawi et al. ‘Spinal Fusion’). It presents the first successful experiments with BMPs in orthopaedic surgery as first steps toward a promising transition from an ‘age of reconstruction’ to an ‘age of regeneration’ in spinal surgery. The extensive research performed on BMPs in the last decade provided new insights into the regeneration mechanisms of cartilage and bone, opening up possibilities for the development of causal therapies. The effective application of such therapies will depend on the complementary development of minimally invasive surgical techniques and improved diagnostics. The chapter about cardiac cell therapy discusses whether cell therapy provides a viable approach to mend broken hearts (see the chapter of Fernandes et al. ‘Cardiac Cell Therapy’).
The results of early clinical trials have resulted in an immediate and unreserved acceptance by the scientific community, but recent studies tempered the enthusiasm. Possible regenerative therapies for the treatment of heart failure may well be different from the ones imagined today, but today's experiments may provide valuable first steps if the results are considered open-minded and critically, with a willingness to learn from successes as well as from failures. In particular regarding stem cells, a second or third order derivative may in the end turn out to be the successful approach for accomplishing the objective.

Furthermore, the development of regenerative techniques is also hampered by limitations in the use of laboratory animals and extensive clinical trials. As a consequence, improved model systems have to be designed for the translation of the available basic knowledge so that they can be used in clinical practice. The chapter about tissue models illustrates how the original idea of in vitro tissue manufacturing is now taken up to manufacture so-called ‘living’ biological models in an attempt to provide such an improved model system (see the chapter of Bouten ‘Tissue Models’). The use of in vitro model systems in addition to in vivo tests can be very helpful in the reduction of risk and can result in a more efficient use of in vivo animal studies. Engineered 3-D models offer a physiologic environment which can include various cell types and also human cells. They also offer the potential of reproducible disease-specific screening environments.

The examples in the case study reflect that currently there is a greater awareness of the real-life intricacies and complexities that are encountered as these novel ideas and experimental therapies emerge in the reality of clinical practice and the broader context of the medical sector. It is not possible to sidestep the technological complexities, and it is necessary to explore relevant niche applications. As such, the development of regenerative therapies is not only a matter of science and technology, but these therapies will also be shaped by factors as diverse as health insurance systems, economics, regulation and social and ethical issues. In order to deal with this complexity, the development of regenerative medicine requires a step by step learning approach and a long-term commitment with respect to both technological and non-technological issues. If such an approach is not taken, there is still the risk of another round of hypes as in tissue engineering. For instance, the hype that recently emerged regarding the applications of stem cell therapies might have consequences for the broader field of regenerative medicine. The lack of an adequate regulatory environment and established working practices lead to scientifically inadequate experiments based on trial-and-error treatments of patients. The results of such studies are usually rarely studied in a systematic way and may sometimes even be ethically questionable.
Horstman (see the chapter of Horstman ‘From Laboratory to Practice’) also stresses the need for a step by step learning approach in her discussion of ethical issues in regenerative medicine. Following the development trajectory from laboratory to medical practice, she identifies four clusters of normative issues that emerge as regenerative therapies are in the making. These clusters of ethical dilemmas concern:
- the value of the human body;
- the step from the laboratory to clinical experiments;
- the introduction in regular health care;
- the promise of preventive medicine.

The ethical dilemmas encountered in these clusters are not easily solved, because there is no universal approach to these ethical dilemmas. Fernandez and Hendriks, for example, discuss that although regenerative therapies are developed today, it is not clear what the eventual regenerative therapy will look like, because there are no standards or ‘best practices’ as yet. It is therefore not possible to deal with the related ethical issues in advance. Horstman discusses some examples of ‘competitive’ approaches to the ethical dilemmas but concludes that these are incompatible and that therefore a pragmatic approach is necessary: Instead of focusing on solving ethical issues in advance, these issues have to be articulated and addressed in a learning process linked to the technological development process. Such an approach will not ‘close the gap’ between science and society, but it may help to find a socially acceptable way forward.

Important issues in the articulation of the expectations and promises of regenerative medicine are misunderstanding and lack of knowledge among both insiders and outsiders. For instance, whereas engineers can have difficulty in understanding clinical problems and requirements, clinicians do usually not have a sufficient insight into underlying scientific phenomena. Obviously, such cognitive problems can be a source of confusion and may lead to an inefficient use of means and money. At the same time, outsiders such as investors and granting foundations demand early valorisation, thus involving researchers in strategic and political games reflecting neither actual developments in science and technology nor the actual needs in medical practice. As a result promises and expectations can be created that are completely unrealistic and not feasible in the time-frames demanded by investors. That is why successful research programmes require a committed long-term involvement of all relevant partners. Multidisciplinary research teams also have to create coherence in their experimental programmes based on shared, realistic and medically relevant goals. An additional critical issue is the communication of the obtained knowledge to society. Especially in the area of regenerative medicine there has been
an obvious failure in this communication process resulting in an erroneous perception of this future technology. The lack of accurate and balanced information concerning the risks as well as the potentials of a new development can hamper its final implementation. A realistic public image can only be obtained by emphasizing the practical and life-improving societal benefits of regenerative medicine while at the same time painting a realistic picture of the risks.

On the basis of all efforts and results as obtained till now, it can be concluded that cell-based in vitro approaches do not seem practical in the near future for the development of regenerative therapies. On the other hand, in vitro techniques can be used as model systems for the development and testing of new drugs and therapies as well as provide more knowledge of physiological and pathological cellular processes.

The same seems to apply to cell therapy. Due to its complexity, the underlying mechanism and final activity of this method is yet poorly understood. For example, wound healing starts with the formation of a blood coagulum, which is followed by an inflammatory response. Growth factors and other cytokines are involved in this initial body reaction and initiate in a concerted action a cascade of processes that ends in the proliferation and differentiation of resident adult stem cells into dedicated cells that support the healing response. It is unknown how cell therapy can trigger, and is involved in, such a process.

Growth factor-induced tissue regeneration appears to be more feasible in clinical practice, because this entails a direct biochemical cell triggering similar to the application of drugs. In addition, growth factor-based tissue regeneration allows the manufacturing of directly available products (in stock and not on demand). However, a wide-spread market penetration will not occur before optimal scaffold materials become obtainable, which are easy to handle by clinicians and provide a standardised, predictable release pattern of the growth factors included. The final release profile of the growth factors is relevant in order to create systems that are affordable in clinics from the point of view of both cost and reimbursement (by health care insurance companies).

In the long term, it will perhaps be possible to develop a smart synthetic material that stimulates tissue regeneration by its intrinsic inductive properties, completely independent from the additional suppletion of growth factors and/or cells. Present information already supports the feasibility of such materials, which are based on a merger of nanotechnology and regenerative medicine. Additional knowledge of, for example, growth factors, cell signalling, stem cells, biomaterials and surface technology is required to determine the final added value of this recent development.
**Future perspectives**

**Toward early intervention**
At the moment, regenerative medicine is emerging as a new approach to the diagnosis and treatment of medical diseases and disorders. What will be the ‘added value’ of this new approach when compared to existing therapies? Because large series of very expensive clinical trials will be required to provide evidence about the clinical efficacy of regenerative medicine, it is difficult to prove the benefits of new regenerative therapies when directly compared to existing therapies. To fully reap the benefits promised by regenerative medicine, a completely different approach may be required as compared to that of current medical treatment. One approach would be a shift toward the earlier stages in the disease spectrum, employing the potential of regenerative therapies to intervene earlier in a disease process than is possible with conventional therapies.

Tissue regeneration aims to support and expand the self-healing capacity of the human body. The underlying philosophy is that body tissues are able to completely regenerate when the underlying biomolecular and cellular processes are in balance. A serious disruption of this balance, e.g. by disease or trauma, causes the regenerative capacity of the body tissues to decline. It can therefore be assumed that for many degenerative diseases an early intervention can reverse or even prevent the degenerative process and allows the return to a balanced situation in which self-healing is possible. Thus, when the regeneration of a damaged tissue or organ is the preferred treatment option, the entry point of regenerative medicine can shift toward an earlier phase in the disease continuum. Regenerative medicine is perfectly suited to play a key role in such an approach. However, it has to be noticed that this is only possible when certain critical conditions are met. For example, early preventive treatment is closely associated with early diagnosis. That is why considerable improvements in the predictive value of current diagnostic methods have to be made in order to indeed allow such recognition of threatening tissue defects at an early stage and to prevent over-treatment. This is not only a matter of diagnostics but also raises ethical dilemmas, as healthy persons are confronted with risks of any future disease and medical intervention, although there is no actual problem (as yet). Besides, preventive medicine always includes the danger of increasing health care costs, a risk that becomes even greater in an ageing society. Finally, preventive medicine is only useful when patients are prepared to adapt their lifestyle and disease supporting behaviour.
Dedicated research programmes

In the previous decennium, the principles of tissue engineering not only revolutionised our way of thinking about health care problems but also showed that we need a complex process of convergence between clinical disciplines and a wide variety of biological and engineering sciences. In this context, it has to be emphasised that such ‘media attractive’ developments can easily result in a hype with a peak of inflated expectations characterised by increased visibility but with a low grade of maturity. This in turn is frequently accompanied by the establishment of extensive research programmes with apparently well-defined end goals, suggesting that serious socio-economic benefits can be achieved within a very narrow time frame. In practice, such research programmes lack focus, because no clear choices have been made and a really unachievable aim has been set. The wide variety of sub-themes and sub-projects characteristic for such programmes often results in a lack of coherence, ineffective cooperation and disappointing productivity. In addition, the suggested early valorisation results in additional research programmes with a serious involvement of the industry. The companies, however, expect short-term results and products under pressure of their stake-holders. Subsequently, a closed circle is created that leads to overstretched expectations, followed by the characteristic trough of disillusionment that often follows the hype. In the end, all the participants become disappointed, and the interest in a development that in principle was promising, fades away.

In order to avoid this kind of hype-driven research and to establish an effective knowledge infrastructure and research climate, a long-term vision has to be developed. At the moment, the regular time frame for a research programme is 4-5 years, which, in the biomedical field, is too short to achieve and finalise the goals set. As a consequence, the structure of current research programmes results in short-term behaviour and the continuous creation of surrogate successes. In view of this, broad and dedicated research programmes have to be launched, which cover the multidimensionality of the field while retaining a strong cohesion. Such programmes should not only involve scientific research and technology developments but should also pay attention to contextual issues that arise as these technologies become embedded in society. Why such issues are not trivial has been discussed by Horstman with regard to the social and ethical issues, while regulatory, economic and other issues have been addressed in other chapters. A way forward can only be found if such non-technological issues are addressed simultaneously with scientific research and technology developments in a step by step learning process. Further, a critical part of research and development programmes which claim to provide health care solutions is to give balanced information and, when required, education about the implications and potential societal
benefits of these new technologies in health care.

Apart from dedicated programmes, the maintenance of open technology grants is required. They offer the possibility for the development of new knowledge in a free, less constraining ‘armour’. In the end, this kind of research will proof to be the nurturing ground for a profitable knowledge industry.
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\section*{A SMALL HISTORY OF MINIATURISATION}

When the later Nobel price Richard Feynman gave his talk ‘There’s Plenty of Room at the Bottom’ at the 1959 Caltech end-of-the-year event [Feynman, 1960], few people will have imagined that most of his predictions were to turn into reality before the end of the century. Feynman’s presentation was on ‘manipulating and controlling things on a small scale’ and the first question he asked his audience was ‘Why cannot we write the entire 24 volumes of the Encyclopedia Britannica on the head of a pin?’ After which he quickly demonstrated that a conventional half-tone reproduction on this scale would allow for some 1000 atoms per dot, a level of detail that is readily visible through an electron microscope. This argument does not say anything about practical execution, but that is not the point. Its strength is in the insight that many seemingly impossible questions on miniaturisation can be answered from realising that the Laws of Physics do not forbid it.

\begin{footnotesize}
\textsuperscript{1} Philips Semiconductors, Eindhoven, the Netherlands.
\textsuperscript{2} STT, Den Haag, the Netherlands.
\end{footnotesize}
In that same year 1959, Texas Instruments’ engineer Jack Kilby submitted a patent request called ‘Miniaturised Electronic Circuits’, on making resistors and capacitors in semiconductor technology together with transistors on one and the same silicon substrate. A concept which at that time existed only on the drawing table — Figure 1 shows the demonstrator realised one year later — but what became quickly known as the integrated circuit (IC).

Just a few years later, Intel co-founder Gordon Moore postulated a bold theorem that predicted exponential growth in IC complexity [Moore, 1965]. As years went by, it turned out that Moore was right, and the theorem became widely known as Moore’s Law. Frequently and erroneously quoted as some force of Nature that doubles anything in high-tech, Moore’s Law is an economic argument which states that the cost of delivering digital functions on silicon wafers — for example, storing one bit of information — can be halved every two years. It is this cost-down enabler that has allowed the electronics industry to expand with double-digit growth over most of its present lifetime.

Figure 2 shows Moore’s prediction together with the evolution of dynamic random-access memory (DRAM), which has been the dominant stand-alone memory device for almost as long as the industry exists. The graph starts at T=1, marking Kilby’s invention of an IC with one transistor. The eventual result was not as dramatic as in Moore’s forecast, but the growth turned out to be exponential all-right, with the largest single circuits of today (T > 1,000,000,000) carrying as much transistors as there are people on Planet Earth.
Two technological developments have paved the way for Moore’s Law: minimum pattern dimension (decreasing) and wafer size (increasing). In 1965, manufacturing relied on 25-mm substrate wafers; now it is 300 mm. At the same time, the smallest patterns on these wafers have been reduced from several times the size of a red blood cell (6-8 micrometre) to that of the common cold virus (20 nanometre).

Very soon after the demonstration of the single-wafer-IC from Figure 1, multiple circuits could be realised on one substrate. From that point on, finished wafers were diced into individual silicon chips, provided with contacts for soldering on a printed circuits board (PCB), then encased in plastic for ease of handling, which results in the all-too-familiar picture of the IC as a headless silver-legged bug with a company stamp on its back. Because of its place in the semiconductor manufacturing chain, the production of the circuit on the wafers is traditionally called front-end, while the flow starting with dicing is called back-end, also known as assembly and packaging.

Identifying and predicting the key parameters and main technical challenges in the industry has become a science in itself through the International Technology Roadmap for Semiconductors [ITRS]. Today, the ITRS is a global forum populated by semiconductor makers, equipment and material suppliers, institutes and universities. The information provided in its annual symposia plays a leading role in determining the world’s semiconductor technology agenda.
From micro to nano

At the start of this millennium, the processes used by leading semiconductor manufacturers for the production of state-of-the-art high-density logic circuits crossed the official 100-nanometre border between ‘micro’ and ‘nano’. Over the past few years, nanoelectronics has become the common denominator for a broad suite of technologies having in common that they are all based on or related to silicon semiconductor manufacturing in some way or another. Figure 3 shows that the semiconductor industry is the cornerstone of the high-tech economy already today, as it provides the essential hardware for electronic product and service innovation in growth markets such as automotive, avionics, consumer electronics, telecommunications, medical systems and manufacturing. More and more, innovation and value creation in these markets stems from nanoelectronics.

But nanoelectronics is more than nano alone; it encompasses a broad variety of functions and options doing more than ‘just’ digital computing. And this variety is still growing, requiring an increasing number of scientific disciplines, from the obvious electronic engineering and solid-state physics and chemistry, to (nano)mechanics, (nano)fluidics, and (nano)biology. While nanoelectronics is certainly not as broad as nanotechnology, it has rapidly expanded beyond its origin in ‘simple’ silicon semiconductor technology.

Nanoelectronics enables electronic systems by switching, storing, receiving, and transmitting electrical data and signals, by providing suitable connections to power sources, and by sensing and actuating non-electrical data for conversion into electrical information and vice-versa. Figure 4 shows a generic outline of an electronic system, indicating its ‘brain’ (compute) and the system’s other ‘body functions’ (interact), the ‘ears, eyes, arms, and legs’. It is obvious...
that personal computing and internet access meet this description, but also a cell phone, a television set, and a CD or DVD player fit the outline. Physically larger but equally complicated electronic systems are automobiles and airplanes; at least 25% of the value of these products nowadays is in the electronics. Even less obvious systems that still meet the outline are pacemakers and smart cards (SIM, RFID), and household appliances such as dishwashers and shavers.

The pervasive presence of nanoelectronics is closely connected to the notion of ambient intelligence. The world of ambient intelligence has been defined as 'environments that are sensitive and responsive to the presence and needs of people, characterised by many invisible devices distributed throughout the environment, devices that know about their situational state, that can recognise individual users, tailor themselves to each user's needs, and anticipate each user's desires without conscious mediation' [Van Roosmalen, 2005], which is exactly what electronic systems as outlined in Figure 4 will do.

**Political impact**

Because of the importance of nanoelectronics as a driver for innovation and economic growth, policy makers have become increasingly interested. Today, nanoelectronics is highly visible on global as well as national level. In Europe, a major step forward was the recent installation of ENIAC (European Nanoelectronics Initiative Advisory Council), the European Technology Platform (ETP) for nanoelectronics. ENIAC is an industry-led initiative bringing together leading industrial and academic groups with national and European bodies to establish and implement a coherent and integrated European
research and development strategy. The initiative has its roots in the EUREKA programme cluster MEDEA+, a transnational cooperation between industry and EC member and associated states.

On the national level, the Dutch Innovation Platform has outlined a strategy to improve innovation and growth by focusing on key areas that represent existing strengths and excellence. One of these key areas defined by the Platform is High Tech Systems and Materials. Plans are now being developed to enhance and stimulate the Dutch economy based on the vision that a world-class ecosystem must be created in the area of nanoelectronics and embedded systems, the two critical enablers for innovation in this key area. This ecosystem is expected to become a breeding ground with global visibility for major players because of its unique combination of strengths in the value chain and the proven track record for success of its industry. Critical mass is provided by having large industrial players foster SME and start-ups in emerging segments throughout the economic value chain, and by enabling research infrastructures in which industry stimulates innovation-focused scientific research and education, and vice-versa.

These developments underline the need for a thorough analysis of nanoelectronics, especially in the technology domains relevant for the Netherlands and its immediate environment. This analysis must show what opportunities are addressed by nanoelectronics, and what consequences that will have for society. Questions to be answered include whether the evolution of nanoelectronics is driven by application pull or by technology push, how roadmapping and forecasting must be done, and what the impact will be on system partitioning and the evolution of the overall value chain.

**Disruption and convergence**

The possibility to combine a rapidly increasing number of digital functions on one IC has caused a virtual implosion of all systems requiring large amounts of electronic circuit overhead. Early computers that would easily fill multiple file cabinets with individual components collapsed into a single drawer, then a single PCB, and eventually, a single silicon chip. With size, also the cost came down at an even higher speed, while performance went up. For example, the cost of computing power expressed in mega-instructions per second (MIPS) is decreasing with a factor of 1000 per decade, a process which is already going on for at least half a century.

As a result, computing became affordable for non-military applications, then
for individual office workers, and eventually for consumers. The step from a handful of mainframe systems to many millions of personal computers (PC) was a major disruption in the market, opening the way to new players and causing established names to disappear from the field entirely. A similar exponential growth curve resulting from technical miniaturisation is seen in hard disk drives (HDD). The cost for storing one megabyte of information is decreasing with the same factor of 1000 per decade; this, too, caused disruptions in subsequent product generations and in the position of the market leaders [Bower, 1995].

It should be noted that the disruptions indicated above mostly are in the electronic products and services. The underlying technologies supporting these disruptions are evolving on a much more continuous scale, in semiconductor circuits as well as in magnetic storage. Not just by improving the existing electronic products and services that constitute electronic systems, but extending these systems with new concepts and features. Through this ongoing cascading of old and new processes, nanoelectronics is an amalgamate of growing complexity that can truly be called a converging technology. One can say that nanoelectronics as a whole is disrupting rather than disruptive, as many of the individual new additions to the overall semiconductor manufacturing technology portfolio will have been a disruption for the equipment and material suppliers.

Moore's Law predicts the evolution of digital logic, the ‘brain’ of all electronic systems, by providing more transistors at the same overall price, thus increasing data storage capability and computing power. But a brain also needs intelligent interaction with its environment, as exemplified in Figure 4. Micro and nanoelectronics have made it possible to realise the necessary ‘ears, eyes, arms and legs’, using processes derived from the manufacturing of conventional transistors for digital logic. However, the device structures associated with these non-digital functions do not necessarily scale with minimum pattern dimensions. Radio communication, for example, relies on dimensions determined by the transmission frequency. Mains power circuits are limited by electrical breakdown fields. Sensors for non-electrical interactions often rely on mechanical phenomena through microelectromechanical switches (MEMS), such as the acceleration sensors triggering automotive airbags.

To meet the overall system cost-down drive, also the non-digital-logic features need to be miniaturised, but that evolution is along paths deviating from the ‘simple’ minimum pattern-size direction of Moore’s Law. Together, the technologies enabling these features have become known as the ‘More than Moore’ group of processes. Figure 5 shows Moore’s Law and the overall More than
Moore miniaturisation trends in a single 2D diagram. The evolution of baseline CMOS, the common technology used in making digital logic, is depicted on the far left side of the graph, with the minimum pattern dimension associated with the latest technology node. The scale on the horizontal axis is the increasing technological deviation from baseline CMOS needed to accommodate the associated More than Moore functionality, ranging from memory processes being very close to baseline CMOS to the 3D sculpting for fluidics that is only remotely related.

Common denominator in all technologies is still size reduction at a rate similar to what follows from Moore’s Law but with (much) larger absolute dimensions. Modern baseline CMOS, for example, is already well below 100 nm, while MEMS sensors have just entered the submicron domain. An interesting conclusion that can be deduced from this graph is that production infrastructure for digital logic becoming obsolete at the left side of the graph at some point in time may be re-used for devices in More than Moore technologies emerging from the right.

Finished semiconductor products look quite simple, and from that, packaging seems easy, with one product containing one silicon chip. This might have been true in the past but not any more. Today, functions that cannot be conveniently incorporated in one single wafer process in order to be combined in a System-on-Chip (SoC), are increasingly built together in a System-in-Package (SiP), combining multiple chips in a single outline, each chip with its own dedicated wafer process. The interior of such packaged products can be quite complicated, certainly if MEMS devices are involved. MEMS devices need
Combining multiple technologies in one SiP solution is also called heterogeneous integration.

Looking again into Figure 5, it will be clear that the left hand side of the graph is associated with SoC, with a single die and relatively simple packages, while the right hand side requires SiP with multiple die and more complicated packaging. One may say that SiP is to SoC what More than Moore is to Moore’s Law, providing the system designer with again an extra dimension for creating new system opportunities.

**A view on the future**

Forty years after its conception, Moore’s Law is still showing the way for digital logic, but the overall pace is gradually slowing down. Medium-term ITRS predictions state that density doubling in the most advanced processes will decrease from once every two years to once every three years. This is believed to be caused by a combination of soaring investments for volume manufacturing in advanced CMOS and stagnating circuit performance resulting from running into physical limitations of advanced CMOS miniaturisation. To cope with the latter, investigations have started to identify alternative switching and interconnect structures ‘beyond CMOS’ that can replace today’s conventional CMOS devices. 2013 has been mentioned as the first moment of incidence for these alternatives to baseline CMOS [Van Roosmalen, 2005].

Triggered by the gradual deceleration of the logic roadmap, the More than Moore and SiP clusters are gaining ground today, offering alternative ways to improve overall electronic system value. Multi-chip packaging, the essential technology enabler in SiP, has started growing rapidly from 2003 onward, which demonstrates that the technology has now gained market acceptance [IC Insights, 2006]. An interesting side effect of this evolution is the traction generated toward further integration into one package of non-logic functions that so far resided elsewhere in the electronic system or PCB.

A category in nanoelectronics strongly influenced by the drive to system integration is the family of MEMS devices. MEMS have 3D sculpting as common denominator, and are mostly based on processes derived from traditional semiconductor wafer manufacturing. MEMS commonly available in the market today are used for sensing pressure and acceleration in automotive applications but also in video projectors (moving mirror arrays) and inkjet printers (fluidic arrays). Traditionally, MEMS is a niche market, but some
devices are now finding inroads in emerging volume markets for consumers, such as feature phones. Recent market reports predict a growth for MEMS as much as twice as high as the total semiconductors market growth [Yole Développement, 2005].

In terms of dimensions, large-area electronics (LAE) is at the far side of the nanoelectronics technology spectrum. Based on processes from PCB manufacturing rather than from the silicon wafer industry, LAE offers alternative integration schemes that can be considered as extended packaging. Also here, the objective is to pull-in multiple external functions in one integrated product but on a still larger physical scale. Typically targeted areas are flexible circuits for RFID, flexible displays, and flexible lighting. In LAE, the obvious challenge lies in the essential combination of nano, micro and macro in one single design.

The value chain in nanoelectronics is very much segmented, with a limited number of highly specialised players in each segment. Throughout this value chain, deliverables are steadily pushed down from customer to supplier. For example, mobile phone makers increasingly request IC manufacturers to develop the complete hardware interior, keeping only the physical outline and the user software. Further down the chain, IC manufacturers ask suppliers of production equipment to develop and maintain the processes executed on their equipment. Obviously, even moderate concept changes in the IC manufacturers’ technology can result in significant disruptions elsewhere in the value chain.

In the following chapters, a more detailed analysis is provided of the developments in nanoelectronics. First, expectations about the role of nanoelectronics in society will be further articulated. Nanoelectronics in combination with embedded systems technologies are presented as key enablers for materialising the promises of ambient intelligence. This is detailed further for the relevant application domains. The next chapter explains the innovation dynamics in the existing value chain for semiconductors, followed by two chapters providing an in-depth review of developments of More than Moore technologies enabling heterogeneous integration and polymer electronics as an enabler for new large-area electronics applications. The final chapter discusses how innovation in nanoelectronics can be promoted from the perspective of the SMEs, start-ups and other ventures pursuing opportunities outside the existing value chain. The case study is concluded by a general discussion in which recommendations will be formulated for the actors involved.
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Ambient intelligence

The concept of ambient intelligence provides a vision of the future where the emphasis is on user-friendliness, efficient and distributed services support, user-empowerment, and support for human interactions. People are surrounded by intelligent intuitive interfaces that are embedded in all kinds of objects and an environment that is capable of recognising and responding to the presence of different individuals in a seamless, unobtrusive and often invisible way. The vision of ambient intelligence assumes a shift in computing from desktop computers to a multiplicity of computing devices in our everyday lives whereby computing moves to the background and intelligent, ambient interfaces to the foreground. The keywords are systems and technologies that are sensitive, responsive, interconnected, contextualised, transparent and intelligent [Friedewald, 2003].
Scanning and integrating these qualitative factors within a systematic road-mapping process is theoretically and practically difficult. The ‘human dimensions’ have rather to be addressed with qualitative and case-by-case studies complementing the identification and characterisation of the key functions. Still, people do not accept and use every innovative function that is technologically made possible and supplied. In the past, there have been many market failures (videotext, WAP) and unforeseen successes (SMS, camera cell phones). It is therefore difficult to foresee which applications in future ambient intelligence environments will provide the trigger for reaching a critical mass of users. Moreover, people use new technologies in ways that are very different from their intended uses by suppliers (e.g. the Internet). There is no typical, uniform user and use but rather a diversity of users and uses. Suppliers generally have difficulties in understanding the user market in a qualitative way. Successful innovation is the result of a specific socio-economic and technological constellation, i.e. the right product, on the right market, at the right time and in the right combination where specific requirements in terms of user needs, user-friendliness, price, attractive supply, standards, interoperability, and so are met. If they are not, the commercialisation will certainly fail. However, failed attempts may ultimately emerge as successful, perhaps in new guises, when the right conditions are in place.

Ambient intelligence is materialised into physical products and services through two main platforms of enabling technologies, i.e. nanoelectronics for the hardware part and embedded systems for the software part. For each of these platforms, pan-European public-private partnerships have been installed — ENIAC for nanoelectronics, ARTEMIS for embedded systems — and strategic research agendas are defined scanning developments up to 2020. The division between the two platforms is less clear than it might seem at first sight. With the growing complexity of the overall system, designing hardware increasingly needs to be aided by software, while flawless operation of software programs in advanced circuits has become impossible without taking into account fundamental hardware parameters. The European technology platform ENIAC has established a basic vocabulary for translating societal needs into potential future applications and technology requirements [Van Roosmalen, 2005a]. Outlines of the intelligent systems that are expected to emerge in each of these application domains are summarised below. The figures illustrating the domains show actual implementations being researched today.

---
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Health

With the advent of nanotechnology, medicine will undergo a revolution. Fast, highly sensitive DNA/protein assays made possible by innovative new bio-sensors will allow many diseases to be diagnosed ‘in vitro’ from simple fluid samples (blood, saliva, urine etc.) even before sufferers complain of symptoms. Similar tests will identify those pre-disposed to certain diseases, allowing them to enter screening programs that will identify early onset of the disease. Conventional and molecular imaging, increasingly combined with therapy, will pinpoint and eradicate diseased tissue. Early diagnosis will lead to earlier treatment, and earlier treatment to better prognoses and after-care. By ‘nipping disease in the bud’ it will make many therapies either non-invasive or minimally invasive. And equipped with body-sensors that continuously monitor their state of health and report significant changes through tele-monitoring networks, patients will be able to return home sooner and enjoy a faster recovery. Nanomedicine will also revolutionise prosthetics, with bio-implants restoring sight to the blind and hearing to the deaf. Automated drug-delivery implants will prevent conditions such as epileptic fits.

For developers of the nanoelectronic based systems that will lie at the heart of many of these developments, it will pose many challenges, such as the bio-compatibility of the materials they use both for in vitro and in vivo applications, and the maximum thermal load that implanted devices can impose on the human body. In some cases, bio-sensors will have to achieve phenomenal sensitivities, equivalent to detecting the presence of a grain of salt in an Olympic swimming pool. Developing implants in bio-compatible packages will

---

**Figure 1**
Intelligence applied — silicon meets carbon [Van Roosmalen, 2005b].
push System-in-Package (SiP) miniaturisation to the limits, while at the same time having to cope with the integration of devices such as biological sensors, nanoscale MEMS devices, optical devices, energy scavenging systems and RF interfaces. At the same time many of these highly complex heterogeneous systems will have to provide life-support system reliability.

**Mobility and Transport**

As the volume of traffic on our roads continues to increase, there will be an increased demand for safety management systems that out-perform their drivers in terms of speed control and collision avoidance through drive-by-wire systems. At the same time their will be a need to transfer much more information to and from moving vehicles, not only for driver information, navigation and entertainment systems, but also for vehicle tracking and road toll applications. The world’s limited oil and energy resources will stimulate the development of far more fuel-efficient vehicles as well as new alternative energy (battery or fuel-cell powered) vehicles. Nanoelectronics will be at the heart of many of these advances.

Electronic systems for automotive systems have to withstand very harsh environments, including high temperatures, humidity, vibration, fluid contamination and electro-magnetic compatibility. While these problems have largely been solved for conventional IC-style packaged devices, a whole new set of challenges will have to be faced, when these packages also contain integrated sensor, actuator, mechatronic or opto-electronic functions. Some systems,
such as collision avoidance radars and engine-assist/traction motor drives, will push the performance limits of current high-volume low-cost semiconductor solutions in terms of frequency capability or power/thermal handling. In addition the critical role in drive-by-wire systems will require extreme reliability, measured in parts per billion instead of today’s parts per million. On top of this, the automotive industry imposes special constraints such as parts warranty for up to 20 years and compliance with EC directives.

**Security and safety**

Statistics show that we live in a much safer world, yet there is still constant demand for increased safety and security in just about every aspect of our lives, driven by the principle that ‘one death is one death too many’. It reflects itself in public demand for personal emergency and home security systems, and government led protection from crime and terrorism. Always, however, there is a need for personal protection without restriction of liberty, which means that safety and security systems need to be both reliable and easy to use. It is in this area that ambient intelligence’s ability to recognise individuals and be responsive to their individual needs will be highly valuable. Nanoelectronics will provide the necessary sensors, computing power and reliability at cost levels that allow safety and security to be built into the fabric of our environment.

Safety and security systems can be divided into two groups. Firstly, low-cost personal emergency and home protection systems that are affordable for consumers. Secondly, high-performance high-efficiency systems for applications such as banking, identity card and safety critical systems. To make these systems unobtrusive enough so that we do not end up resenting them they must be small and easy to use. They therefore put high demands on miniaturisation. Yet their requirement to be highly reliable also means that they must be complex and multi-functional, so that they make decisions based not on a single parameter but on combinations of parameters (fingerprint, voice, iris pattern). This will involve the integration of a wide range of sensors, MEMS and opto-electronic devices. Such devices will also need to communicate reliably by wired and wireless networks, and they must be made tamper resistant and able to withstand environmental conditions that might affect their performance (radiation, chemical corrosion, shock).
People are becoming used to having easy access to friends, relations and information services and more frustrated when that access is not available to them. Making information available anywhere at any time relies on connectivity and communications, increasingly via the use of wireless-based networks (cell phones, Wi-Fi networks) to meet the ‘anywhere’ requirement. In future, such communication systems must be even easier to use, even to the point where specific connectivity channels become irrelevant to the user. Information will simply tunnel itself to its destination by whatever communications channels are available. At the same time, the bandwidth of systems will increase dramatically to cope with the increasing amount of data that people want to move around (voice, pictures, video, file transfer) and they will become much more secure against eavesdroppers and hackers.

Nanoelectronics will be needed not only to meet the miniaturisation requirements of handheld portable communications devices. It will also be needed to allow much more functionality, in terms of the number of different communication channels, to be packed inside them. The ‘multi-band multi-mode’ devices that will enable this will be the key to decoupling communication from specific communication pipes, heralding a whole new era of seamless communications. At the same time, wireless communications channels will move to higher frequencies in order to increase data rates and maximise spectrum usage. This will require the increasing integration of RF MEMS and new RF architectures that allow circuitry to be re-used across many different RF channels and modulation schemes.

Figure 3
Intelligence applied — personal comfort [Van Roosmalen, 2005b].
As portable communications devices pack more functionality, low-power consumption will become an even more critical requirement. The need to keep devices active for long periods of time between battery re-charges or even autonomous in terms of energy supply, will require the integration of energy scavenging devices that pull and store power from the local environment. At the same time, affordability, reliability and environmental compatibility (disposability, re-cycling and re-use) will be other major drivers.

**Education and entertainment**

Content for education and entertainment must not only be accessible anywhere and anytime. It must also be of the right quality and accessible in the right format. Access to similar information will be required in many different locations (at home, in the car, in the street, in hotels) and delivered through a variety of channels (terrestrial, satellite, cable, phone line, wireless, discs). Yet in each location the rendering device for that content, and people’s expectations of it, will be different (for example, what is expected from a flat-panel TV set compared to a video-phone). Pre-recorded digital media, such as DVDs and HDTV, have increased people’s expectations of video quality, yet this video quality will have to be delivered through existing networks.

The need to deliver high quality media through a range of different communications channels while maintaining the required quality will require new developments in multi-format encoder/decoders, data compression and transmission systems, with media senders (e.g. internet servers) automatically tailoring transmission to the capabilities of the rendering device on which the content will be experiences. Storage and distribution (CD, DVD, digital home networks) will need to be developed that are compatible with the digital rights management requirements of content providers.

Content generators will require new equipment (for example, HDTV studio equipment and lightweight portable HDTV cameras) to capture content and content providers will need advanced video compression and transmission schemes to distribute it. The demand for users to create their own content will also require significant advances in areas such as image capture (digital cameras, camcorders), image analysis and picture quality improvement at affordable consumer-product prices.
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Innovation from within the Existing Nanoelectronics Value Chain

Introduction

In order to realise the nanoelectronics roadmaps, high-intensity, basic and applied R&D, efforts throughout the entire value chain are needed. Porter argues that all links in a value chain should be able to add value (or, equivalently, collect a profit) for the chain as a whole to be viable [Porter, 1985]. If not all participants in the value chain perceive that a certain innovation will add value, some participants may not sufficiently invest in R&D and may put the realisation of an innovation as a whole at risk. This means that understanding and dealing with problems in the nanoelectronics value chain are important for the creation of feasible innovation trajectories.
In the Abernathy and Clarke diagram, as discussed in detail in the article of Doorn et al. ‘Anticipating Converging Technologies’ (see paragraph ‘The Abernathy and Clark model and its generalisation’) innovations from the existing value chain start in the lower left quadrant. The established value chain will tend to conserve and utilise as much as possible the existing competences and linkages. Innovation is usually a superposition of small, lower risk steps along one of the axes in the diagram; see Figure 1 (top). After a sequence of such steps in the Abernathy and Clarke diagram, the resulting value chain and business model may be completely unlike the original situation (disruptively innovated, located in the upper right quadrant), but it has not become so by one single event but by unperceivable small steps. In retrospect, the value chain can be seen to have co-evolved with the technology/market innovations.
New baselines or architectural frameworks are established (see Figure 1, bottom), on which subsequent innovations will be superposed.

In this article, first today's value chain in the context of Moore's law and the problems within it will be described. Although we do not really deal with the direct implications of Moore's law in the present case study, this value chain analysis is included as a good frame of reference that we know quite well. After that, development trends in the other nanoelectronic domains will be described, and the problems that can exist when innovation is effected from within an established value chain.

It will be shown that in order to sustain innovation at any substantial speed, cooperation throughout the entire value chain is essential, for small and large companies alike. Along the way, this may lead to the emergence of new business models, including new intellectual property (IP) management models, intensified cooperative research models, and so on. Public action can significantly help in increasing the speed of new linkage creation in technologies (horizontal in Figure 1) and markets (vertical in Figure 1). This is essential for the realisation of the ambitious nanoelectronics roadmaps along a low risk trajectory from within the existing value chain.

**The established value chain**

Figure 2 schematically depicts the value chain in the electronics industry (terminology partly according to [Rieppo, 2005] with adaptations by the author). In analogy to food in food chains, a non-balanced distribution of profits along a value chain will eventually kill the chain or at least mutate it until the profits are balanced. The goal of each activity in a value chain should be to add value...
In order to optimise the incremental profit distribution along the value chain, participants have to be cognisant with the entire value chain and be able to cooperate both along and orthogonal to the value chain. This will become very important in the emerging nanoelectronics domains, as we will see later.

Two broad scenarios in the distribution of value production along a value chain can be considered: A ‘Market Pull’ scenario, where a market need stimulates the development of new products and a ‘Technology Push’ scenario where new technology offerings are abundant and are looking for adoption in products and markets. The effects of these scenarios on the value chain are important (see Figure 3). In a Technology Push scenario, the technology will have to be pushed up the value chain in order to generate demand. The abundant and diverse availability of technology will squeeze the profits at the bottom of the value chain. In a Market Pull scenario, shortages (of technology solutions) will drive down to the bottom of the value chain, focusing profits there and leaving fewer profits at the top. In a balanced push/pull situation, the profit distribution will be balanced along the chain. Such a situation may be the most fertile ground for a successful innovation. As we will see, this may a priori not be the case in nanoelectronics. Such an unbalance, in combination with the problems in the established value chain, puts the innovation in emerging nanoelectronics at risk.

**Value chain evolution**

Moore’s law predicts that the complexity of chips for digital logic will double every two years, whereas the price per complexity or price per function drops at about the same rate. This law has held for over 30 years and is the driving force that made a $200 billion industry emerge, historically growing at a pace...
in the range of 15-20% per year, at least until 1995 [Rieppo, 2005; Hutcheson, 2004]. It should be understood that Moore’s law is really more about the economics of the entire industry than it is about the technology itself.

But, in the last decade, the semiconductor industry no longer grew at double digit rates; expectations today are that the density doubling will decline from once every two years to once every three years. Around 1995, the semiconductor content in electronics reached saturation, and the semiconductor industry slowed down to a growth of about 6% [Rieppo, 2005; Hutcheson, 2004]. The slower growth will, and has already, pushed down R&D spending. This is a serious trend that affects certain parts of the value chain more severely than other parts. For example, the profitability of many equipment and material suppliers is marginal today, and for the first time in three decades, equipment suppliers seem to have decreased their total annual R&D expenses as a percentage of total annual revenue [Hutcheson, 2004].

It is important to assess the underlying reasons for this stagnation in growth. If it is a simple shortage of capital, an upward macroeconomic conjuncture trend would result in demand pick-up. This is not so likely considering the long duration of slower growth (1995-2005), apart from a few hype years. More likely, the electronics industry produces more technology than the market can handle (a Technology Push scenario). In that case, demand will structurally drop, and margins will fall/profitability will be squeezed, particularly at the bottom of the value chain where technology supply is abundant. See for example Figure 3, where this would correspond to a position in the bottom left corner.

One of the strategies employed by companies in such situations is to move up in the value chain in order to capture more added value. Equipment suppliers, for example, become more and more involved with customer process technology, and IC manufacturers move into the area of system integrators. The emergence of System-in-a-Package (SiP) draws away value from the printed circuit board and system assemblers and puts it with the integrated device manufacturers. These solutions for existing value chains can be formulated in the Abernathy and Clarke context: essentially, they are trajectories moving along the horizontal axis, moving from regular into revolutionary (see Figure 1). Frequently these moves will be followed by architectural changes driven by visionary innovations, such as ‘ambient intelligence’.

Technical gap analysis [Reichl, 2005] shows that in order to realise the nanoelectronics roadmap extreme miniaturisation of more reliable devices will be needed in combination with the ability for hetero-integration of widely different devices in one System-in-a-Package (from 1 cm$^3$ single chip packages to
0.01 cm³ multiple chip packages in about 10 years). In addition, for mobile electronics, more efficient power generation and management are needed, and environmental adaptation and interfacing have to be improved, e.g. in cars and on or in the human body. All this should also be realised at acceptable costs to consumers. It is at present unknown how realistic it is that the cost targets for these complex miniature systems can be met. This is not new, as this cost issue has existed in microelectronics as well. But in addition to this cost issue, applications and products are becoming much more diverse and much more multidisciplinary. This implies that opportunities are spread thinly in a complex and broad value chain, possibly making the market strategy and business model greater challenges than the technology itself. The more fragmented value chain makes the cost issue more persistent and less straightforward to solve.

**IS DISRUPTIVE INNOVATION POSSIBLE WITHIN AN ESTABLISHED VALUE CHAIN?**

Large firms in particular face organisational difficulties when launching applications based on disruptive innovations and radically new technologies due to the cannibalisation of their own market and due to organisational inertia as a result of policies and procedures and a relatively short-term focus [Christensen, 1997]. Large entrenched firms listen to their existing customer base. They tend to aim their R&D at sustaining technologies designed to enhance their current offering making it better, faster, cheaper. The firms are entrenched on the right side of the — discontinuous — bell curve in Figure 4, i.e. in the growth and maturing business environment, see for example [Moore, 1991]. These firms are less likely to pursue disruptive technologies and to introduce discontinuous innovations that start in the embryonic or innovative part of the bell curve in Figure 4. Large firms have therefore to develop linkages with radical innovators and build bridges across the gap in Figure 4. If they do not do so, they may eventually face a significant sacrifice in their market place position or even failure. Indeed, the last decades showed several occasions where dominant large firms in the semiconductor industry failed to stay in top positions over time (e.g. Fairchild, National Semiconductor). Large firms will primarily use lower-risk Market Pull strategies to bridge the gap: it is better to be a fast second than a failing first [Markides et al., 2005].

Small high-technology firms are more responsive to the commercialisation of disruptive technologies [Christensen, 1997], but they are prone to have less (continuous) attention for business opportunities and strategies. Many com-
Figure 4

The technology generation/business development cycle depicted as a bell curve. There is a gap, discontinuity or chasm [Moore, 1991] between the innovative or embryonic part of the curve and the growth/maturing parts of the curve. This gap has traditionally been difficult to bridge.

Companies that initiated a certain radical innovation in the market are not the companies that finally end up being the most successful in the market [Markides et al., 2005]. Small companies tend to focus more on the generally higher-risk Technology Push approach [Berry et al., 1998; Oakey, 2003] to bring technologies to the growth stage.

Not many companies are able to combine the skills needed to be successful in an innovative environment and in a growth or maturing business environment [Moore, 1991; Christensen, 1997; Markides et al., 2005].

Technologies labelled as potentially disruptive are most likely created or absorbed by firms when serious ‘movements’ are made regarding the firms’ differentiating competencies and capabilities, i.e. a significant move in the horizontal direction of the diagrams of Figure 1. However, established firms often fail to break open their tunnel vision of the future, to expand their mental models and reorganise their knowledge base to embrace the radical innovation. Only by drastically shifting the company’s existing knowledge assets (that provide the basis for a firm’s competitive capacities and sustainable advantages), large companies are able to see through the market and business implications of new radical technologies (i.e. a significant move along the vertical direction in the diagrams of Figure 1). In terms of [March, 1991], return on investment (ROI) alone is not a good performance indicator to drive changes that can lead to radical innovation. A firm needs to invest in exploitative and explorative mindsets without an easily identifiable ROI or deterministic net present value (NPV) and create fundamental changes in both its knowledge base and market linkages. Changing the way a company addresses the innovative business environment in Figure 4 minimises the distance between the two parts of the bell curve and will ensure that technologies have ample opportunities to tunnel across the gap, creating mainly horizontal moves in the diagram of Figure 1.
High technology is a phenomenon that is generally created and developed by cooperating organisations (small and large companies with or without their own research and development facilities, and large companies with their own incubator departments, high-technology start-ups, universities, governmental funded research organisations, customers, etc). When (clusters of) cooperating organisations do not have the abilities to co-develop or absorb new radical technologies that are critical for next generation applications, their long-term added value creation/wealth creation position is under threat. The creation of high-tech development ecosystems is essential for stimulating cooperation and driving radical innovation and architectural changes. Organisational openness toward actors not (typically) present in current cooperation activities is needed in order to sharpen awareness to disruptive innovative threats to the existing order. The organisational openness creates bridges across the discontinuity in the bell curve of Figure 4, resulting in horizontal and vertical moves in the diagram of Figure 1.

One method for generating moves along the vertical axis of Figure 1 is to change the business model. A business model describes the market, the value proposition, the position of the participant in the overall chain and the cost structure and profit potential of the participant. The role of the business model is important, especially in Technology Push scenarios [Astebro et al., 2005]. This article describes spin-offs of Xerox in such a scenario. Each spin-off was only successful after the business model had been significantly changed (note: Xerox itself had to change its own business model in order to be successful in the copier market, it was changed from capital buy to lease). One of the conclusions in the present article is that technology that makes little business sense in a market one way may have great potential when the business model is changed.

It is obvious that, in order for successful radical innovations to occur in an existing value chain or industry at a substantial intensity, major changes in organisational fundamentals may be necessary. These changes are not likely to take place without external force and significant management attention, as they are perceived to be high-risk moves. The most likely path to successfully innovate from within an existing value chain is by way of an incremental approach, carefully progressing by building new linkages in the market, the technology, or the products, i.e. primarily with little steps along one of the axes in the Abernathy and Clarke diagram (see Figure 1). Over time, this will also lead to radical innovations and architectural changes, at least when looking back from the new status quo.
The perspective of the materials and equipment supplier

Traditionally, integrated device manufacturers (IDMs) have pushed risks down the value chain, chiefly to the suppliers of equipment and materials. Particularly during the 300 mm wafer size transition, this took place to a great extent, and the combination of these additionally assumed risks with the slower growth rate has left some of the suppliers of equipment and materials in a very bad shape. Today, this industry segment will therefore not enthusiastically pour money on post-2015 nanoelectronics technologies. However, the participation of this segment of the value chain in the innovation is dearly needed as much of the required process and material expertise in the industry resides in this segment. Innovation would be much less effective if the resources in this segment were to remain untapped.

A second problem with this segment is related to the — earlier alluded to — increased differentiation in processes and materials needed for the nanoelectronics revolution and the expected very short product life cycle (see Figure 5 for a schematic representation of these effects). Can mass production ready equipment and materials ever be developed for these diverse, low-volume applications, while meeting the costs of ownership targets of the IDMs? How can this increased diversity be profitably managed?

There are a few possible answers to this question.

– Change of technology management. The equipment and material suppliers have to move to more efficient platform-based technology and knowledge management. From a well-defined platform-based product structure, a large amount of individual products with remarkably different functions can be generated. One example is the introduction of new technology platforms like Atomic Layer Deposition that can produce a large amount of different materials for a wide variety of nanostructures, and nano imprint lithography.

Figure 5
Schematic representation of material diversity as a function of time in the More Moore and More than Moore segments. The coloured curve indicates the decrease in product life cycle in the More than Moore segment.
that can be used to cost-effectively generate nanostructures. An alternative way to change technology management is described in the article of Eijkel et al. ‘Architectural Innovations in Perspective’. In this article, several cases describe how companies manage to get through the disruptive innovation cycle by creating a highly entrepreneurial ecosystem and by communicating a consistent vision that creates the force to converge wild ideas into manageable innovations.

- **Cooperating more intensively along the value chain.** A model where the IDM contributes directly to and is actively involved in an equipment and material product development project (paid-for or shared development) is viable. This shares much of the upfront risk, deploys the special experience of the supplier and ensures an active cooperation between these two important links along the value chain. So as to make this model attractive for the IDM, a period of exclusivity is sometimes negotiated. In addition, the formation of consortia can help to redistribute the profits more uniformly along the chain. On the one hand, the government can play an active role in the formation of consortia, and consortia can on the other hand help the government to channel funding for a maximum innovative effect.

- **Cooperating more intensively throughout the value chain.** Up to a certain point, many of the applications may better be developed by small and medium enterprises (SMEs) outside the current, higher-cost semiconductor infrastructure. But SMEs do not generally have the infrastructure, the expertise and the IP base to successfully design, build or sustain mass production equipment for, or in an IDM environment. Therefore the question is then how an innovation will be taken from the prototype stage and scaled up to mass production equipment.

Cooperation is obviously important when decreasing the restraining forces that stand in the way of innovation. Symbiotic partnerships can be envisaged between a larger capital equipment supplier and several SMEs, with proper participation incentives for all parties in an intensively interactive ecosystem. The larger equipment supplier should have a collection of flexible and universally applicable technology platforms that can serve as jumping boards for the development of mass production equipment. The technology platforms ensure a quick adoption of the new technology developed by the SME. The ownership of IP and the flow of the resulting rights are a point of concern, and new models should be worked out protecting the IP position of the SME in its niche and continuing to positively reinforce the SME to create new technologies. Moreover, the fragmentation of experience and knowledge throughout a more complex and more diverse value chain should be managed. There are thousands of small nanoelectronics technology suppliers (and users), each of them of sub-critical mass and not able to implement adequate knowledge
management processes. Open innovation platforms, such as the Holst Centre and IMEC, can be a solution to this problem. An analogy to Silicon Valley in the late 1970s and early 1980s immediately crosses one’s mind, where the close proximity of pioneers that could informally share knowledge, caused a US $200 billion industry to emerge. Such an environment should be cultivated in order to have a chance of success in the Netherlands and in Europe. Reference is again made to the conclusions in the article of Eijkel et al. ‘Architectural Innovations in Perspective’, specifically those on ecosystems and stimulating entrepreneurship.

**Roads toward successful innovation**

From a strict economic viewpoint, it is rewarding to commercialise an invention if the discounted net profits exceed the discounted net costs [Chesbrough et al., 2002]. The authors of this reference continue to prove that not only perceived profits are important, but that perceived technological opportunity is equally important. This means an unbalanced Technology Push scenario (see Figure 3) as analyzed from a strictly monetary sense will not necessarily lead to the failure of a value chain for a certain technology development. It just requires an early evaluation of technology opportunities in the market and a constant adaptation of the development so as to stay aligned with the developing market. Hence, the chance of success can be increased by an intensive cooperation along the entire value chain.

It has been shown in the foregoing that lower down the supply chain, where the margins get smaller, a disproportionate part of the risk is borne. Consortia can help in redistributing the development cost for nanoelectronics. There is an obvious need for partnerships in both the electronic (chips) sector and the application sector. These partnerships should actively reach out to SMEs, which can stimulate a large part of innovation due to the different cost structures.

In its current paradigm of decreased growth rates and profitability, the industry cannot pour a lot of money into products or an infrastructure coming to fruition only ten or more years ahead. The situation is entirely other than that of the microelectronics revolution in the 1970s and 1980s, where money was available due to the high industry growth rates. Although technology predicts fantastic capabilities, in order to realise these economically across the nanoelectronics industry, expectations should be communicated for a much larger public funding percentage. A structure has to be build that brings the innovation from smaller, more agile SMEs to larger corporate structures. For example, the Holst Centre will request 60% public/40% private, even in 2009.
These levels of funding may indeed be what is necessary to realise the Lisbon target of making Europe the world’s most competitive knowledge economy. It appears that in Asia (notably South Korea) and in the USA such communicated visions are quite effective in creating driving forces, so that incremental innovations converge to support the vision.

In such a ‘public’ world, it will be increasingly difficult to secure and protect IP rights. Especially the IP position of SMEs has to be better protected. New IP ownership and exploitation schemes may have to be devised to secure the long-term viability of innovating SMEs in the nanoelectronics value chain.

Last but not least, there is no managed innovation without a communicated vision. This is true for public authorities and industrial partners alike. The vision should describe the desired architectural changes in the upper right hand quadrant as in the Abernathy and Clark diagram (Figure 1). As pointed out in the previous sections, an established value chain will not likely embrace these innovations because the risk is too high, but it will innovate in small steps. By providing and strongly communicating a vision, these steps can be made to converge and the value chain and technology base can co-evolve in a profitable way to produce the new architectures required in application road-maps. Public authorities can therefore best direct funding toward the establishment of new links, as this will accelerate sustainable innovations.

**Summary and conclusion**

Cooperation along and orthogonal to the value chain is of the utmost importance. Any public funding program should emphasise this aspect.

Only with increased public funding can nanoelectronics be developed as a commercially attractive discipline. This may be essentially different for the More Moore and More than Moore segments. The public sector should join as a full partner and assist in creating linkages in market and technology, creating and concentrating high-tech ecosystems and securing Europe’s IP leadership by adapting legislation where needed.

The most likely scenario may be that today’s electronics and semiconductor SMEs will push the technology that develops the niche markets much like semiconductor technology did in the 1970s and early 1980s, and that along these revolutionary and niche pathways many new, potentially large players will follow to capture the value of what in hindsight will turn out to be a radical innovation.
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More than Moore and Heterogeneous Integration
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INTRODUCTION AND APPROACH

INTRODUCTION

In this chapter we will describe emerging technology in the More than Moore domain, in particular paying attention to heterogeneous integration.

Rather than providing an exhaustive overview of technological developments in More than Moore, we will discuss examples of specific devices: Above-IC-MEMS, Above-IC RF and 3D Integration. These examples will be discussed in-depth, both from the perspective of technological developments and from the perspective of the value chain. This will allow us to map trajectories for these technologies, retrospectively or anticipatorily, providing a deeper insight in the factors that shape the dynamics of technological development and innovation in this domain. Such insights in factors that shape trajectories can be useful to define the technology and business strategies in these emerging domains. Subsequent to these examples, we will discuss how the use of a combination of application and technology roadmaps can help to anticipatorily articulate trajectories in these emerging technology domains and so to better coordinate the activities of the actors involved. A technology roadmap for heterogeneous integration and an application roadmap for wireless autonomous sensors for health care applications will be used as examples.
**Approach: Abernathy and Clark positioning mechanism for More than Moore**

The positioning of emerging More than Moore technologies in the Abernathy and Clark framework [Abernathy and Clark, 1985] is a relevant exercise. It permits the highlighting of their emergence and past evolutions as well as the indication of key (present and future) challenges. However, it is not simple. Apart from having a temporal dependence, the precise actual position depends on the perspective/definition of technology disruption and is therefore based on several assumptions.

- As a point of reference, we consider the More Moore domain as a key example of conservative innovation. The underlying ITRS (International Technology Roadmap for Semiconductors) roadmaps [ITRS, 2005] indicate the existence of technology drivers within this quadrant.
- Matured More than Moore applications are found in the quadrant of conservative innovation. Although they may have been architectural innovations, they now have a complete value chain. Examples are volume microsystems (e.g. accelerometers for airbag sensors, pressure sensors, inkjet printheads) that historically caused a technology disruption (see further).

This chapter concentrates on the dynamics of emerging applications in the More than Moore domain that could also rely on such existing value chains (More Moore-based or otherwise) in the future. It therefore concentrates on the conservative innovation quadrant and explorations to and from the adjacent quadrants. Current and emerging production processes for More Moore and, speaking more generally, silicon-based technology platforms are considered as the points of reference. The More than Moore emerging technologies are mapped in terms of their ‘relative departure’ from these platforms and their past, current, and future positions will be discussed.

The above assumptions and the focus on IC-centric technologies are meaningful: the emergence of new modules within IC foundries (standard CMOS and otherwise) is indeed either a way to strengthen existing competences or will at least lead to niche creation in the More than Moore application domain.

Can we categorise or quantify the relative ease or difficulty that future More than Moore applications will have to face? This brings us to the introduction of the term ‘technology disruption level’. Although it is not a quantity that can be measured or predicted in absolute terms, the introduction of new technologies may have to face smaller or larger hurdles depending on its relative ease of fitting into an existing technology platform, and the success of future/emerging technologies will therefore indeed depend on the level of technology disruption. A higher level of technology disruption will not imply failure but increases the challenges (risk, time, cost) for adopting it.
From an IC-centric perspective, a non-exhaustive list can be drawn up of factors that affect the technology disruption. The technology disruption level is related to the sum of the technological ‘complicators’ minus the sum of technology ‘facilitators’ (each with applicable weight factors). The table lists a number of known complicators and facilitators. In many cases, a complicator turns into a facilitator and vice-versa by negating or inverting each column.

<table>
<thead>
<tr>
<th>Complicators</th>
<th>Facilitators</th>
</tr>
</thead>
<tbody>
<tr>
<td>– amount of new materials</td>
<td>– silicon-based</td>
</tr>
<tr>
<td>– known contamination issues</td>
<td>– batch wafer-level processing demonstrated</td>
</tr>
<tr>
<td>(need to radically change materials in order to avoid contamination)</td>
<td>– process windows demonstrated on process step level</td>
</tr>
<tr>
<td>– amount of new processes to be introduced</td>
<td>– low-temperature processing compatible</td>
</tr>
<tr>
<td>– amount of new tools that need to be introduced</td>
<td>– number of commercial foundries that can (or potentially can) handle materials/processes</td>
</tr>
<tr>
<td>– device/component size (cost factor)</td>
<td>– number of R&amp;D centres that could handle the process flow</td>
</tr>
<tr>
<td>– lithography and CD requirements</td>
<td>– availability of design libraries</td>
</tr>
<tr>
<td>– reliability (and testability) issues</td>
<td>– possibility to integrate in heterogeneous fashion</td>
</tr>
<tr>
<td>– undemonstrated yield (requires time + money)</td>
<td>– understanding on several levels/correct modelling</td>
</tr>
<tr>
<td>– specialty packaging/encapsulation</td>
<td>– (multi-parameter)</td>
</tr>
<tr>
<td>– .....</td>
<td>– .....</td>
</tr>
</tbody>
</table>

More than Moore functionalities that can be integrated ‘above’ or as part of what is called the back-end of the CMOS line cause less technology disruption than functionalities that require front-end CMOS modifications.

The above parameters can be applied to several More than Moore emerging technologies. We have selected three cases that consist of past and current R&D at IMEC. These examples — briefly described below — will be further explained in terms of their levels of technology disruption:

- Above-IC MEMS technology serves as an improved technology for an existing product in an existing market (accelerometers and gyroscopes for automotive application) (as well as in new markets). As such it is partly conservative (i.e. regular) innovation. In select cases, it could cause obsolescence of other (hybrid) MEMS, i.e. a revolutionary innovation.
- Above-IC RF work provides a new and improved technology. Its resulting miniaturisation and drastically reduced power consumption benefit existing products in existing markets. It is an example of regular innovation. It could be seen as making certain off-chip passives obsolete (revolutionary innova-
RF-MEMS, on the other hand, makes use of a disruptive technology and could significantly impact the cell-phone and wireless technologies. As such, it is an example of revolutionary innovation.

- 3D integration as an example of Heterogeneous Integration — IC-centric packaging and integration technology that can be adopted by existing markets and products. It therefore mainly resides in the lower half of the Abernathy and Clark transilience map. The technology roadmaps presented further on in this chapter mainly address a horizontal evolution on the map.

**ABOVE-IC MEMS**

**INTRODUCTION**

Microsystems Technology, also called MEMS (for Micro-Electro-Mechanical Systems) has historically been a technology disruption with respect to standard silicon processing in terms of models, tools, materials, and processes. Early work involved piezo-actuators and FET accelerometers in the early sixties. Anisotropic deep silicon etching (pioneered in the late sixties) provided a breakthrough and enabled the development of a host of components (pressure sensors, accelerometers) in the seventies. Kurt Petersen's book 'Silicon as a Mechanical Material' [Petersen, 1982] became a landmark publication. In the eighties, surface micromachining technologies for polysilicon were developed and employed for the manufacturing of, for example, comb drive
actuators and accelerometers. In the late eighties, silicon wafer bonding (developed since the late 1960s) was an established baseline process for the batch fabrication of bulk micro-machined sensors, such as pressure sensors. From then on, microsystems were seen as adding value to the microelectronics industry and providing leverage to this industry. More elaborate overviews can be found in the references [Madou, 2002] and [Gad-el-Hak, 2001]. In the future, CMOS electronics wafers will be a commodity and the major added-value will come from the More than Moore system addition. In the early nineties, government agencies started large microsystems support programmes. In 1993, Texas Instruments presented its Digital Mirror Display now used in large parts of the display market. In 1994, Analog Devices announced the commercial introduction of surface micro-machined accelerometers now widely used as airbag sensors in the automobile industry. In that same period, the inkjet printhead nozzle became an enormous success and is now one of the most prevalent MEMS systems (see Figure 2).

At the time of introduction, these technological novelties definitely contributed to revolutionary or architectural innovations depending on whether they addressed new markets or provided better solutions for existing markets. Even today, although the design of MEMS technologies has matured over the years, there is still no standardisation as, for example, in CMOS design and fabrication. That is why process development still has a low predictability. Despite this lower degree of standardisation and in view of the current existence of a very large MEMS market, dedicated tool manufacturers, MEMS foundries and a well-established value chain, MEMS is now considered to be a regular technology underlying conservative innovation.

Apart from selected volume applications such as inkjet nozzles, in many of the microsystems applications it has been the goal to boost the ‘intelligence’ of the systems by adding driving electronics, readout circuitry and signal processing on the same chip. Obvious benefits are a combination of functional integration, improvement of performance and reliability, miniaturisation, and cost reduction. We are on the brink of seeing a further integration coming of, for instance, wireless connectivity in such systems. MEMS resonators could be the revolutionary innovation replacing current ubiquitous quartz crystal oscillators.

At the moment, most ‘intelligent’ microsystems are hybrid assemblies consisting of multiple dies. The functional integration of MEMS and CMOS is not straightforward. First of all, there is no generic MEMS technology platform. Furthermore, it is necessary to combine essentially 3D structures (MEMS) with essentially 2D circuit technology. There are presently three approaches to achieve this integration: (i) processing MEMS first, integrated circuits last (a
method pioneered by SANDIA), (ii) the integration of the MEMS process within the IC process flow (a method adopted by Analog Devices) (iii) processing IC first, MEMS last (a method pioneered by Berkeley — also called above-IC MEMS, and adopted by, among others, IMEC in Belgium). The last mentioned method implies the ability to modularly process and interconnect MEMS devices above (any) underlying circuitry, without the need for deeper know-how of the underlying circuit technology.

The above-IC method offers more freedom (in terms of materials) and more possibilities than the other two methods. Compared to methods (i) and (ii), the above-IC method conceptually causes the least amount of deviation from CMOS platform technology and could almost be considered as an add-on.
to existing CMOS back-end technology competences. However, there is no (restrictive) need for a fixed CMOS foundry or a fixed CMOS process technology. The creation of increased device functionality (and hence the creation of increased value) does therefore not require an IDM\(^2\) approach and can even be adopted in a fab-less manner. This allows for a more widely spread adoption. Post-CMOS bulk micromachining was the first demonstration of this kind. PolySiGe MEMS is a second example technology platform of this third kind. It features minimal disruption and can be fabricated above many CMOS technologies. Volume device applications are not critical since the development cost is lower than that of a CMOS-integrated MEMS process.

Mechanically speaking, polySiGe is an attractive alternative to poly Si, as it has similar properties. It is therefore very suitable for kinematic MEMS (accelerometers, gyroscopes, etc.) while the desired electrical and mechanical properties can be realised at a temperature suitable for post-processing MEMS on top of standard IC wafers with Al or even Cu on-chip interconnects.

PolySiGe started almost a decade ago at academia [Franke et al., 2003; Franke, 1999] and at IMEC [Sedky, 2005; Sedky, 1997]. The research initially focused on structural material and device characteristics and evolved to devices and integrated systems made possible by the monolithic polySiGe-MEMS-CMOS integration. Key devices fabricated while using this above-IC method are integrated accelerometers, gyroscopes, RF-resonators and optical MEMS devices.

**Dynamics and Value Chain**

PolySiGe MEMS scores well on the aforementioned ‘semi-quantitative’ technology disruption level (facilitators-complicators) score. It is silicon-based,
PolySiGe is available in most foundries offering a BiCMOS process and in many R&D centers investigating such a process. The cost increase due to the use of germanium is tolerable. Integration is by definition in a wafer-level fashion. As a consequence, nearly all facilitators are met, including the low temperature budget. No new materials and therefore no new contamination conditions apply. Remaining complicators concern the actual device production itself (the isolated process steps and modules) in a similar fashion as in evolutionary process scaling (with virtually no disruption).

PolySiGe above-IC MEMS could be considered a ‘sequential foundry mode’ of operation in the sense that it is realised by consecutive processing, after back-end CMOS technology. It can in principle be applied to any CMOS wafer. This MEMS add-on can take place in any suitable wafer processing facility and is not restricted to the CMOS foundry — it is not bound to a certain front-end/back-end of CMOS. As there is (in addition) an immediate link to equipment manufacturers that may be needed for MEMS-suitable tools, the value chain is not disrupted.

Such an approach is very different from the other CMOS-MEMS models, such as the dedicated CMOS-MEMS vertical integration adopted by captive MEMS companies. This approach works well if the large cost of a full and dedicated integration process can be written down over a large production volume.

Whereas the presented above-IC MEMS method certainly addresses merely a subset of all MEMS sensing or transducing device applications (bulk crystalline Silicon is an essential material for many hybrid MEMS device functionali-
ties), the presence of a well-established Si-fabrication value chain permits volume applications and ensures low costs. Successful future integrated MEMS technologies would therefore also benefit from meeting these constraints.

**ABOVE-IC RF**

**INTRODUCTION**

The ongoing revolution in wireless technologies results in a proliferation of new devices. Requirements become more demanding all the time: smaller size, lower weight, higher bandwidth and lower power consumption, and all this at ever-decreasing costs. As a consequence, the need for on-chip integration of mixed Digital-RF systems has become a reality. However, true System-on-Chip (SoC) integration remains a challenge, since the integration of many passive components (i.e. resistors, capacitors, inductors) and all the required active circuitry and optical devices are hard to integrate in a cost-effective way with sufficient quality or size on the same chip. That is why the System-in-Package (SiP) approach was developed. In this approach, the active devices may be integrated in one or two SoC devices, and the external passive devices and e.g. switch devices (such as RF MEMS) or resonators should be integrated in the SoC package, effectively realising an RF-System-in-a-Package, RF-SiP. A more elaborate technical review is provided in the references [Ulrich et al., 2003] and [Tilmans et al., 2003], and the sections below provide a summary perspective.

(a) Thin-film passives technology: SiP and heterogeneous SoC technology

An enabling technology for the realisation of these integrated resistors, inductors, and capacitors is a multilayer thin-film technology (Figure 5, left) used to realise these devices as well as the necessary electrical connectivity (interconnect) in a cost-effective wafer-level process. Technical details of this technology are provided in the reference [Carchon et al., 2005], and an example result is shown in Figure 6.

A characteristic feature of RF front-end integrated circuits is the relatively large area occupied by on-chip inductors. The large size of these inductors is a result of the physical limitations of scaling inductors while maintaining performance (the quality factor of the inductors decreases). Realising these inductors on such an RF-SiP substrate, as described above, is therefore not an option for higher frequency applications as the interconnect parasitics, even something as small as a flip-chip solder bump would completely degrade all performance improvement gained from using better off-chip inductors. When
manufacturing such passive components ‘above-IC’ (Figure 7), such a degradation is avoided. Because the inductor is further away from the lossy substrate and because thicker metal layers can be used, the quality of the inductor is higher. This leads to less power consumption for a given performance, or a better performance for a given power consumption.

Figure 5 (top)
Schematic cross-section of the multi-layer thin-film technology platform.

Figure 6 (right)
One RF-SIP example, a 7x7 mm² Bluetooth RF module with integrated passives and solder ball connections.

Figure 7
Above-IC inductor (left) and cross-section electron microscope image of the inductor-built-up (right) showing on the bottom the ‘above-IC’ principle: CMOS back-end metallisation stack (thin lines at bottom of the figure) and the 10 µm above-IC Cu (mushroom-like structure on top).
(b) The future: RF-MEMS devices
To meet the required specifications of future mobile RF systems, it will be highly advantageous to expand the fixed passives technology with variable passives such as switches and variable capacitors. RF-MEMS devices can play a role here.

RF-MEMS switches have two stable states just like semiconductor RF switches. However, switching between the two states is achieved through the mechanical displacement of a freely movable structural part. This displacement is induced via a micro-actuator, generally based on electrostatic or piezoelectric actuation. Key benefits are a higher isolation, a lower loss over a wide frequency range, extremely low stand-by power consumption and the excellent linearity. An example is shown in Figure 8.

In the IMEC examples provided above, the required technology to build these devices is very closely related to the multilayer thin-film technology: RF-MEMS device processing predominantly uses the same materials, tools and processes as the multilayer thin-film and above-IC RF technology.

Technology forecasting using the Abernathy and Clark perspective
This above-IC post-processing process — although not standard CMOS — is compatible with both Cu and Al back-end interconnect processes of advanced CMOS. It therefore also causes low to very low technology disruption (Figure 9). In essence, it is a silicon-based, wafer-level technology, and the materials (Cu, BCB) are established materials (particularly Cu). Remaining complicators are the actual device fabrication itself (the isolated process steps and modules),
in a similar fashion as in evolutionary process scaling (with virtually no disruption).

By limiting the RF-MEMS technology choices to materials and processes fitting within thin-film processing lines and CMOS above-IC, the level of technology disruption is further reduced or altogether avoided (Figure 9). While this puts more constraints on making such devices work at all or work reliably, the benefits in terms of a complete value chain are obvious. RF-MEMS will also play an important role in above-CMOS integration because of their compatibility with the thin-film passives. Ultimately, the CMOS platform will carry different built-up technologies, depending on the application and the system requirements.

Future RF systems will require ever higher integration densities, lower costs, operating at higher frequencies (bandwidth) and lower power levels. The concepts for above-IC high Q passives are therefore only the first step of a steady evolution. Other emerging devices are disk resonators (for intermediate frequency applications) and (film) bulk acoustic resonators ((F)BARs). Other More than Moore applications can be exploited in similar ways.

3D-INTEGRATION

INTRODUCTION: VARIOUS TECHNOLOGIES AND THEIR POSITIONING

Today, electronic interconnection and packaging is mainly performed in a planar, 2D design style. Further miniaturisation and functional and performance
enhancement of electronic systems requires the use of 3D interconnection schemes. Key technologies for realising true 3D interconnect schemes are the realisation of vertical rather than just lateral electrical connections, either through the Si-die or through the multilayer interconnect in which the silicon die is embedded. This form of heterogeneous integration is seen as one of the major enablers of More than Moore applications.

Different applications require different complexities of 3D-interconnectivity and this leads to various technology platforms. In an attempt to categorise these technologies, it is possible to start from the technology platform (‘factory-type’) used to create the 3D interconnect structures. Three major technology platforms for 3D integration are identified, based on the underlying infrastructure:

- 3D-SiP: System-in-Package (SiP) using Packaging infrastructure.
- 3D-WLP: Wafer-Level Packaging (WLP) Si-technology infrastructure; post CMOS fabrication.
- 3D-SIC: Stacked-IC technology; IC-foundry infrastructure; post front-end and before back-end.

In the following subsections, a very brief summary of these technologies and their applications will be given. Technical reviews are provided in the references [Beyne, 2004; Garrou, 2005; Karnezos, 2004].

**3D-SiP**

The 3D-SiP technology encompasses the packages with wire-bond die-stacks, but also involves package-on-package 3D stacks. It is currently the most mature technology and used in high-volume production. A relatively low packaging density is obtained.

A particularly interesting application area for 3D-SiP is the realisation of distributed, fully autonomous systems for realising so-called ‘ambient intelligence’ systems. These are sometimes referred to as smart-dust, e-grains or e-cubes. As shown in Figure 10, such systems can be divided into several subsystems: the radio (antenna, rf-front-end), the main application (processor, sensors, actuators) and the power management (regulation, storage, generation). Each of these functions can be realised as a SiP-subsystem. These may be very small (a few cubic mm to a few cubic cm), permitting its realisation using wafer-level processing technologies. These 2D-subsystems can be stacked on top of each other, realising a dense 3D-SiP system. Figure 10a shows such a conceptual ‘e-cube’ module with a volume of only 1 cm$^3$. Figure 10b compares a real embodiment of the e-cube with standard technology.
The limitation of this 3D-SiP stacking technology is the minimal size to be obtained. As the package size is by default larger than the chip size, even smaller form factors will require different integration schemes (see further). At present, a rather practical limitation of 3D-SiP is the lack of standardisation of packages, which limits a straightforward modular integration of 3D-SiP packages.

3D-WLP

The 3D-WLP technology is based on wafer-level packaging infrastructure, as used for flip chip bumping and redistribution metallisations. Using additional technology elements developed for MEMS-technology, such as deep anisotropic Si-etching, 3D electrical connections can be realised at the wafer level.

This technology permits higher integration densities than 3D-SiP. Two different approaches are possible: die-to-die stacking and ultra thin chip embedding. In the first technology, a combination of wafer thinning, through-wafer interconnects (so-called ‘vias’) and micro-bump interconnects are used to realise stacked dies, in a wedding-cake style build-up. In ultra thin chip embedding, dies are thinned and embedded in dielectric layers, and thin-film technology (also called multi-chip-module technology) is used to reroute interconnects, at first laterally away from the die and then vertically through the dielectric layers to the next embedded die.

Applications of 3D-WLP technology include hybrid sensor (read-out systems, RF systems in 3D including RF-MEMS and antenna, and wearable microsystems using embedding in flexible substrates for, among others, on-the-body applications.
3D-SIC
The 3D-SIC approach uses the foundry platform technology to create ultra high density vertical interconnects. During the fabrication of the CMOS device, very narrow via holes (2-8 um diameter) are being etched into the silicon, filled with Cu (for electrical interconnection) and planarised. Then the standard CMOS back-end (i.e. a multilevel metal interconnect scheme) is processed. In order to interconnect different layers, the wafers are thinned to reach and expose the buried Cu vias. Their interconnections are realised by using Cu-Cu thermocompression or could involve very small solder bumps.

Applications of 3D-SIC integration are the hybrid integration of various types of memory on processor chips, 3D stacking of CMOS circuits and 3D stacking of memory banks.

Technology forecasting using the Abernathy and Clark perspective
The 3D systems presented are above all situated in the lower half of the Abernathy and Clark map, and in particular 3D-SIC can be mainly considered as an add-on to regular CMOS (Figure 11). This has facilitated and will facilitate their adoption. 3D-WLP and 3D-SIP are revolutionary technologies, but the technology disruption is limited. Particularly RF-SiP (including RF-MEMS) is clearly a revolutionary innovation.

The technological hurdles needing (cost-effective) solutions are extreme wafer thinning (10-20 um remaining thickness), high-aspect ratio (i.e. very vertical) narrow through-wafer vias, and their metallisation, microbumping, and temporary carrier bonding. Solutions for these hurdles will transfer these revolutionary innovations to regular technology.
MORE THAN MOORE ROADMAP DRIVERS

INTRODUCTION
In a rather fixed/existing value-chain, i.e. particularly for regular innovation, technology roadmapping is clearly desirable and highly beneficial. The ITRS roadmaps in the more Moore arena are sufficient proofs of this. More than Moore technologies emerging as a consequence of such regular innovation can in many cases be roadmapped, because the ‘underlying’ CMOS requires such evolutions (driven by power, performance, size).

Examples of ‘roadmappable’ More than Moore technologies of this kind are:
– New RF technologies (above-IC RF-System-on-chip and RF-System-in-Package using integrated passive devices).
– 3D-Stacked-IC (3D-SIC) technology.

Some More than Moore revolutionary innovations can be roadmappable as well. This may also depend on the amount of technology disruption. Selected examples are:
– 3D-Wafer-Level Packaging (3D-WLP).
– 3D-System-in-Package (3D-SiP).

Many More than Moore innovations cannot be roadmapped, as there is no clear (generic or specific) driver or set of drivers such as performance, power consumption or size, assuring the relevance of the products in the course of time, thus avoiding obsolescence. Examples are:
– Above-IC polySiGe MEMS.
– RF-MEMS/NEMS such as (switches, resonators, ...).
In particular for the latter emerging technologies and in general for most More than Moore technologies, visionary application drivers may provide guidance and may allow the extraction of technological needs as a function of time. These evolving needs may not be a logical evolutionary roadmap but a set of milestones needed at points in time. Furthermore, such application drivers may also point at a possible/desirable realignment of linkages. Whereas technology roadmaps are typically ‘horizontal’ trajectories, application roadmaps can be seen as vertical innovators (Figure 12).

The following section presents an example of a More than Moore application roadmap, and how it allows the creation of technology foresight. In addition, an example technology roadmap is discussed.

**APPLICATION ROADMAP DRIVER FOR NICHE/ARCHITECTURAL INNOVATIONS: THE HUMAN++ CASE**

**Introduction**

As indicated above, visionary application drivers or scenarios may provide guidance. The Human++ programme from IMEC and HOLST is an example of such a visionary application programme.

Its vision is the following: in the future, a large number of state-of-the-art devices for medical, entertainment, comfort and sport applications will make use of sensors and actuator systems in and around the body. Device manufacturers are seeking opportunities to improve the functionality of devices for diagnostics and therapeutics, while at the same time keeping down the cost and improving user convenience (see Figure 13).
**Figure 14**
HUMAN++ positioning. Use of regular technology for improved solutions (or niche creation) is the so-called low-hanging fruit of the application programme (e.g. miniature wireless sensor nodes, as shown in the inset).

In a broader context, wireless autonomous transducers might find more widely spread use, not only in medicine/lifestyle, but also in process automation, agriculture, mobile gaming. The underlying hardware platforms are nevertheless very similar.

In order to make these applications reality, niche or architectural innovations will be needed. One exception is opportunistic low-hanging fruit such as miniature wireless sensor nodes. These innovations are examples of regular innovation or a marginally niche creation (Figure 14).

**Figure 15**
HUMAN++ R&D phases from hardware R&D to network R&D and application demonstration in selected application domains (medical, industrial, agriculture, gaming).
Figure 16
Subset of the HUMAN++/WATS technology roadmaps distilled from the application.

Guidance through application roadmapping
Although the applications may be visionary (not necessarily driven by customers), they allow the extraction of underlying technological requirements. To that end, the ingredients of the HUMAN++ hardware platform/system (sensors and actuators, power generation/storage, signal processing, wireless communication) (see Figure 16) are further broken down into mono-disciplinary component needs/requirements. For each component the availability of successive technology generations can be listed. This is particularly helpful as the technologies themselves are not clear at present (and their benefits are only just emerging).

As it can be inferred from Figure 16, the necessary roadmaps concern protocols, radios, digital signal processing, various methods of energy scavenging (thermal, vibrational, motion), probes, integration and packaging (3D stacking, flex, biocompatible packaging, chip embedding).

A more elaborate description of the necessary HUMAN++ technology programmes can be found in [Gyselinckx et al., 2005]. Apart from a careful alignment of necessary enabling technologies, such compound technology roadmaps also visualise the compound risk of the applications.

The 3D technology roadmap

Example of conservative or revolutionary innovation
In the paragraph '3D Integration' three 3D integration technologies and their application ranges were introduced. Individual applications may require different flavours of an integration/packaging technology, and this would severely hamper technology roadmapping. The solution is the extraction of a common denominator technology that was found to be based on the combined needs
of (in this case IMECs) industrial partners. Technology roadmaps have been drafted based on system needs as a function of time (see Figure 17).

The three roadmaps address the needs of different (sufficiently wide) application ranges.

**System needs drive the 3D technology roadmap**

The 3D-SIC roadmap (see Figure 17, top) particularly addresses the needs coming from memory and logic integration. It can therefore be based on these tools and materials available in advanced front-end and back-end CMOS. As an example, the through-wafer interconnect approach is based on Cu-damascene technology. Existing linkages with equipment manufacturers and material suppliers are strengthened in this innovative technology. It is driven by the need to interconnect ‘N’ (typically identical) memory layers to a logic block.

The 3D-WLP roadmap (see Figure 17, middle) shows a gradual evolution from regular flip-chip to face-to-face integration in at first two and ultimately ‘N’ layers. In order to avoid restrictions in the technologies and wiring of intermediate dies (leading to a wedding-cake style 3D integration), a more generic approach adopts ultra-thin chip embedding/stacking. As indicated in the paragraph on 3D Integration, 3D particularly addresses RF-integration and ambient intelligence applications, and is an essential More than Moore enabler. As it is strictly post-CMOS fabrication, it can be an add-on in most CMOS foundries and even more generalised in many silicon process facilities (e.g. MEMS
foundries). It increases the value of a CMOS die by adding functionalities (RF, MEMS, sensing, wireless, ...) in a much smaller footprint than when using hybrid or packaging technologies. It avoids the materials and temperature restrictions that above-IC MEMS faces, for example, and this is an asset.

Whereas 3D-WLP is very much ‘IC-centric packaging’, 3D-SiP is a packaging technology that is more related to packaging houses. It is a form of advanced packaging where certain innovative approaches (e.g. chip embedding) make a drastic miniaturisation and an increased value possible because of the creation of a system functionality (see Figure 17, bottom). In view of its technology, it can be considered an extension rather than a disruption of major packaging houses. It may require more advanced tools than currently present, for instance very precise die-thinning to much smaller dimensions than used in a normal packaging environment.

Particularly in 3D-SIC and 3D-WLP, the different generations on the roadmap also point out necessary technological innovations, such as new processes (coatings, carrier wafers, via filling), new materials (conductive polymers, silicone dielectrics/embedding materials, carbon nanotubes for interconnects). These innovations make this emerging revolutionary technology a regular innovation.

**Conclusions**

In the More than Moore domain, of which heterogeneous integration is a key part, innovations span the four quadrants of the Abernathy and Clark resilience map. The complications to be faced in case of increasing technological disruptions (top and bottom right quadrants) are listed, and examples are provided.

Apart from regular innovation, short excursions such as niche innovations or revolutionary innovations are attractive and provide the so-called low-hanging fruit in the More than Moore domain. The attraction of exploring the low-hanging fruit does not imply that only regular or incremental innovations will be successful.

Technological forecasting remains very complex. It becomes less daunting in those cases where there are clear drivers that can be translated into technological roadmaps. For those More than Moore cases where the drivers are not obvious, visionary application programmes with visionary (example) application scenarios may help to provide focus and therefore plan the technological
innovation needs. This leads to possible trajectories and increases the chances of success of such innovations.
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Large-area Printable Electronics

Frank Simonis\(^1\), Herman Schoo\(^2\)

**Introduction to large-area electronics**

When discussing the future of nanoelectronics it seems paradoxical to talk about large-area electronics. However, in a world that is more and more influenced by microelectronics, ICT and ambient intelligence, the demand for large-area electronics is rapidly growing. Touch screens, flat panel displays and electronic paper are typical examples of products based on large-area electronics. The introduction of ambient intelligence will not only lead to a larger demand of displays (‘displays everywhere’) but also of other kinds of surfaces that can interact with the environment and its users by sensing, signalling, illumination, actuation, memory, power or energy scavenging.

\(^1\) TNO Future Technology Center, Eindhoven, the Netherlands.

\(^2\) Holst Centre, Eindhoven, the Netherlands.
Whereas the semiconductor industry can be characterised by an ongoing extension of Moore's law toward smaller and smaller device dimensions, thus providing ever higher function density for the same costs, the display industry is driven by 'more area' in order to fulfil the demand for larger displays, with similar decreasing cost scenarios as for the semiconductor industry. More electronic area at lower costs is the main target. The flat panel displays can be regarded as the original drive behind large-area electronics. This development started with the TFT-LCD displays by using plasma CVD deposition of thin, transparent amorphous silicon on glass panels followed by lithographic patterning of transparent transistor matrices. This technology is almost mature and widely spread but needs large investments in the race to increase yield at increasing dimensions. Going from a 6th generation fab, running on 1.5 x 1.85 m substrates, to a state-of-the-art 7th generation fab on 1.9-2.2 m to the next coming 8th generation on 2.2 x 2.5 m substrates has driven the fab investments up from about 1 to over 6 billion dollars; big figures, even for a high-volume market. Technically speaking, the plasma CVD route makes it possible to deposit polycrystalline Si for high-speed circuitry, even on flexible polymer foils. However, these technologies have not been commercialised on a large scale as yet.

Apart from these large-area silicon developments, electronic polymers came into the arena, starting with OLED displays and later on with PLED technology featuring cheap printing technology instead of expensive lithographic techniques. The fab investments for printable polymer electronics are lower, typically in the range of several tens of millions of dollars, thus providing a lower cost alternative to the existing multi-billion dollar investments in fabs for TFT-LCD technology. Furthermore, printable polymer electronics also provide promising opportunities for the development of new electronic applications. Although silicon is far superior in some electronic properties, electronic polymers offer other unique features, such as the possibility to use flexible foils as a substrate, light-emission properties, sensing capabilities and ease of integration into products. Compared to large-area amorphous Si technology, technological progress in polymer electronics and particularly in printable electronics is more disruptive and underlies promises for many future innovations. This chapter will then further discuss the developments in this latter field.

**Polymer electronics**

The history of electronic polymers starts in 1977 with the discovery that the conductivity of trans-polyacetylene increases seven orders of magnitude upon doping with iodine. The Nobel Prize in Chemistry for 2000 was awarded
to the three scientists — Alan Heeger, Alan MacDiarmid, and Hideki Shirakawa — the co-discoverers of electrically conductive polymers. Their work provided the starting point for recent developments in polymer electronics technology.

Polymer electronics holds out the prospect of new products with reasonable times-to-market and a large revenue potential. One of the key advantages of polymer electronics lies in its ability to create products of a kind that actually never existed before, such as electronic paper, light-emitting foils, roll-up displays, photovoltaic cell or sensor-laden laminates or coatings, and low-cost optical interconnects. There is also a considerable industry push behind this technology. Several of the largest materials and electronics firms — Samsung, DuPont, Kodak, Philips, Siemens, Sony, Xerox and Agfa, for example — already sell or develop polymer electronics products. Also large chemical companies, such as Merck and Sumitomo are entering the field.

Organic (semi-)conducting materials used for polymer electronics can be either processed by vapour phase deposition (for small molecules) or by solution-based deposition (for small and large molecules), using techniques similar to those of inkjet printing or rubber stamping thus reducing the need to build giant fabs. For economic reasons, because of the combination of a high throughput and low equipment costs, solution-based processes such as inkjet printing provide the most promising process technology for large-area applications. Apart from the large-area applications, vacuum deposition of small molecules still offers clear advantages for smaller devices and for complex applications. It is therefore assumed that both technologies will continue to exist in the future.

Since the discovery in 1977, the number of patents filed in the field has considerably increased. Since 1996, related patent trends can be observed in inkjet printing and organic luminescence. The key factors behind this interest in polymer electronics are:

- use of relatively simple process technologies such as printing, roll-to-roll coating, etc.;
- large-area, low-weight, thin, flexible applications such as roll-up displays, light-emitting foil, solar and battery foil, sensor tags, RFID;
- integration of these devices on a variety of substrates such as plastics and plastic foils;
- relatively simple, intrinsically low-cost technology offering the opportunity to open up new markets for electronic products;
- relatively low entrance costs provide a low barrier to entry for small/medium-size companies.
**State of the art**

Electronic polymers are materials with metallic or semiconducting characteristics and with mechanical properties known from polymers, a combination not found in any other class of materials. In general, these materials have an extended conjugated p-electron system along their backbones, giving them the ability to transport positive and negative charge carriers with high mobilities along the chains. The doping of conjugated polymers, such as polyaniline, polypyrrole and polyethylenedioxythiophene (PEDT, PEDOT), leads to the presence of electronic states in the band gap (hopping states). At sufficient dopant concentrations, the band gap effectively disappears and the polymer acts as a metal with a high conductivity, hence the term ‘synthetic metal’ (see Figure 2).

The exploration of conjugated polymers for semiconductor device applications such as photovoltaic cells, field-effect transistors, light-emitting diodes (LEDs) and diodes, has become a major focal point of interest. Some of the polymer electronics applications are already mature or close to maturity such as anti-static coatings and organic LEDs. Other applications are only at an early stage of development (photovoltaics, artificial muscles). An indicative ‘maturity’ list would give the following rankings (see Figure 3).
Light-emitting polymers
The development of light-emitting polymers was originally initiated for flat panel displays in order to come up with brighter and cheaper displays to replace LCD and plasma. It started with OLED systems using existing vacuum deposition technologies and subsequently vapour phase small-molecule electronic polymers. This has led to several commercial display products. The pressure on high-throughput production of large-area systems has moved the interest to printing with soluble polymers (PLED system). PPV (polyphenylenevinylene) has been one of the most studied series of these light-emitting polymers due to its excellent luminescent and mechanical properties. The PPV family of polymers serves as a prototypical conjugated polymer class both for application and for a fundamental understanding of the electronic processes in conjugated polymers. The goal is to modify the chemical structure of PPV to achieve an electroluminescence spanning the visible and near-infrared regions (see Figure 4).

At present, PLED systems are not only developed for displays. The prospects of PLED have also been recognised for applications in (large-area) lighting and signage devices.
Polymer ICs
Polymer logic and integrated circuitry are possible with organic semiconductors, such as pentacene and polythiophene both in printed patterns or patterns made by lithography. The limiting factor in practical systems is the relatively poor charge mobility. Up to now, the best mobility in small-molecule (vacuum) organic FETs has been $10 \, \text{cm}^2/\text{Vs}$ and in a polymer FET only $0.1 \, \text{cm}^2/\text{Vs}$. This limits the operation window to low frequencies, up to the kHz range and with some examples up to the MHz range (polymer RFID tags at 13.54 MHz, PolyIC, Philips). Compared to CMOS technology, polymer ICs are currently low in performance and only suited for low-cost, large-area applications, such as low-end TFT-displays, electroactive displays, cheap memory functions and RFID-tags. In combination with the intrinsic flexibility of the devices, however, one of the killer applications of this technology may prove to be the one in rollable displays (Polymer Vision) (see Figure 6).
Figure 7
Inkjet printing PLED displays.

Patterning technologies
Processing technologies for polymer electronics are essentially an example of microtechnology. The patterning of polymer electronic devices requires micro-scale accuracy (typically 1-2 μm) instead of the nano-scale accuracy of modern CMOS processes. However, this micro-scale accuracy needs to be realised on a large area. Another technological challenge is set by the substrate, preferably a polymer foil, with an inherent poor dimensional stability. It puts high-end equipment makers to the test to keep the patterning in control under high-throughput and yield requirements (see the Figures 8 and 9).

A selection or combination can be made of the following patterning technologies, based on the feature sizes and accuracy required by the application.

- Optical: large-area litho, laser writing/curing/ablation.
- Printing: offset, screen printing, inkjet, embossing, imprint.
- Liquid coating: flow or spin coating, roll or web coating.

Changing the value chain
The upswing in polymer electronics seems to be boosted by two major, more or less independent technological developments: electroluminescent and semiconducting polymers (since 1990) and printing technologies (since 1993).

The development in inkjet printing technology started in the early 1990s, stimulated by the demand of home pc-consumers. The potential of this technology for the microstructuring of industrial products was recognised only later. The interest in luminescent and semiconducting polymers was boosted by the growing demand for flat panel displays.

It is assumed that polymer electronics offers some radically new directions for electronics, including the creation of a range of entirely new products.
that could not be manufactured using conventional approaches, such as CMOS. There are five fundamental reasons why polymer electronics is special [Nanomarket, 2005]:

- novel material properties and product features;
- manufacturing economies;
- lower cost of entry;
- open and faster innovation;
- new industry boundaries.

*Nova material properties and product features.* The flexibility of thin films themselves suggests new product directions, including roll-up displays, conformal lighting, low-cost RFIDs, sensor arrays, and flexible photovoltaic. Polymer electronics also generates very little heat and uses small amounts of power, alleviating major problems associated with conventional electronics.
It is assumed that the approaches to polymer electronics with the greatest commercial prospects are the ones that emphasise these advantages to the fullest — that is, the ones offering the lowest manufacturing costs and using flexible substrates for the production of large-area devices: the domain of large-area electronics.

Manufacturing economies. The manufacturing processes that will ultimately be adopted for building polymer electronic products remain in a state of flux. However, it is clear that the economic side of polymer electronics will be much more attractive than state-of-the-art CMOS manufacturing. It is not necessary to build fabs costing billions of dollars. Instead, a new paradigm is created in which electronic circuits are printed using inkjet technologies, stamping or some other similar process. This means that polymer electronics products can be economically produced in relatively short runs and can be customised to meet the needs of low-volume customers.

<table>
<thead>
<tr>
<th></th>
<th>CMOS electronics</th>
<th>Polymer electronics</th>
</tr>
</thead>
<tbody>
<tr>
<td>Materials, products</td>
<td>hard, inorganics, metals</td>
<td>soft, polymer, organic</td>
</tr>
<tr>
<td>Structuring</td>
<td>lithography, vacuum deposition</td>
<td>printing, self assembling</td>
</tr>
<tr>
<td>Function integration</td>
<td>system integration in a package</td>
<td>all-in-one printing and laminating</td>
</tr>
<tr>
<td>Fabrication infrastructure</td>
<td>ultra clean-rooms</td>
<td>self-contained</td>
</tr>
<tr>
<td>Fabrication equipment</td>
<td>highly specialised, expensive</td>
<td>relatively simple, inexpensive</td>
</tr>
<tr>
<td>Manufacturing economics</td>
<td>high volume, standardisation</td>
<td>low and high volume, customised</td>
</tr>
<tr>
<td>Innovation cycle</td>
<td>high threshold, closed group</td>
<td>low threshold, open innovation</td>
</tr>
<tr>
<td>Players in value chain</td>
<td>small group of multi-nationals</td>
<td>many big and small newcomers</td>
</tr>
</tbody>
</table>

One consequence of these dramatic differences between conventional and polymer electronics is that the introduction of polymer electronics and the related emergence of a new value chain could considerably change the structure of the electronics sector.

Lower cost of entry. The new production methods decrease the cost of entry into the electronics business. If electronic circuitry can be created with something akin to an inkjet printer, semiconductor firms can start producing their own circuitry at relatively low capital costs. This reverses the trend toward
Open and faster innovation. The lower entry costs plus the attractive manufacturing economics for the customisation to low-volume needs will boost the innovation process, since these factors will decrease the threshold for testing new product concepts in the market and enable a fast adaptation to changing consumer needs. The innovation cycle will become shorter and the cost of innovation will decrease. This will also have a beneficial effect on the number of players that will be able to enter the polymer technology arena, integrating polymer electronic components in their products.

New industry boundaries. As polymer electronics is all about printing with organic inks on flexible substrates, it offers opportunities for firms in inkjet printing technology (such as HP, Xaar, Seiko Epson and Canon) but also for companies with a history in screen or offset printing (e.g. Kurz with Siemens in PolyIC). Even more important, materials firms, such as Sumitomo, Bayer, Merck and AGFA, are likely to see polymer electronics as an emerging opportunity.

While all this may suggest that we are on the verge of a revolution in the electronics sector, it is worth noting that there are still some significant issues and uncertainties that have to be dealt with in order to develop the polymer electronics field into a viable and competitive part of the electronics sector. These include the following:

- materials and production uncertainties;
- market uncertainties;
- the limits of polymer electronics.
**Materials and production uncertainties.** Conductive polymers and flexible substrates that are capable of supporting polymer electronics are commercially available. But the amount of research in this field increases and no-one knows as yet what will be the standard materials platforms for polymer electronics in the future. Long-term stability of such materials, protection against moisture and oxygen with barrier coatings and smart interconnecting laminates are currently topics of a particular interest in research (e.g. Holst centre). The same can be said of production technologies — everyone knows that ‘polymer electronics’ will be ‘printable electronics,’ but no-one is quite sure what standard forms of printing will exactly consist of.

**Market uncertainties.** Whether there is a real market for polymer electronics-based products remains to be seen. It seems obvious that a large roll-up display that can help turn a cell phone into a computer would ultimately provide a significant demand, but this cannot be stated with total certainty. The same applies to flexible and conformable lighting. The appealing product concepts enabled by polymer electronics are genuine novelties — but so are their markets.

**The limits of polymer electronics.** The current generation of polymer electronics-based products such as displays, lighting and signage, addresses markets in which there will be no direct competition with CMOS. However, no-one really knows how and where the two materials/technology platforms will ultimately compete. Polymer electronics still seems to be far removed from providing an alternative to CMOS-based processing and logic. Still, some of the theoretical work that has been done suggests that organic material may be used to create processors up to 1 THz — if only the right material could be found.

**Future outlook**

The future of polymer electronics will be determined by products that best exploit the disruptive aspects of polymer electronics. These aspects are:

- the printing technology:
  - production of electronics on large areas and on flexible foils;
  - low entry and running costs (roll-to-roll printing fabs);
  - all-in-one processing and function integration (smart lamination).
- the specific functionalities of electronic polymers:
  - a variety in functionalities: conductivity, logic/memory, light emission, sensing, power generation, and all this in specific combinations if needed for integrated devices.
In comparison to the existing display, lighting and semiconductor technologies, polymer electronics technology is relatively young. In only 15 years, considerable progress has been made in the improvement of polymer properties, not only in electron mobility, but also in light-emissive power. Figure 10 indicates the rate of improvement. The power efficiency of polymer LEDs has already surpassed the level of that of the light bulb. The development efforts are now focused on achieving a similar efficiency and lifetime as those of the fluorescent tube. These achievements now push polymer electronics toward existing markets for displays, lighting, ID-tags and smart cards. In these markets, polymer electronics becomes more and more competitive in terms of performance (instead of cost) as it brings added value through weight reduction, flexibility, low power consumption and a short product development cycle in the future.

**No More Moore Scenario**

Despite its progress in performance over the past years, it is unrealistic to assume that the performance of polymer electronics can or will be further developed in a Moore’s law scenario. Not only the material itself is a limiting factor (for example, the theoretical limit for P/OLED is 200-500 lm/W), but also the back-lag in performance compared to silicon technology makes it unrealistic to think that polymer electronics will become a serious competitor in existing semiconductor applications. The future playing field for polymer electronics will be in those areas where it can outperform other technologies based on its specific strengths. The top ranking list in future market volumes (expectations up to US 50 billion dollars in 2015) is assumed to be:
- displays;
- lighting;
- memory, RFID, integrated devices (smart cards);
- solar, thin film batteries;
- sensors.

**Scenario based on large-area and flexibility: display and lighting markets in the lead**

The recent history of the technological and market successes of the flat panel displays shows that existing markets (i.e. the CRT tube) can be successfully conquered, provided that consumers are offered added value in terms of quality, performance, price, dimensions or other sorts of advantages. There are two major existing markets that are attractive for polymer electronics:

- the display market where polymer electronics can offer jumbo-sized displays and/or flexibility and roll-up displays (outperforming LCD and plasma);
- the lighting market where polymer electronics can offer conformal, large-area, lightweight and low-power lighting (outperforming light bulbs and fluorescent tubes).

Non-flexible polymer LED displays were introduced in niche markets already some years ago, but were not able to successfully compete with standard LCD displays to a significant extent. The future of polymer LED therefore seems to lie in products that offer a radically different value proposition, such as products using flexible foils as a substrate. Another major breakthrough is expected to be in large-area lighting applications employing organic LEDs that will most probably appear first in flat non-flexible forms (e.g. backlights, LCD displays, signage), to be followed by large-area lighting in flexible foils. Both markets are attractive as to volume, and it is not surprising that large multinationals (electronics, lighting and chemicals) started to direct their attention to the opportunities emerging in these market sectors. More recently, large multinationals often leave product development and market introduction of such products to start-up and spin-out companies, such as CDT, PolyIC, Polymer Vision, LiquaVista.

These large market perspectives are important, because they will stimulate the necessary technological developments that are still needed, especially with respect to electrical performance, durability and life span. In the slipstream of the progress gained there, other applications can be more easily achieved and developed. Based on the market pull, it is expected that the following areas will be developed for polymer electronics in order of time.
Display, signage and light-emitting applications

Displays, signage and many lighting applications (see figure 11) typically demand large-area devices and are therefore the dominant and leading target areas in the development of large-area polymer electronics. After the introduction of OLED materials enabling flexible and roll-up displays and applications such as e-paper, the introduction of PLED materials has drastically changed the processing technology to a ‘large-area, cheap and low-entry costs’ printing technology with a potentially high impact on the future industrial value chain. The combination of PLED and printing is therefore regarded as the major disruptive step in polymer electronics. This disruptive (combination) technology will not only impact the display industry in the near future, but also many new applications can be expected in the field of large-area (and/or flexible) lighting and signage. The progress in the emissive power of organic LED materials over the past years has put these systems in the same emissive range as traditional light sources. The main issues to overcome in the near future are the aspects of their stability and life span, as well as the ability to tune colours, especially in the white spectral range. It is to be expected that within the next 10 years these issues can be resolved and that thin-film emissive foils will enter the market for various applications. The disruptive aspects of these thin-film large-area lighting and signage foils are:

- flexible lighting/signage foils, adaptive or conformal to products;
- lightweight, wearable;
- low-power consumption (e.g. backlights for LCD displays);
- excellent integration with other polymer electronic functionalities, such as self-signalling sensor tags;
- and last but not least: Lighting that can be printed.

Figure 11
Capabilities and linkages in the Abernathy and Clark diagram for display, signage and light-emitting applications.
The final point is probably the most important: The comparatively low-investment level in printing technology will lower the barrier to entry for new entrants in the lighting market (see figure 11).

**Tags, sensors and logic**

In particular the labelling and packaging industries are looking for sensing capabilities (see figure 14) in order to signal the condition and safety of packed goods. Many sensing capabilities of electronic polymers have already been proven (optical, chemical, rf). Such applications are expected to first enter the market as niche products. In the same field, tracking and tracing of goods with RFID-tags is a very hot topic. The market for this technology is expected to grow much more rapidly than the market for sensing tags thanks to the anticipated costs savings in logistics. For tracking and tracing, polymer electronics has to compete with Si-RFID technology. For Si-RFID, the production of an integrated device with cheap but very tiny silicon chips is becoming a major cost factor. This is where polymer electronics can offer an alternative as it provides excellent integration capabilities due to its printing technology: Both the RFID chip and the antenna can be printed and integrated in a foil or label during a roll-to-roll printing process. Up to now, the limiting factor in polymer electronics-based RFID devices has been the electronic speed. At present, the state-of-the-art polymer RFID technology is capable of producing 13.54 MHz chips at the most. PolyIC has announced to introduce their printed polymer 13.54 Mhz RFID tag ‘polyID’ in the course of 2007.
Because of the excellent integration capabilities, expansion of the RFID functionality with sensing and memory capabilities are most likely to be future features for polymeric tags. It will open up markets for RFIDs (identification, tracking and tracing) with sensing capabilities to monitor products during their lifetime (temperature history, moisture, bacteria content etc.).

**Thin-film power**

An advantage of polymer electronics is that the powering can also be produced by polymer electronic solutions, such as thin-film polymer batteries and/or thin film polymer solar cells (see figure 14). These solutions can be integrated into polymer electronic devices in a relatively simple way due to the similar production technology involved. At the moment, both the thin-film
flexible batteries and the polymer solar cells are considered as niche products, but their impact will grow when the need for technology integration increases, e.g. in thin-film polymer devices that require an on-board power source.

**Integrated devices**

It is expected that the future success of large-area electronics will very much depend on its capabilities to integrate more than one function in a foil at an acceptable cost level. Examples are found in the field of self-signalling sensor tags (sensing + logic + signage + power) and devices, such as smart cards (logic + memory + display + power). Like More than Moore, function integration will be the key for large-area electronics. It will require further technology development in the fields of high-speed/large-area patterning, smart lamination, interconnects and encapsulation/barrier films in polymer electronic foil systems.

As printing technology minimizes the need for intermediate bonding and handling steps, polymer electronics offers excellent integration capabilities.
Potentially, all electronic functionalities, such as logic, display, sensing, power and memory, can be printed on a foil. Integration in one production system, however, seems only feasible for very high-volume consumer applications. And it still requires a great deal of material development in terms of barrier coatings, encapsulation, smart lamination, interconnecting foils and stability aspects.

Some examples of concept studies in this field are:
– a clinical thermometer in plaster form with display and power supply based on polymer electronics (concept Holst Centre, see Figure 16);
– a smart card with display function (concept Avesodisplay).

Depending on the complexity of data handling and the processing power needed, combinations with silicon chips are also a possibility, leading to hybrid organic-silicon devices.

**Conclusions**

For ambient intelligence properly adapted input and output devices will be needed. Because displays are the main way to present information-rich content to the user, displays are needed that are flexible, not only physically (being bendable, rollable), but also as to production (customisable or small-volume production by printing processes) and use (for multiple applications). An example might be a rollable display with a wireless interconnection for a new type of content, such as e-newspaper displays.

Novel manufacturing techniques such as printing will enable very low-cost displays that may even be used for packaging goods. Foils can contain integrated systems with embedded electronics, sensors, powerpacks and signal/display functionalities to meet the consumers’ needs. This may also enable ‘living’ packages with small video sequences or packages with sensor tags that can autonomously signal condition, history and identification.

The specific product and technology developments will follow different routes, as is indicated in the Abernathy and Clarke diagrams in the Figures 11 and 14:
– Anticipated opportunities in high-volume markets accelerate the development of electronic printing technology. Printing technology, developed for large-area flexible displays, can be used to produce flexible signage and lighting applications at a later stage. Furthermore, printing technology is considered to be a promising option for the manufacturing of low-cost RFID tags.
– Niche markets emerge for newly created functionalities:
  – labelling industries looking for added value products are expected to be interested in sensor foils;
  – the increasing demand for lightweight, thin-film power for portable systems is expected to stimulate demand of battery and solar power foils.

With low-cost printing technology, a high level of customisation can be obtained; the possibilities for applications are almost endless. The best way to exploit this technology is therefore in an open innovation setting where end-users, distributors, OEM-ers, material suppliers, equipment makers together with researchers contribute their joined creativity and technological skills.

The future success of polymer electronics will depend on the ability to integrate functions in one autonomous system, similar to the situation for 3D microelectronics (see chapter Van Hoof ‘More than Moore and Heterogeneous Integration’). The future of polymer electronics will most likely lie in a ‘system in a foil’, instead of in a ‘system in a package’ (SiP).
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**ARCHITECTURAL INNOVATIONS IN PERSPECTIVE**

*Kees Eijkel¹, Erik Knol², Steven T. Walsh³*

**INTRODUCTION**

Departing from the discussion in earlier chapters of innovation from within the existing value chain of the semiconductor industry (see chapter Raaijmakers ‘Innovation within the Nanoelectronics Value Chain’) this chapter discusses examples of innovations in nanoelectronics that initially do not link-up with an existing value chain. All the examples discussed in this chapter combine the introduction of technological novelty with the creation of new networks of linkages. On the one hand novel technologies are introduced that radically depart from existing technological capability and skill sets. On the other hand, the formation of a new network of linkages is needed to create a new value chain providing market access. As such, the examples provide insight into the dynamics of architectural innovation, an innovative setting that corresponds to the upper right quadrant of the Abernathy and Clark framework [Abernathy and Clark, 1985].

---

¹ University of Twente, Mesa +, Enschede, the Netherlands.
² Qeam, Leiden, the Netherlands.
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One goal of this chapter is to create a greater awareness of the relevance of innovation in this context, despite the high level of uncertainty associated with such ventures. In the examples discussed, there are no clearly defined technological capabilities and no established rules for the competitive game like those in the existing microelectronics value chain. Therefore, specific strategies for product development, manufacturing and commercialisation have to be developed and have to be continuously redefined to adapt to changing circumstances. As a result, there is a large variety of innovation pathways shaped by the actors involved and by the specific characteristics of the selection environment — in particular the linkages that can be build with business partners and customers in due course. Although the unpredictability of innovation in this context implies a high level of risk and volatility, the promise of future returns justifies the necessary investments and motivates entrepreneurs to take up the associated challenges.

As this study underscores, the dynamics of technological convergence, but also technological branching, is a source of new technological options opening up opportunities for revolutionary and radical innovation. In this chapter, MST (Micro Systems Technology) was selected as an exemplary technology with relevance in the nanoelectronics field to illustrate this dynamics of technological change and innovation associated with convergence and branching. The focus on MST makes it possible to illustrate the wide variety in value creation activities, innovation pathways and emerging value chain structures that emerge as a reflection of the introduction of a limited but shared set of technological capabilities. The five examples that constitute the core of this chapter take the perspective of entrepreneurial firms developing novel MST technologies for applications outside the existing value chain through a combination of technological capabilities inside and outside of semiconductor and MST manufacturing. Despite the differences between the examples, a discussion of the examples allows for the identification of some factors that are essential to successfully innovate in an architectural setting. These factors are then used to formulate recommendations for business and policy actors interested in architectural innovation in nanoelectronics.

**MST: a factor in the electronic devices industry**

Manufacturers of MST based devices employ semiconductor microfabrication technologies to take advantage of the mechanical properties of silicon rather than (or in addition to) its electrical properties. Examples of MEMS based devices are for instance DNA-chips (e.g. Affymetrix), electrostatic sensors (e.g. Analog Devices), inkjet heads (e.g. HP and Canon), hard disk heads (e.g.
Seagate) and microsieve-based inhalers (e.g. Medspray). Since MST devices were first introduced in the 1980s, the field has basically evolved disjunctive from the semiconductor sector, and MST were not considered a key element for the semiconductor industry. Nevertheless, there was a mutual influence and value exchange, for example through equipment manufacturers such as STS or ASMI that were active in both fields.

Since its conception, companies operating in the microsystems field have faced the challenge how to expand and speed-up business development in a very fragmented industry and without a significant level of product standardisation (through, for instance, a dominant design or unit cell). The current dynamics in the MST field can be characterised by the following statement: Every product requires its own unique technology platform, package technique and testing procedure [Eijkel et al., 2005]. Although some application-specific dominant technology-product paradigms have become established, there is no industry-wide standard for packaging designs as yet, as opposed to, for instance, the situation in CMOS electronics. This has to do with the fact that the functionality of a MST device is generally based on specific hardware settings (e.g. constructions and materials) and a specific interaction with its environment, whereas functionalities in digital integrated circuits are basically ‘software-programmable’, either through circuit design or through today’s programmable device concepts, and connected with its environment through standard interfaces.

This specific character of the MST field provides an extra barrier to standardisation, large-scale infrastructure development and cross-industry learning.

New developments, as presented in previous chapters, show that lately attempts are made to integrate MST devices with electronic device technologies in one single package, using a System-in-Package (SiP) approach. After a decade of separate evolution, MST technologies are now recombined with other semiconductor technologies and thus become part of the nanoelectronic palette. One example is the HUMAN++ concept described in Van Hoof’s contribution ‘More than Moore and Heterogeneous Integration’. Figure 1 schematically depicts branching and convergence in the development of semiconductor-related technological capabilities and skills: on the one hand toward incremental innovation in the electronic devices industry that manufactures integrated circuits and on the other hand branching off toward the MST sector that emerged in the 1980s. Since a couple of years, developments in MST have started to interact with developments in CMOS IC technology through for instance the introduction of System-in-Package product designs. (The concepts of a virtuous cycle and a disruptive cycle presented in Figure 1 are further worked out in the paragraph ‘Architectural innovations and actors in the disruptive cycle’ of this chapter.)
**Examples of Architectural Innovation**

**Texas Instruments — Digital Light Processing**

Texas Instruments is a high-tech, multinational firm active in a multitude of markets with its solutions based on digital signal processing and analogue (semiconductor) technologies. Texas Instruments is an example of an industry leading firm studying new technology and applying it, not only to improve existing product-market combinations but also in order to ‘parachute’ the technology into new markets.

The Digital Light Processing (DLP) division, initially called the Digital Micromirror Device Project Division, was set up by Dr Hornbeck, now a vice president of Texas Instruments. Within Texas Instruments, the Digital Micromirror Device project occurred as a result of investigating the convergence of MST and semiconductor microfabrication technology. The resulting DLP technology uses an all-digital chip to project and display images (e.g. [Hornbeck, 1996; Texas Instrument, 2006]). This chip consists of a CMOS logical device on top of which a rectangular array of up to a million hinged, microscopic mirrors is mounted. In a DLP projection system, red, green and blue light is alternately projected onto the mirror array, with individual mirrors switching on and off in response to a video signal fed into the chip. The mirrors can switch at a rate of up to 5,000 times per second. The light they reflect is directed through a lens onto the screen creating an image.

Today, DLP technology is considered to be the single largest success story in the MST field as it was first introduced in a large range of media projection applications and more recently in display applications. These include business
projects, home cinema applications, professional video walls (for example, command and control centres used by telecommunications and utility companies), commercial entertainment applications (for instance, concerts, award ceremonies and casinos) and applications that require the ability to quickly, easily and accurately modulate light. Despite this successful outcome, the DLP division was nearly eliminated a number of times since its inception. Just like many other product offerings based on newly introduced technology, the initial product that was developed did not provide the value that had become expected by Texas Instruments. However, the second and third product generation based on this technology have fared far better, although the innovation journey for these products also knew some bumps.

This technology was a novelty, not only for Texas Instruments but also for the existing projection and display businesses. As the DLP system substitutes traditional display and projection technologies, Texas Instruments had to compete directly with firms in this sector. For them the DLP system formed a radical departure from their traditional product concepts. In addition, the technological capabilities required to produce a DLP system bear no resemblance to those required for the manufacturing of traditional projection or display systems. The radically novel character of the new product concept was a source of problems but it also gave Texas Instruments the time it needed to probe the market and learn about customer needs, while their competitors were stuck in the ‘old’ technology-product paradigm. While Texas Instruments focussed on the development of their DLP system, their competitors’ response was to accelerate the learning in their traditional technology lifecycles. But as Texas Instruments found out, a product driven by a radical technology may not enjoy instant commercial success, even if it performs much better, is more reliable and is much cheaper than existing products. The company faced problems when trying to engage designers of projection and display systems in design activities. Further, Texas Instruments had to overcome production problems resulting in considerable cost overruns (some say billions of dollars) that were needed to overcome manufacturing problems. But through perseverance the DLP division developed into a more than $1 billion business.

The DLP device can be seen as an architectural innovation [Abernathy and Clark, 1985]: A combination of new and existing knowledge of display systems, MST and semiconductor technologies enabled the development of a complete new device that allowed Texas Instruments to enter a completely new market. To be successful, existing value chain structures had to be severely challenged. Traditionally, the cinema (projector) business has been based on analogue content and equipment. In this fragmented business, the introduction of
digital content and digital equipment was extremely important for the success of DLP systems. Further, the continued financial and strategic backing that Texas Instruments has provided at the highest level to the DLP initiative has been essential for the fledgling division to learn and to cross the chasm (see the paragraph 'Architectural innovations and actors in the disruptive cycle'). Mr Hornbeck’s vision and drive to overcome internal barriers within Texas Instruments has allowed those resources to continue. It is exceptional that a large firm like Texas Instruments initiates large scale investments for architectural innovation developments. But the initiative has survived the disruptive cycle (see the paragraph ‘Architectural innovations and actors in the disruptive cycle’) and DLP systems became firmly established in its markets and can now be considered a mature technology. The entrepreneurial activities in new technology and market areas and the perseverance on a multitude of aspects have resulted in a successful DLP division.

**i-STAT — Microfabricated biosensor chips**

The company i-STAT Corporation — founded in the early 1980s — develops biosensor chip technologies in order to create point-of-care-diagnostics systems. These biosensors are used in light-weight, handheld bedside readers and a variety of single-use, disposable cartridges. With the micromachined sensors these systems can measure the level of care-critical blood parameters (e.g. sodium, potassium, chloride ions, glucose) in very small (60 μl) blood samples and produce results in about two minutes (instead of a day or more when samples are sent to a laboratory). The concept revolutionises the value chain of health care diagnostics and treatment. A variety of cartridges is available for the measurement of dozens of blood parameters. i-STAT, the first company to make biosensors using semiconductor wafer technology, now annually produces and ships tens of millions of these biosensor devices.

i-STAT entered into a strategic alliance with Abbott Laboratories for point-of-care testing in 1998. The agreement included marketing and distribution agreements and a stock purchase agreement, along with research and development and license agreements for certain new diagnostic products. Abbott Laboratories is a more than a century old pharmaceutical, nutriceutical and diagnostics company with worldwide sales of more than $ 22 billion and earnings of $ 3.4 billion in 2005. Abott Laboratories’ acquisition-based growth made it today’s leader in point-of-care diagnostics with an outstanding market channel in the medical field. Through this deal i-STAT got the market access to expand its business at a low risk. But in 2002, the company announced its intention to end its deal with Abbott Laboratories. I-STAT was to pay tens of millions of dollars as a termination fee and return payment. The initial investments of Abbott Laboratories in i-STAT did not continue.
Then, in 2003, Abbott Laboratories [Abbott Laboratories, 2003] agreed to acquire the shares of i-STAT it did not already own for a net transaction value of approximately $392 million. Yet — as shown above — just a little while earlier Abbott Laboratories disinvested in i-STAT. Abbott Laboratories, which had had internal discussions regarding the utility of point-of-use care, now stated that i-STAT “.. provides an excellent fit with our long-term strategy of expanding our capabilities in diagnostics while targeting medical needs at the point of patient care.” Contrary to its earlier intention, the chairman of the Board of i-STAT said: “Abbott is the ideal fit for i-STAT. Our leading technology complements Abbott’s broad capabilities in the worldwide diagnostics market.”

For a firm like Abbott — strongly linked to the virtuous cycle (see paragraph ‘Architectural innovations and actors in the disruptive cycle’) — it is hard to fully oversee the potentials, implications and cannibalising effects of acquiring innovative small firms that offer architectural innovations and therefore operate in a disruptive innovation cycle. Whether to invest or disinvest in such firms is a question that has to be continuously re-evaluated by the incumbent. In the end, Abbott Laboratories strategically decided to let the i-STAT concept, together with other (to be) acquired concepts, be part of Abbott’s expanding product and services portfolio. In terms of the framework of Abernathy and Clark [Abernathy and Clark, 1985], i-STAT created an architectural innovation that in due time evolved into a niche innovation and even a next generation regular innovation as its biosensor-based point-of-care-diagnostics systems were successfully adopted in the market. The implications of its system for health care diagnostics have been fundamental.

The case further shows that partnering offers good possibilities for a small company to move through the above-mentioned innovation path from architectural to niche to regular innovation. Such a partner can provide the capital necessary for investment in research and development, marketing support and, above all, a distribution channel. Nevertheless, investing partners such as Abbott Laboratories also continuously evaluate their strategic agendas. Innovative concepts such as the i-STAT system make them aware they need to balance interests over the years: to monitor and support high-tech entrepreneurial companies that develop interesting architectural innovations or to expand their existing products and service portfolio via the acquisition of those companies with the risk of losing entrepreneurial mindsets in these organisations.

**Micronit Microfluidics – Glass chip technology**
The Dutch technology platform company Micronit Microfluidics designs, simulates, prototypes, develops and manufactures custom-made glass and silicon
Figure 2

Microfluidic chips for detection purposes (contact-based, contact-less conductivity, amperometric detection) and laboratory purposes (mixing, reaction, heating or electrophoresis analysis) [MicroNews, 2004], Figure 2). Applications for its chips and microfluidics systems include capillary electrophoresis, blood analysis, DNA analysis, micropipettes for clamping DNA molecules and micro-needles for painless blood collection and drug delivery [Micronit Microfluidics, 2006; MicroNews, 2004]. Microfluidics is a multidisciplinary science and technology domain that studies and applies the behaviour of fluids at microscale and mesoscale, combining physics, chemistry, engineering and biotechnology. The results of Microfluidics are used in the development of a broad variety of devices and systems, such as DNA microarray technology, lab-on-a-chip technologies, pneumatic microvalves, chemical microreactors, microdispersers, printheads and microthermal and micropropulsion concepts.

The privately held company was founded in 2001 by a team of young entrepreneurs. Today, it employs 20 persons in R&D, production and marketing & sales (April 1, 2006). The company’s production capabilities were recently upcaled. Over the years, it has operated in close cooperation with the MESA+ research institute of the University of Twente (research on materials, micromaching, microelectronics, microsystems and nanosystems) and technology and business partners. This cooperation has a complementary character as to research, technology and business. Micronit Microfluidics utilises several micromachining-related technologies, such as micropowder blasting, metal sputtering, advanced etching techniques (hydrofluoric acid etching, heated potassium hydroxide etching and deep reactive ion etching), electrodes
integration and substrate bonding. Due to its being embedded in research and business networks, both locally and internationally, Micronit Microfluidics appears to be able to attract and develop relevant knowledge and competencies so as to upgrade its technology platform portfolio and to expand its business and revenue positions.

Knowledge and technologies, appropriate connections with partners and, above all, an entrepreneurial mindset of a small company have created abilities to revolutionise cost-effective and flexible detection and laboratory functionalities in life sciences, pharmaceutical and chemical industries. It might be interesting to see in what way Micronit Microfluidics will be able to expand strategic partnerships in order to stimulate its worldwide positions in existing and new value chains so as to create market access for its microfluidics and lab-on-a-chip functionalities.

Micronit Microfluidics combines semiconductor and micromachining technologies to manufacture customised glass microfluidic chips and lab-on-a-chip devices that are used in various non-electronic industries. At the moment, and in connection with the Abernathy and Clark framework [Abernathy and Clark, 1985], niche and architectural innovation movements can be observed: A combination of new and existing MST knowledge and technologies enables the development of technology-product platforms that address specific niche segments in fields that are not addressed by the electronic devices business. Similar innovation settings are applicable to the microarrays of Affymetrix based on semiconductor manufacturing techniques and glass chip technology, Medspray’s aerosol technology for drug delivery based on microlithography processes and microsieve technology and Ford’s micromachined silicon fuel injector nozzle with highly uniform and rectangular orifices. In the future, as microfluidics technologies addressing specific industry segments become more mature, the innovation dynamics can be expected to become of a more regular nature. Unless, of course, new (radical) technologies, competencies, actor linkages and entrepreneurial ambitions activate or reactivate niche and architectural innovation movements.

This example shows that technologies commonly used in or connected with the semiconductor industry make radical technology and innovation developments possible in other industries. Micronit Microfluidics operates in a very entrepreneurial way. It pushes its new technology to newly emerging market segments in a process of architectural innovation, at the same time attempting to make it part of a more regular innovation setting.
Zyvex — From microassembly technology to molecularly precise manufacturing

Zyvex Corporation is an ambitious high-tech small firm operating in the US. It was founded by Mr James Von Ehr II in 1997 and employs more than 60 persons (April 1, 2006). Its vision is to become the worldwide leading supplier of tools, products and services that make adaptable, affordable and molecularly precise manufacturing possible. Parallels can be seen with Ford Motor Company in its early days: Not being the inventor of technology but rather the innovator that has a vision of the future of an industry [Walsh, 2004a; Thukral et al., 2006]. This could be linked to an architectural innovation vision potentially becoming a regular innovation setting [Abernathy and Clark, 1985]. In connection with its vision, the high-tech company focuses on a rapid transformation of its scientific breakthroughs into commercial applications and licensing opportunities in the fields of materials, tools, and structures. It sees relevant markets in aerospace, defence, health care, medical applications, the semiconductor industry and in telecommunications. The company and its key employees are embedded in a variety of academic, business and governmental policy networks. Zyvex has utilised government research funding through US agencies, such as NIST-ATP (National Institute of Standards and Technology — Advanced Technology Program).

The stated ambition of Zyvex Corporation provides the organisation with a strong long-term orientation, reflected in a drive to build up a strategic portfolio of breakthrough competencies. In this approach, the company tries to profit from its developing competencies while concurrently focusing on its long-term objectives. The financing structure of the company makes this combination of short-term and long-term positioning possible: So-called ‘patient money’ is provided by individuals that are closely involved with the firm. This differs from a financing structure based on traditional venture capital, where strong revenue results are expected to be attainable by the rapid introduction of new product-market combinations.

Although the competencies required to support Zyvex’ ambition of molecularly precise manufacturing are still under development, concrete products were already commercially introduced. The company has developed products in the fields of microassembly (e.g. MEMS (micro-electro-mechanical systems) grippers, automated microassembly concepts), nanomanipulation (such as nanomanipulators for studying and testing nanostructured materials and probe advanced semiconductor chips) and nanomaterials (for instance, the functionalisation and processing of nanotubes). The company is able to build component-based three-dimensional structures and devices (Figure 3). By using proprietary MEMS and NEMS (nano-electro-mechanical systems)
libraries of end-effectors, handles, connectors and sockets, Zyvex routinely achieves high positional accuracies for a large number of components in automated processes. The technology is suitable for applications such as high-precision alignment, high-precision automated mechanical assembly and other industrial applications, where high-precision assembly is desirable (see e.g. [Tsui et al., 2004; Sarkar, 2005]). One of the opportunities pursued by Zyvex is the development and commercialisation of tools specifically aimed at the bio-, medical and pharmaceutical industry.

Zyvex Corporation needs to continuously learn about the value of its competencies in order to be better able to position its technologies and solutions in the market. Therefore, the firm wants to provide solutions for actual customer needs from the beginning. The formation of partnerships is one way to build this understanding. Zyvex thoroughly reviews its partnership opportunities and rejects nearly 90% of these as not having a strategic alignment and corporate stretch [Walsh, 2004a]. The company differentiates potential partners in sectors, such as knowledge and technology intermediaries and suppliers like Johns Hopkins, equipment manufacturers such as Becton Dickinson, market channel giants, such as Johnson, and Johnson and others [Walsh, 2004a]. The company is also tentatively negotiating with large health care providers.

Zyvex Corporation is a long-term vision-driven innovator combining long-term platform and product development with short-term commercialisation aspirations. It is one of the very few true nanotechnology firms that are actually able to sell nanotechnology based products and to build strategic partnerships.
with partners that move in tandem with their own strategic intent. Zyvex actually commercialises enabling technologies that have the potential to become disruptive.

The question is how Zyvex Corporation will be able to simultaneously invest in and focus on exploration — needed to build its long-term oriented portfolio of competencies — and exploitation — keeping track of short-term customer needs, to learn, to adapt and to generate cash flow. With respect to the framework of Abernathy and Clark [Abernathy and Clark, 1985], Zyvex intends to develop and introduce architectural innovations. On the other hand the company needs to build partnerships in order to create access to markets and in an attempt to shift existing customer needs, oriented at the products produced in a regular innovation context — toward the more radical innovations they intend to develop themselves. In this setting it is imaginable that an IPO (initial public offering) affects the short-term/long-term balancing activities of Zyvex Corporation.

The example of Zyvex illustrates that the ambitious focus on molecularly precise manufacturing gives Zyvex Corporation, as a high-tech small firm with appropriate financial and partnering positions, interesting possibilities to potentially revolutionise industries.

**Elecsci — Embedded electron charge technology**

The start-up Elecsci Corporation — founded in the US in 2004 — develops a platform technology of engineered electronic materials that ‘harnesses’ energy from the surrounding environment due to principles of embedded electron charges (EEC; trapped electronics) in materials [Elecsci Corporation, 2005]. EEC is a phenomenon where electrons become permanently trapped at the interface of certain layered insulator materials, resulting in a relatively permanent charge. Research performed at the Rochester Institute of Technology has provided the scientific and technological fundamentals for the start-up initiative. Its technology platform is based on standard CMOS manufacturing processes, which makes an integration of the material into silicon devices and low-cost, high-volume manufacturing possible. At the moment of writing, the Elecsci Corporation has an intellectual property portfolio of 9 issued patents and dozens of patent applications.

The company foresees devices in ‘design families’ related to stand-alone EEC applications, energy harvesters, sensors, actuators, RF MEMS and levitators (Figure 4). Its first applications will be energy harvesters and self-powered sensors for which there is a wealth of opportunities in multiple vertical markets, (for instance automotive, medical, consumer electronics and defence). Not only has this technology platform the opportunity to substitute technolo-
gies in existing products (such as accelerometers, microphones, bearings), but it can also be used in completely new applications, such as heel strike power generators or wall-hanging concepts based on electrostatic bonding. Apart from these innovative applications of EEC technology, the potential of Elecsci’s technology is based on the compatibility with CMOS manufacturing.

Elecsci expects that through this combination the technology could ignite new markets and bring about revolutions in a variety of existing markets. The disruptive cycle (see the paragraph ‘Architectural innovations and actors in the disruptive cycle’) can be recognised here. But the new and ambitious company has to work on finding ways to create and penetrate these potential markets for their ‘energy, sensor and bonding concepts’. The creation of business alliances with existing companies that are already active in the targeted markets may be a way to create customer awareness and to identify early adopters of the technology. With regard to the innovation framework of [Abernathy and Clark, 1985], it could be interesting to see how Elecsci Corporation is going to position itself in existing value chains and business networks in order to make the step toward a more regular innovation setting (for example in the market for self-powered tire-pressure sensors for the automotive industry or micro-pressure transducers for hearing aids). The start-up company with a radical technology portfolio that is now apparently focussed on innovation in a disruptive cycle could then become a platform provider that operates in the setting of a virtuous cycle. However, this orientation toward short-term revenue generation could then be used to further invest in product-market propositions with a more radical character (for instance man-powered energy
harvesters that can be integrated in shoes or bio-implantable energy harvesters for neural stimulators or cardiac pacemakers). Referring to the framework of Abernathy and Clark [Abernathy and Clark, 1985], this shows a tendency toward architectural innovation positions by serving or even co-building new value chains.

**ARCHITECTURAL INNOVATIONS AND ACTORS IN THE DISRUPTIVE CYCLE**

This paragraph will highlight architectural innovation activities seen from the perspective of the so-called disruptive cycle. Technology development follows an S-curve. Product adoption based on novel MST or semiconductor technology heavily relies on the ‘lead user’ [Von Hippel, 1986] and ‘crossing the chasm’ concepts [Moore, 1991]. In the initial phase of technology development, early adopters will utilise a nearly completed solution while a direct benefit offsets reliability issues and any difficulty of use. In the next phase the product will be developed in order to cross the chasm and meet the needs of early majority users. In this phase, it becomes clear whether or not the new technology-product paradigm has ‘traction’. When the technology is ultimately accepted by the late majority and sceptics, it has made existing technologies obsolete. It slowly proves its full potential and becomes the new sustaining technology. The struggle for architectural innovations in the electronic devices industry to become mainstream by ‘climbing’ the S-curve is related to the above-mentioned process. Companies developing new, enabling technologies — for example i-STAT or Elecsci Corporation — transform or embed their new technologies in existing and emerging value chains so as to make the transition to a regular innovation regime. Strategic collaboration with partners within this emerging value chain is essential.

As stated earlier, architectural innovations located in the upper right quadrant in the framework of [Abernathy and Clark, 1985] represent a double challenge: implementing radically new technologies and operating in environments where new linkages have to be set up. There is another useful model that can be used to conceptualise the differences in innovation setting of various enabling technologies. This model distinguishes between the so-called disruptive innovation cycle and the virtuous innovation cycle [Walsh and Kirchhoff, 2002; Walsh et al., 2004c], (see Figures 1 and 5). Architectural innovations can largely be related to the disruptive cycle.

Worldwide, thousands of high-tech small firms currently develop radical micro-technology and nanotechnology concepts with potential benefits directed at unmet customer needs. In this cycle, the key activities are creating and pick-
ing-up radical, enabling technologies, pushing them forward together with partners and through alliances, creating new cash flow, generating product-market combinations and stimulating their business positions. It appears that organisations with entrepreneurial drive and less organisational inertia are generally the most effective in crossing the chasm as they can operate in both newly created and existing value chains. See, for example, the cases of Zyvex and Micronit Microfluidics. This process is driven by high-tech entrepreneurship and intrapreneurship (e.g. [Kassicieh et al., 2002]). These forms of entrepreneurship are mostly related to small firms and start-ups, although the case of the DLP device shows that a vision-based entrepreneurial mindset can also be successful from within a multinational company, such as Texas Instruments. However, organisations that are already active in the virtuous cycle deal and work with sustaining technologies tend to focus on cost reduction through economies-of-scale and to listen to the needs of their existing customers. They therefore generally learn incrementally with regard to product design and manufacturing process design [Walsh and Kirchhoff, 2002; Walsh et al., 2004c] (see Figures 1 and 5). In the semiconductor sector, companies active in the virtuous cycle focus on the development of standard-based electronic devices, incorporating new — but not too radical — technologies that are suitable for high-volume production.

The process of pushing forward semiconductor or MST technologies with yet unknown business implications by actors typically linked to a disruptive cycle can be characterised as ‘playing soccer in the fog’ even without knowing whether there is a soccer goal. The challenge is to instantly pick up and interpret signals and operate entrepreneurially in order to understand and develop the shape and position of the innovation playing field (see also Linton and Walsh, 2004). Roadmaps and scenarios play a role in this process (e.g. [Walsh, 2004b; Knol, 2004]). Examples are NEXUS roadmaps and MANCEF roadmaps.

In such a disruptive cycle, actors can be identified with different roles and characteristics. The public knowledge institutes, such as universities, not only generate knowledge but also mediate between actors via transfer activities and commercialisation and spin-off programs. The cases Micronit Fluidics and Elecsci Corporation have shown how the involvement of academic research institutes can support technology and platform developments in small high-tech firms. Spin-offs operate as learning entities to generate added value with new knowledge and technologies. An ecosystem of companies and knowledge institutes can provide the entrepreneurial teams that lead spin-offs and start-ups with the proper interactions needed to co-develop and commercialise innovations.

The companies discussed in our case studies have different technology devel-
Aspects related to the virtuous cycle and to the disruptive cycle.

Development and innovation characteristics. In general, various types of companies can be distinguished. We will briefly summarise them. One type of company is the so-called innovator with platform and product development and commercialisation aspirations. Companies, such as C2V, Lionix and Zyvex are examples of this category. Another type of company is the product company aiming at a few specific product-market combinations; examples are Gemidis, Affymetrix, i-STAT, Medspray, Microflown, Nantero and SiTime. The technology platform company attempts to broaden its range of product-market combinations using the same technology base in an attempt to serve multiple market segments. Micronit Microfluidics and Elecsci Corporation are examples of this category. A type of company with a more service-oriented character is the foundry. It operates as a third party company to allow the development and production of specific (MST) devices, components or systems. Colibrys, Micralyne, HL Planar and HT Micro fit into this category. With regard to this typification, large firms such as Texas Instruments and Philips generally play multiple roles. Finally, a category for ‘other types of companies’ consists of facilitating companies, for example software specialists, business and technology consultants, IP and legal services, investment firms, etc. A disappearing type of company in the MST business is the engineering service provider focusing on concept developments for third parties. At the early stages of the MST industry, such service providers had some commercial success, but as the industry matured the added value of these companies evaporated because the by then established technology and product companies and foundries did not need this type of service anymore.


**Discussion and final remarks**

This chapter discusses examples of MST based developments to illustrate the dynamics of technological convergence and architectural innovation in the More than Moore domain. The MST field was chosen because, years after branching off from mainstream electronics, developments in the MST field recently started to converge with other fields in the More than Moore domain. The chapter describes examples of specific innovations that are based on MST technologies and require both the development of new technological capabilities and the creation of a network of linkages to assure access to markets. In terms of the Abernathy & Clark framework, all these innovations started out in an architectural innovation setting. The examples thereby illustrate how promising innovation opportunities also exist outside existing value chains. For such innovative ideas to be successfully realised, an other mindset and environment are required than in an existing value chain. The next sections will discuss the lessons learned from these examples, in terms of the management of the innovating company, its ecosystem and the role of policy makers in shaping this ecosystem.

**Implications for the company’s management**

**Architectural innovations on the move**

Successful architectural innovations (upper right quadrant) will evolve toward regular innovation setting (lower left quadrant) over time in order to fully realise their promise of value creation and growth. Successful architectural innovations, often based on several complementary developments, then often ‘creatively destroy’ existing technologies, competencies and value chains (for example, Micronit Microfluidics and i-STAT’s point-of-care-diagnostics). Alternatively, an architectural innovation could also be transformed and absorbed by existing value chains (for example, Elecsci Corporation’s self-powered sensors for the automotive industry). Between these different evolution paths, the potential for value creation and growth of the architectural innovation will differ. The challenge for the entrepreneurial team is to find ways to ‘cross the chasm’ between early adopters and the early majority in a way that combines continuity (acquire capital, activate multiple-market strategies, serve launching customers, pick-up market feedback, generate early revenues) with a strong long-term vision of a clear radical value proposition in a nascent value chain. Long-term vision and perseverance are essential ingredients for such investments that require a combination of exploitative and explorative mindsets and activities [March, 1991] (for instance, the cases of Zyvex and Texas Instruments show an exceptional long-term vision and perseverance). Small, result-driven innovation steps in line with a long-term vision
are essential for the entrepreneurial team to successfully realise the potential of an innovation idea, meeting the needs of internal and external stakeholders (such as investors, partners, customers and governmental policy makers).

**Strategies to exploit architectural innovations**

Companies addressing architectural innovations can use several (complementary) strategies.

– First of all, the business case may need a relatively large space to evolve in order to adapt to changing circumstances and new findings. Especially for radical propositions, uncertainties are high and therefore the priority of various potential technology-product combinations may considerably shift throughout the process. A technology platform may be helpful to provide this flexibility: It enables the team to develop the technological skills needed, while keeping options open toward various applications promises (e.g. Elecsci Corporation).

– If the company already focuses on a specific combination of one technology and one application, another strategy is needed. Because resources and information are focused, the chance of success increases. However, for a proposition with a radical character, the many uncertainties related to building the value chain could result in challenges for the business case (for example, Texas Instruments’ DLP initiative) and require an exceptionally strong long-term commitment of financers, launching customers and other key partners.

– Thirdly, building on the above-mentioned technology platform strategy, temporarily a dual strategy can be appropriate, offering services based on the key expertise of the business to support cash-flow, in combination with a clear product paradigm. Apart from providing cash flow, this can provide the team with relevant networks and market information. If such a dual strategy is combined with a clear long-term product-market focus, it can result in a strong basis for further growth.

– A fourth strategy also leans toward services: offering customers innovation on the basis of microtechnology and nanotechnology, while developing suitable platforms into separate product business units or spin-outs (e.g. Zyvex Corporation).

– A fifth strategy revolves around finding core technological skills and offering them to a customer, such as a foundry that combines production with co-development (e.g. Micronit Microfluidics).

In order to succeed in value creation, a strong vision about the value proposition and the perseverance to pursue it are both critical for a firm to stay on track when pushing its architectural innovation idea toward a regular innovation setting. Further, adequate knowledge about markets, networks and
technologies is helpful in order to develop strategies to find a way across the chasm and move the business into new phases of innovation and business generation. International networks such as MANCEF and environments such as universities can support such information needs.

**Entrepreneurial behaviour**

Architectural innovations come with a low degree of structure and predictability. In such situations, the entrepreneurial quality of the team will be a determining factor in the success of the business initiative. In particular, the ability to accept risks and a flexible attitude are necessary. With regard to risk acceptance and flexibility, teams with young people are expected to perform better because they generally have a more open attitude toward the creation of new networks and the need to change established systems. Most probably, the inertia of vested interests and personal commitments is lower in a young team (e.g. Micronit Microfluidics). For large firms, focussing on radical innovation, the key challenges are the risks associated with the introduction of a radically new technology, the limited availability of design standards and the low production volumes and turnover in the early phases of development (e.g. DLP initiative of Texas Instruments). In contrast, small firms run the risk not to pay sufficient attention to opportunities on the business side, being tempted to focus on technology push strategies [Berry and Taggart, 1998; Oakey, 2003]. Bringing in experienced leadership is a way to strengthen the young team but should be balanced in order to retain ground-breaking potential, vision and entrepreneurial behaviour with regard to the original business initiative (such as the involvement of experienced founders in the Zyvex and Elecsci Corporation initiatives).

**The company’s environment**

The success of a business initiative depends not only on the entrepreneurial factor, but is also strongly related to environmental factors, such as the geographical location and collaborations. A technology-based architectural innovation is generally created and developed by collaborating organisations: small and large companies with or without their own research and development facilities, high-tech start-ups, universities, governmental-funded research organisations and customers (see, for example, the partner management approach of Zyvex). Companies pursuing architectural innovations often link up with (public) knowledge infrastructures. Here they find bright, young people with a low risk aversion, interesting innovative ideas, an infrastructure for research and development and independence of players with vested interests in established value chains who might strangle entrepreneurial initiatives (for example Elecsci Corporation's link with the Rochester Institute of Technology, and Micronit Microfluidics’ interaction with the MESA+ Institute).
For actors in such an environment, growth management and capital require special attention, since these actors do not have the culture and lack the experience to deal with such factors.

In general, an open knowledge system and a collaborative culture can contribute to the nucleation and growth of complementary new business initiatives. Furthermore, the chance to network with players in existing and new value chains can be of great help to create access to markets (for instance, i-STAT partnering with Abbott Laboratories, and Texas Instruments’ difficulties in involving actors in the projection business). Finally, for the firms collaborating in such networks, the building of a shared vision and perseverance are essential to successfully develop and commercialise new technologies in the long run.

**Implications for Knowledge Production and Policy**

To a certain extent, governments operating at supranational, national and regional levels tend to focus on generic innovation-related policies, for example in the form of R&D programmes. However, generic policies are not fully adequate to support architectural innovation, as specific realignments of scientific and technological disciplines, changes in roles of actors and reconfigurations of networks are necessary to succeed in value creation. It is relevant that policy makers are aware of the potential economic implications of innovation in an architectural context. Policy-oriented actors should recognise the innovative output and its importance for a vital industry. Reconfigurations of existing networks can only be effectively made with shared long-term visions and objectives.

That is why policy makers have to work in concert with their academic and industrial counterparts to build such a vision and to develop specific policies to realise it. Such policies should be aimed at the creation of nurturing environments around specific public research organizations that motivate and enable organisations and entrepreneurial individuals to produce, develop and commercialise these so-called architectural innovations. So as to benefit from the opportunities of converging technologies, knowledge institutes have to actively create linkages between established scientific and technological disciplines, thereby promoting the necessary combination of various capabilities. Further, a vision-based policy should provide continuity in the development of research and development infrastructures so as to reduce risk for potential investors in the companies that make use of this infrastructure. Alternative financing models are needed that allow for an increase in the availability of capital. This requires a more market-driven approach, not only in the companies themselves, but also among the broader set of stakeholders. Finally,
governments can foster an entrepreneurial mindset through education programmes, the facilitation of cross-learning and the provision of facilities.
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The case study

Nanoelectronics is the all-pervasive hardware enabler for the physical layer of ambient intelligence. It underpins the worldwide semiconductor-based market in high-tech products and services, a steadily growing market that represents already more than 6 trillion euro today. Main objective of the case study is to provide insight into the dynamics of nanoelectronics innovation and industrialisation, and to show what paths can or must be followed today in anticipation of future requirements in this complex multi-disciplinary landscape of converging technologies.
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\item \textsuperscript{1} Philips Semiconductors, Eindhoven, the Netherlands.
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Throughout the case study, it is demonstrated that nanoelectronics is more than ‘just’ the crossing of the 100-nm line of minimum dimension in the production of advanced high-density semiconductor digital logic and memory. In the paradigm of ambient intelligence, digital logic and memory are the ‘brains’ of electronic systems. But brains alone is not enough; a fully integrated solution also needs a ‘body’ to carry the brain and execute its instructions. A quickly expanding suit of disciplines is gathering under the nanoelectronics umbrella in order to bring life to this ‘body’. Continuing in the ‘body’ metaphor, this combination of largely non-digital system functionalities can be labelled the ‘arms, legs, ears, and eyes’.

Minimum pattern size and maximum silicon wafer size drive the digital-logic part of nanoelectronics. Innovation here is complicated and costly but relatively predictable because industry has agreed on a worldwide roadmap for implementing Moore’s Law, the industry-wide economic theorem forecasting digital logic circuit complexity and cost-down to evolve exponentially at roughly the same rate.

For the non-digital-logic part of nanoelectronics, miniaturisation is governed by parameters other than minimum pattern size. More than Moore is the name given to the complex suit of technologies and functionalities addressing this challenge; SiP (System-in-Package) denotes the concept of combining these multiple functionalities in a single product outline, a concept requiring a challenging portfolio of dedicated technologies in itself.

MEMS is one example of the technologies and functionalities addressed by More than Moore, that is used extensively throughout this case study. MEMS (micro-electro-mechanical-switch) refers to a broad range of devices in More than Moore (and SiP) that provide mechanical functions next to electrical ones. Typical examples are pressure sensors, accelerometers, resonators, inkjet printers, and micromirror projectors. MEMS has been recognised recently as a major enabler for integrated intelligent products in volume markets. (Of course there are other examples of More than Moore functionalities and technologies such as fluidics, optics or bio-electronics.) A still embryonic element of nanoelectronics is LAE (large-area electronics), providing SiP-like macro-integration through functional polymers. LAE makes it possible to literally provide the ‘hands-on’ system interface for human interaction.
Industry and innovation dynamics

In the world of digital logic and memories that is governed by Moore’s Law and advanced CMOS technology, major and continuous investments have to be made by all actors along the existing value chain to keep up with the pace of innovation. For each new technology generation, the expenses go up significantly, while the market growth decelerates steadily since the mid 1990s. The result of these conflicting trends is an ongoing process of segmentation and specialisation in the industry, with only few players remaining that can provide sufficient R&D mass.

Capital requirements in More than Moore and SiP tend to be low compared to the needs of advanced CMOS; in many cases process know-how and infrastructure can be used that is inherited from past generations of digital logic manufacturing. That More than Moore and SiP are still very disruptive stems from the breakthroughs they cause in the overall system architecture, not from the underlying processing. The moderate investment level together with the opportunity it gives to shift up the value chain to capture more value from the end system explains why semiconductor component manufacturers are becoming more and more interested in these technology families. On the other hand, the low capital requirements tend to discourage interest in the equipment suppliers in the current value chain.

MEMS devices are on the market already for many years, though mostly in niche markets. Penetration into volume applications came only after the moment that the required special processing — micromachining and deep-trench etching — became available through ‘regular’ semiconductor production. This breakthrough in MEMS manufacturing occurred relatively recently and is one of the main reasons why the MEMS segment today is growing faster than the semiconductors market as a whole. The number and diversity of options and actors in MEMS is still very large, making it difficult to decide what will be the winners. Value chain consolidation is expected once the main volume applications in this segment have stabilised.

Like MEMS, LAE is a new approach for building circuits and macrosystems that promises not to require large investments in manufacturing. But LAE is hampered by the fact that its basic steps — producing functional polymer structures through printing and reel-to-reel processing — are quite unlike current semiconductor practice, even though they are considered conventional in, for example the chemical industry. Next to the issue of lacking main industry acceptance, LAE is faced with uncertainties with respect to the functional limitations of polymer electronics materials.
What all above categories have in common is a growing proliferation of options and an exploding diversity of materials, making it difficult for all actors to realise sufficient critical mass, both in know-how and in business volume. This is a major challenge, especially for the industry that produces these highly specialised materials and builds the necessary production equipment.

**Model analysis**

The Abernathy and Clarke diagram has been used to map the various areas of interest in the nanoelectronics case study. While analyzing the technology dynamics in the various fields of work, the authors have added a new element to the original diagram; they have highlighted trajectories across the diagram demonstrating the evolution of individual products, technologies and innovations over time. In the resulting ‘transilience’ maps, it is shown that lines can be drawn to connect subsequent step-wise, incremental developments from the field of ‘regular’ innovation (bottom-left in the Abernathy and Clarke diagram) reaching to any of the other quadrants, including the field of ‘architectural’ innovation (top-right).

After a series of these step-wise innovations a new status quo can be reached. In the new status quo, the technology becomes established and will form the starting point for subsequent incremental innovation. In other words, it redefines the relative positioning of the bottom-left field in the Abernathy and Clarke diagram. Technology and application roadmaps can be used to connect future shifts of the point of reference in the diagram in horizontal and vertical direction, respectively.

Each and any of the steps, taken along a trajectory as described above, can be relatively conservative, while the overall end result can be completely disruptive. Looking back in history, the successful paths are clearly visible. En route, a judgment on where to go and what to do is far more difficult, as multiple paths toward the future will be possible. An attractive and workable approach to this dilemma is the assumption of an evolutionary, ‘Darwinistic’ model. In such a model, the best path will be selected ‘naturally’ provided that sufficient options for continuation are available at the same time and place in a competitive environment.

Looking at the result of the technology mapping, it becomes evident that the present case study covers all four fields in the Abernathy and Clarke diagram. Raaijmakers starts from the ‘regular’ innovation in the existing value chain (bottom-left). Van Hoof focuses on ‘niche creation’ innovation (top-left) pro-
viding a path toward new architectures through literally building on top of existing capabilities in the ‘above-IC’ and ‘3D-integration’ approaches. Simonis shows the implications of working through ‘revolutionary’ innovation (bottom-right) to create breakthroughs with functional polymers. Eijkel et al. describe the difficulties encountered by actors starting from ‘architectural’ innovation (top-right) that will have to reconstruct a connection down to ‘regular’ innovation and industry (down-left) in order to be able to enter into volume markets, either by building linkages with an existing value chain or by (partly) creating a new one. The particular challenge for the last category of innovators is to strike the precarious balance between, on the one hand, the formation of a protected space where they can focus on the realisation of their original innovation idea and, on the other hand, the adaptation to and integration in existing value chains and networks to gain timely access to markets for their short-term survival.

**Future perspective**

A conclusion common to all areas in nanoelectronics is that proliferation of new functions and technology options will continue to be strongly driven by upstream extension throughout the semiconductor value chain, up to annexation of parts of the present realm of system integrators. By doing so, the leading semiconductor industrial actors are able to maintain growth in their overall value proposition, and compensate for the ongoing slowing down of the market for ‘traditional’ semiconductor products, such as digital logic and memories. This broadening of scope is already visible today through the more than proportional business growth in MEMS and SiP technologies.

What new products will emerge in volume from these emerging technologies is hard to predict. Ambient intelligence provides a guiding vision, but a detailed extrapolation from application roadmaps into tangible products is not straightforward and to an extent even not feasible, today. Consequently, industry is largely technology-driven, creating multiple opportunities in which the consumer eventually decides. Inevitable downside of this approach is that the relative R&D spending cannot stabilise — as would be needed in the present maturing market — but needs to go up.

The case study shows that the future evolution for the multitude of technologies emerging in the nanoelectronics playground can be judged by mapping them on the Abernathy and Clarke diagram, followed by application of an evolutionary model where the winning way forward is selected by its competitive environment. In this model, evolution is assessed through tracing possible
trajectories, both historically and anticipatory. Insight into such trajectories can help in determining what will be the consequences of planned next steps in the development of the technology but also in judging what changes are needed and feasible in the selection environment at this point and further down the road.

As technologies progress in the playing field that is represented by the Abernathy and Clarke diagram, the actors need to break existing linkages and new linkages must be created. Public action can significantly help in increasing the speed of building these new linkages in both technologies and markets. In terms of Abernathy and Clarke again, these directions in evolution represent the horizontal and vertical axes, respectively.

**Cooperating in ecosystems**

The deceleration seen in ‘traditional' semiconductor businesses will cause a decline in R&D spending by the industry involved, as they need to meet the requirements from their bankers. At the same time, it is clear that the semiconductor industry continuously needs to extend its technological capabilities in order to achieve the added functionality for upstream value chain expansion as described earlier in this chapter. The big risk for the whole sector is that the overall R&D spending may decline so fast that emerging and interesting new opportunities are not detected and matured in time. Such a scenario can apply to the bottom-right ‘revolutionary' field in the Abernathy and Clarke diagram, where the cost of innovation will be high and difficult to predict, but also to the top-left ‘niche creation' field, where investors and companies need to survive the inevitable delays until market acceptance in volume applications. In the case study, several authors highlight public support as the essential element to provide continuity in bridging these gaps.

Furthermore, many of the new technology options will be generated from start-ups and other innovative SMEs (small and medium enterprises) emerging from academic research. To bridge the inevitable gap between a good idea and true market success, such SMEs will on some point need to attach to large industry in order to get access to volume manufacturing as well as to become sufficiently visible for leading customers. One needs methods for creating this linkage that does preserve the innovative SME as a separate entity. This requires a different way of thinking about cooperation.

In order to sustain innovation at any substantial speed, cooperation across the entire value chain is essential, for small and large companies alike. Along the
way, this may lead to the emergence of new business models, including new management models for intellectual property rights (IPR) and structures for intensified cooperative research. Multiple players from industry and academia need to be brought in proximity to create the linkages that will stimulate development of new technology options. At the same time, this proximity of key actors will build the competitive environment needed to drive the competitive selection process that is the essential element in the Darwinistic innovation model. Moreover, the different financial characteristics in the More than Moore field, specifically the much lower capital intensity as compared to the More Moore field, will also lead to new business models being successful.

Realising that it is impossible to predict what products will be winners and when the associated volume markets will take off, well-organised R&D 'ecosystems' are needed that foster parallel emerging technology developments. Such ecosystems must enable cross-fertilisation in an open innovation atmosphere while protecting IPR of the actors involved. Internal as well as external communication is essential throughout the ecosystem to enable the actors to decide at the right time on the continuation of winner technologies and the discontinuation of less promising options. In the ideal ecosystem, very innovative R&D infrastructures are in close proximity with traditional production methodologies; this will stimulate convergence of know-how from all domains and reduce the inevitable struggle of innovative concepts to become accepted in volume applications.

Ideally, the R&D ecosystem for nanoelectronics will be a fusion of large and small industry, notably start-ups, together with universities and institutes. But also the public authorities must join as a full partner, and assist in creating linkages in market and technology, building and concentrating R&D ecosystems, and securing IP leadership by adapting legislation where needed. European IP leadership can, for example, be stimulated by making it easier and more cost-effective to obtain pan-European coverage for a patented invention. In addition, tax incentives may help to stimulate cross border licensing and use of IP.
Now that we have become acquainted with the two cases in which the dynamics of converging technologies are set out, we can observe interesting similarities and differences, but also inquire into the conditions that allow converging technologies to productively develop and achieve their promises. This chapter presents such a comparison of the characteristic features and patterns identified in the two cases and provides clues as to what can be done to facilitate an innovative ecosystem in order to nurture the potential benefits of converging technologies to society.
Although the pattern of technological convergence is a prominent feature in both case studies, considerable differences are to be observed as well. In nanoelectronics, there is a combination of established trajectories and newly emerging fields, suddenly opening up a multitude of new possibilities for technological development. These possibilities are associated with a variety of completely novel value propositions. In contrast, in regenerative medicine there is one long-term objective: combining findings from different fields in the life sciences and medical research and translating these into clinical therapies for the regeneration of impaired tissue. There is an ongoing process of trial and error to fulfil this promise. Although many attempts cannot meet the sometimes over-extended expectations, from time to time something succeeds. Such successes combined with often serendipitous new scientific findings give rise to new hope, but there remains the risk of over-extended expectations, hype and eventually disappointment.

**Comparing the case studies**

It is worthwhile to further explore the differences and similarities between the case studies.

**Sources of novelty**

The case studies illustrate that there is variety of ways of how novel technological options and innovations can be created through convergence. There is, of course, the general distinction in the chain link models (see Figure 1 ‘Chain link model of innovation’ in the chapter ‘Anticipating the Dynamics of Converging Technologies’) between research processes and innovation processes. Converging technologies appear at the research side as new technological options, created through combinations of knowledge from, for instance, different scientific disciplines and in innovation processes as new products and process technologies introduced into markets. Whereas the novelty in regenerative medicine mostly stems from new technological options created at the research side, in More than Moore the novelty is based on a mixture where ongoing innovation processes in established technological trajectories are combined, for instance through advanced device designs. Large-area electronics combines the two electronic polymers, a new technological option stemming from the research side, with complementary processing technologies derived from printed circuit boards manufacturing or office equipment (inkjet).

**Configurations**

Another difference arises from the characteristics of the broader technical configurations as part of which converging technologies have to work. Whereas
the devices discussed in nanoelectronics function as part of hierarchically organised, modular systems with well-defined interfaces, in the biological domain of regenerative medicine there is no such structure. Living systems, such as tissues and organs, are complex. The remarkable properties of living tissue are the result of the complex arrangement and interaction through feedback loops between different levels and subsystems of increasing complexity — biomolecular, cellular, tissue, organ, and organism.

The typical modular design of electronic systems, with well-defined interfaces for the components, permits the introduction of novelty at different levels in the hierarchy. Such a modularisation makes it possible to abstract from the complexity of underlying levels, an abstraction that is much more difficult, if not impossible in the biological domain. This abstraction allows the ‘black-box thinking’, the key enabler for the engineering efficiency required for today’s increasingly complex range of electronics products. Thus, in More than Moore, convergence takes the form of a building block approach, where the integration of new and existing functionalities such as logic, memory, sensing, actuation, power, etc is made possible through novel chip design. Some of these functionalities are part of established trajectories in which they are implemented as separate components and devices and integrated on a printed circuit board (instead of integrated into one package). Other things, such as biosensors, are new technological options that are in a more exploratory phase of development.

Value chains and industry structure
Whereas in nanoelectronics value chains are extensively discussed so to understand the dynamics, a discussion of value chains is absent in the discussion about regenerative medicine. This difference can be explained in terms of the development phases of the respective technologies. The products and processes discussed in nanoelectronics are largely created in the context of innovation processes, and the discussion aims to anticipate the technical and commercial feasibility of various (combinations of) possible trajectories. By contrast, most novelties in regenerative medicine concern new options derived from research and small-scale attempts to apply them in medical practice. The large-scale technical and commercial feasibility of such options can be only tested at a later stage, after the agenda for the field has been better articulated. In regenerative medicine, the tissue-engineering paradigm promised to be the start of a new trajectory, as a next step in tissue replacement therapies, but failed to meet expectations. Now, the field is back in a phase of agenda setting and resource mobilisation. A greater variety of techniques (cellular, biomolecular, etc.) is currently investigated, and the focus on the in vitro trajectory of tissue engineering is complemented by a much broader search
incorporating new results from research in the life sciences (such as genomic, proteomics and stem cell research). But in response to the lessons learned from the tissue engineering, there is now also an increased interest to integrate other essential sources of knowledge, about clinical practice, markets, complementary innovations, regulation and ethical issues. The material integration of new functionalities into integrated electronic devices in the More than Moore domain is reflected in the dynamics of value chains. For instance, as integrated device manufacturers integrate new components into their electronic devices, they also capture the added value that was first created by firms manufacturing the separate components. Added value that was first positioned on the printed circuit board now ends up as a packaged electronic device. Thus, for System-in-Package (SiP) devices, the value added by back-end manufacturing becomes much more important. As a consequence, firms can then go out of business or at best become a supplier of the integrated device manufacturer instead of the electronic system integrator. By contrast, the modularity of the new devices of course offers opportunities for design houses to provide IDMs with improved or new subsystem designs. Innovations in the More than Moore regime are challenging for parts of the existing industrial value chain, but primarily innovations in More than Moore attempt to extend existing value chain structures. Printable large-area electronics represents a new value proposition that creates a new space for the application of integrated electronic devices. Not only may this technology offer an alternative for existing signage and lighting technology, it may also allow the integration of RFID in packaging materials, biosensing functionality in textiles or solar cells on construction materials. The cross-linking of technological paths and the related transgression of traditional borders between industrial sectors that is characteristic of converging technologies is clearly visible in this domain. Ultimately, it could be speculated that the trajectories in More than Moore and large-area electronics may converge at system level, as they are both necessary to make the promises of ambient intelligence possible.

For regenerative medicine, the aforementioned phases of agenda setting and resource mobilisation may eventually lead to a restructuring of the related industrial partners. However, this is not yet visible while the trajectories are not clear.

**Roadmaps**

The difference in phases also explains the absence in regenerative medicine of the kind of roadmaps used in nanoelectronics. Roadmapping only makes sense as a vehicle for vertical and horizontal coordination in value chains that emerge once the first contours of a trajectory become visible. Knowledge about such a trajectory can then be used to define further action, not only with respect to technology development, but also as a guide for the actual
translation of these technologies into applications in clinical practice and
toward the formation of the value chains needed for a successful commercial
introduction.

**Linking of different domains**

A remarkable feature in both case studies is that converging technologies
result in the creation of new links between previously separate domains. One
example that currently receives much attention in discussions about con-
verging technologies is the emergence of links between the domains of the
biological and the synthetic. Examples discussed in this book are synthetic
materials designed to trigger tissue responses, the integration of biosensors
in electronic devices (bio-MEMS) or the idea to incorporate electronic compo-
nents into the body. But there are other examples, such as the combination
of analogue and digital components in one device. Such innovations are often
regime-challenging as they transgress boundaries between disciplines, neces-
sary to mount the needed expertise, or boundaries between sectors and value
chains, as new networks of linkages have to be created for market access.

**Dynamics of promises and expectations**

Finally, both case studies feature a dynamics of expectations and promises
where the players attempt to anticipate future developments so as to position
themselves with respect to potential technological paths.

**Handling convergence**

Technological convergence implies by definition a venture into unexplored
territory. Scientific research and technological change have their own dynam-
ics, full of serendipity and surprises, and are mutually shaped by social and
economic processes. Because the possibilities and promises of converging
technologies transgress traditional boundaries, between disciplines, techno-
logical fields, product categories, economic sectors or markets, the embed-
ding of converging technologies in society is characteristically accompanied by
a period of turbulence and struggle, through which it is difficult to navigate.
Despite the differences in both case studies, there is a comparable dynamics
of expectation and promises, where the players try to position themselves
with respect to possible future trajectories. The case studies illustrate how the
players deal with such anticipation dilemmas and provide some clues as to
how to deal with them.

In the early phase, before trajectories are visible as in regenerative medicine
and also in large-area electronics, there is a need for well-planned broad, but
dedicated long-term research programmes. For later stages, when a trajectory takes off as in nanoelectronics, roadmapping becomes possible and an ecosystem promoting open innovation is necessary.

At the start of a trajectory, a value chain starts to emerge and roadmapping becomes possible. Roadmapping is a methodology aimed at the development of a shared vision of the future in order to timely address a problem or to fulfil a market need. A good roadmap emphasises the commitment of all stakeholders as made clear in the case study on nanoelectronics. The coherence between the various levels of abstraction, such as technology, product and marketing planning, are made explicit in the roadmapping process in order to steer the planning and decision-making. Aspects of scenario planning are taken up in this process, so that relevant issues and developments can be placed on a time scale and clearly specified future milestones can be defined, typically 5, 10 or sometimes 20 years from the start of the process. Then, backcasting to the present, the steps that need to be taken to achieve the stated objective can be defined and placed on a time scale, thus making good planning possible. The steps include technology development, R&D projects and organisational issues. It is important to understand that roadmapping also remains a dynamic process in an activated system with many cross-over points, where creative decisions have to be taken all the time. Moreover, a road map should not be considered a static plan: It should be regularly revisited so as to adapt it to lessons learned and changing circumstances and to make the planning more realistic. This immediately shows why no roadmap was available in the case study on regenerative medicine: A well-articulated value chain was not available as yet. That is why the stakeholders were not listed or committed.

Through roadmapping we can arrive at dedicated research projects directly aimed at the objectives of the roadmap and new R&D strategies, which can nowadays only thrive in an open innovation approach, where converging technologies are naturally embedded, because of their inherent need for cross-fertilisation in an open communicative system. Converging technologies reach out to creatively solve complicated issues and provide options for completely new products.

Based on the developments observed in the case studies, we stipulate that, despite the fact that predictions on the outcome of innovation processes are hardly possible, a facilitation of the right R&D and societal ambience, in short the right ‘ecosystem’, will create solutions to complicated problems in product development and societal issues.
In fact, we have seen that in the right ‘ecosystem’ both technological and organisational patterns can evolve, steered by various players at short term, whereas long-term outcomes are uncertain. Nevertheless, understanding the dynamics of the ‘steered’ evolution of these patterns or trajectories, by looking at the examples in hindsight, provides possibilities to further develop technological options and new value propositions.

In the case study about regenerative medicine the need for broad, multidimensional and dedicated research programmes with strong cohesion was emphasised. Such a programme should be based on a long-term vision that creates a creative tension between a realistic assessment of what is possible and a desirable future. Such programmes should not only pay attention to science and technology, but also take into account contextual social and economical issues including regulations, ethics and reactions in society. A way forward can only be found if the non-technological issues are addressed simultaneously with research and technological development in a step-by-step process, including well-balanced information and education schemes about potential health care solutions. In short, a value chain may then emerge, which will enable better planning through roadmapping as described above and market introduction of the new technologies. Apart from these dedicated research programmes, open technology projects are needed to stimulate a new creativity for a future knowledge-based industry.

In the case study on nanoelectronics, emphasis is placed on the need for an open value chain approach. Cooperation across the entire value chain is essential, for small and large companies alike. Realising that it is impossible to predict which products will be winners and when the associated volume markets will take off, well-organised R&D ecosystems are necessary that foster parallel emerging technology developments. Such ecosystems should enable cross-fertilisation in an open innovation atmosphere while protecting the IPR of the players involved in a responsible manner. ‘Responsible partnering’ is an essential success factor in open innovation. Both internal and external communications are essential throughout the ecosystem to enable the players to decide at the right time on the continuation of winner technologies and the discontinuation of less promising options. In the ideal ecosystem, very innovative R&D infrastructures are in close proximity to traditional production methodologies; this will stimulate the convergence of know-how from all domains and reduce the inevitable struggle of innovative concepts to become accepted in volume applications. Ideally, the R&D ecosystem for nanoelectronics will be a fusion of large and small industry, notably start-ups, together with universities and institutes. It requires a different way of thinking about cooperation also between SMEs and bigger companies.
The proper ecosystem to enable converging technologies to play their optimal problem-solving roles as part of the open innovation paradigm is a combination of the ecosystems as described in these two case studies. Different aspects of the ecosystem play a role in the different development phases of the innovation process. It is clear that this ecosystem cannot be simply created through direct action by only one or two of the vast number of players in the field. All of these are involved but often not aware of their roles in the system.

The ecosystem, however, can be facilitated by public authorities and policy makers.

**Recommendations**

The overall message is that society can only profit from converging technologies in an open, innovative system if long-term commitment by the players is guaranteed. In a knowledge-based society the ‘ecosystem’ as described in this book should reflect a sustainable long-term vision supported by public authorities, scientists, technology developers and industry alike, backed up by consistent behaviour and actions over a period of no less than 10 years.

- Broad and dedicated long-term research programmes are needed, but we should not abolish open technology projects that are driven by creative curiosity.

- Public support is an essential element in providing continuity in R&D spending in those cases where short-sighted short-term financial issues risk an overall decline in R&D spending in an industrial sector. This is true for revolutionary innovations, where the costs of innovation are high and difficult to predict, but also for ‘niche-creation’ fields until volume applications have penetrated the market.

- Public authorities should not make choices in the market place but facilitate linkages and cross-fertilisation between various players in an innovative society.

- Public authorities can contribute to the wanted ecosystem by commissioning for innovative solutions of the great societal problems to public private consortia.
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Currently, new interactions between previously separate fields of research result in qualitatively new technological possibilities and, perhaps, revolutionary impacts. Nanotechnology plays an important role as an enabling technology that, in combination with information technology, biotechnology and cognitive and neuroscience, can create major changes, for example in chips technology, drug delivery or implants. This shift is one example of recurring shifts of boundaries between technological fields, and associated changes in innovation patterns and broader changes in society that are often referred to with the label ‘converging technologies’.

Converging technologies present a twofold challenge. First, to understand the complex dynamics of development of converging technologies in specific domains. Second, how to use insight into the dynamics to find a way forward and, where possible, to actively shape the developments. This challenge is addressed in this book, the result of a study about converging technologies carried out by practitioners from academia, public research institutes and industrial companies. Case studies about two specific domains, nanoelectronics and regenerative medicine, constitute the core of the book.

The publication is intended for everyone with an interest in the newly emerging technological possibilities at the crossroads of nanotechnology, life sciences and ICT and their possible impacts. It addresses the dilemmas of policy makers and managers in industry, government and research institutions who try to find a way forward through these complex developments.