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ABSTRACT

Dependability of electronic systems, being an indispensable part of our civilian, industrial and military applications, has become increasingly important as a result of continuous technology scaling. The dependability or human reliance on these electronic systems has decreased as a result of new technologies which are far less mature as compared to older technologies. The electrical characteristics of the transistors and the wires will vary statistically in a spatial and temporal manner, directly translating into design uncertainty during fabrication and even during operational life. This combined impact of manufacturing uncertainty (e.g. process variability) and temporal degradation (aging) results in time-dependent variability and hence the means to impact the functionality and dependability of electronic systems.

Unfortunately, traditional worst-case design slacks or margins are not sufficient anymore to capture the time-dependent system variability, especially in new technology nodes, and would result in over-pessimistic implementations with significant penalties in terms of area/delay/energy. As a result, time-dependent uncertainties become a great threat to the design of complex systems-on-chip (SoC) implementations and their dependability. It becomes extremely important in case of safety- or mission-critical systems because the dependability failure of these systems may result in enormous cost damage or even loss of human lives. Therefore, maintaining or achieving high system dependability in safety- or mission-critical systems is the most important property.

Analog and mixed-signal front/back ends, being an important part of most critical systems especially in safety-critical (e.g. automotive, medical etc.) and mission-critical (e.g. military, space etc.) systems have received relatively little attention with regard to dependability. The dependability of these analog and mixed-signal front/back ends is essential in order to have a dependable interface between the real world and digital world. This is the main goal of the current research where new system-level strategies have been explored and investigated in order to enhance the dependability of analog and mixed-signal front ends especially during their operational life.

A system-level hardware platform has been proposed as a potential solution to enhance the dependability of analog and mixed-signal front ends. The idea is to diagnose the performance of analog and mixed-signal front ends at regular intervals of time and in case of performance deviations from the designed specifications take the necessary repair actions. The proposed hardware platform is based on digitally-assisted redundant/spare hardware units concept where a separate hardware block is responsible for taking performance measurements and the corresponding repairing actions via built-in digital tuning capabilities or using a switch matrix to replace the faulty hardware units with the fault-free spare hardware units. The theoretical/mathematical dependability evaluation of the proposed hardware platform shows dependability improvements at the cost of extra hardware. However, a new hardware platform is proposed that can achieve similar results of dependability with reduced area overhead. Further improvements in area, speed and power requirements along with different values of dependability are optimized using the concept of library of dependable IPs;
proposed in this research work. The idea is to use the design-stage simulation results to construct a library of dependable IPs with a number of IPs having the same functionalities but different values of dependability along with their speed, area, and power overheads. This library can be further used in selecting the best combination of IPs resulting in an optimization between the required dependability and the associated penalties in terms of area, speed and power. This library of dependable IPs, coupled with the new hardware platform, is used to achieve higher dependability in analog and mixed-signal front ends.

The above proposed hardware platform resolves the time-dependent degradation issues in analog and mixed-signal front ends during their operational life. However, it has been observed that the initial variations as a result of fabrication-related process variations have a significant effect on the degradation behavior of similar systems. Some systems will degrade more quickly as compared to other similar systems. This issue has been resolved by introducing a database of system specifications and runtime logged measurements of the system performance parameters to exactly know the degradation behavior of a system and to know more precisely at what point in time the repair actions have to be taken in order to avoid dependability failures. Furthermore, in order to avoid the potential circuit over loading effects while directly interacting with the system internal nodes for performance measurements, an indirect novel technique to estimate the system performance during its operational life is also presented. The indirect technique, in combination with the database of system specifications and logged values of system performance measurements, is further used to effectively achieve higher dependability in analog and mixed-signal front ends.

The time-dependent and process-induced initial-value dependent degradation effects are further related to the working stress conditions and the corresponding duration of stress time. Among them are the working stress temperature and working stress voltage. These stressors can be differentiated as short-term and long-term based on the duration of time these stressors are applied. This will further lead to short-term variations (or temporary) and long-term variations (could be permanent). These short-term and long-term variations need to be differentiated in order to efficiently enhance the dependability of analog and mixed-signal front ends. This concept has been incorporated in the proposed strategy where a continuous monitoring of the working stress temperature and working stress voltage has been performed in order to take the necessary actions in maintaining these stressors within their specifications and for selecting the appropriate repair strategies in order to further enhance the dependability of the analog and mixed-signal front ends.

As an example of a relatively complex system and an essential part of analog and mixed-signal front ends, the charge-redistribution successive approximation register (SAR) ADC has been considered to analyze the time-dependent degradation issues in its static and dynamic performance parameters. Usually, transistor-level aging simulations are very time consuming for these types of systems. Therefore, behavioral models, that have been frequently used to analyze the performance of electronic systems, are used to simulate the degradation effects in a SAR ADC. The SAR ADC has been subdivided into smaller sub-blocks and the degradation information of each sub-block has been incorporated in their respective behavioral models to simulate the degradation effects in the complete SAR ADC. A flexible simulation setup has been constructed in the
LabVIEW environment where different important parameters of the SAR ADC can be selected to see the corresponding degradation effects in its static and dynamic performance parameters. This degradation information has been further used in proposing system-level strategies to enhance the dependability of SAR ADCs during their operational life.
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ABSTRACT — This chapter presents an introduction to the research presented in this thesis. The results of technology scaling in CMOS technology on one side have improved performance, power consumption and fabrication costs. On the other hand they have introduced complex dependability issues in electronic system design. These electronic systems, being an indispensable part of our daily life, demand an increasing dependability especially in safety-critical applications. Traditional methods to cope with these dependability issues are not suitable anymore for electronic systems designed in these advanced technology nodes. This requires new methodologies at device, circuit and system levels. The research in this thesis investigates these issues and provides solutions at system-level in order to improve the dependability of analog and mixed-signal circuits and systems on a chip.

CMOS technology has been the dominant integrated circuit (IC) technology for nearly four decades following the trends predicted by Moore’s Law. This trend of ongoing technology scaling has resulted in a revolution in electronic industry and the electronic system performance has increased multiple orders in scale. On one side it has allowed us possible to integrate multi-billion of transistors (NViDIA: 7.1 billion in 28 nm) on a single chip [Hal12]. However, on the other hand power, energy, and variability issues have increased. The reduced transistor geometries and the corresponding increase in transistor densities have made it possible to integrate complex systems on a chip. The above trend also includes analog, RF and mixed-signal modules in these chips.

Today, these electronic systems are an indispensable part of our life. They are frequently utilized to support the human activities in civilian, industrial, and military applications. Sometimes their presence is easy to recognize, like in the automatic vending machines, digital clocks, desktop or laptop computers etc. Sometimes their presence may not be easily recognizable, like in an electro-mechanical unit controlling the operations of the engine or brakes of our car. The human dependence on these systems relies on the services delivered by these electronic systems. The quality of services delivered becomes extremely important in case these electronic systems are used in safety-critical applications, where any failure may result in loss of human lives, damage of environment, or loss of money. This reliance in the ability of an electronic system to deliver the agreed services in the specified time is called the dependability of the system. System-level techniques that can be used to enhance this reliance in
1.1 Dependability and Its Importance

Dependability on electronic systems has become essential in our modern-day society. It represents the degree of user confidence that the system will operate as expected and that the system will not fail in normal use [Avi01]. In safety-critical systems it is the most important property. If these systems fail to deliver their services then serious problems and significant losses may result. Usually systems where a user cannot trust the normal behavior will be simply rejected. It may lead to further rejection of other products from the same company believing that these products are perhaps untrustworthy as well. In some cases a dependability failure of a sub-system may result in a complete system failure and hence result in enormous cost damage. For example, failure in the control system of a reactor or an aircraft navigation system may result in damage which is orders of magnitude larger than the cost of the control system itself.

In case there is a mechanical problem in an aircraft, then as a requirement of dependability the whole aircraft should not depend on that one component (single point of failure). Therefore, usually these critical systems have backup or redundancy systems built into their designs. For example, aircrafts normally have more than one engine to backup if one engine fails. Therefore, maintaining or achieving high system dependability especially in safety-critical systems is the most important property.

The next section will briefly discuss how the technology scaling has introduced dependability problems in integrated electronic systems.

1.2 Dependability Issues in Advanced Technology Nodes

Traditionally, technology scaling has improved electronic circuits in their performance, low energy consumption and lower die cost. However, new technologies are far less mature as compared to older technologies because they require new materials and process steps that have not yet been thoroughly characterized [Mae05]. Moreover, temporal degradations as a result of smaller feature size and interfaces (wires) are increasing due to increasing electrical fields and temperatures [Gro05]. The electrical characteristics of the transistors and the wires will vary statistically in a spatial and a temporal manner, directly translating into design uncertainty during fabrication
and even during operational life. This combined impact of manufacturing uncertainty (process variability) and temporal degradation results in time-dependent variability. Unfortunately, traditional worst-case design slacks or margins are not sufficient anymore to capture the temporal degradation in circuits and hence systems [Gro05]. As a result, time-dependent uncertainties become a great threat to the design of complex systems-on-chip (SoC) implementations.

Characterizing a number of new materials, for example high-k dielectrics, and their interaction with degradation mechanisms is extremely difficult [Miy02, Rib05]. Furthermore, supply voltage scaling has been saturating in order to keep sufficient headroom between the transistor threshold voltage and the supply voltage, hence increasing the electrical fields and stress conditions for these scaled devices. In addition, effects like:

- soft-breakdown (SBD) in gate oxide of transistors (especially dramatic in high-k oxides) [Gro05],
- Negative Bias Temperature Instability (NBTI) issues in the threshold voltage of the PMOS transistors [Red02],
- Hot Carrier Injection (HCI) issues in the drain current of MOSFETs [Bra09],
- Electro-Migration (EM) problems in copper interconnects [Bru05],
- breakdown of dielectrics in porous low-k materials [Tok05],

are now becoming clear threats for the functional operation of the circuits and systems in near future technologies. The net result is that it becomes increasingly difficult to guarantee the lifetime and hence the dependability of electronic systems in new technology nodes.

### 1.3 Dependability Issues in Analog and Mixed-Signal Systems

With the introduction of nano-scale CMOS technologies, analog and mixed designers are faced with many new challenges at different phases of design. These challenges include severe degradation in device matching characteristics as a result of device and lithographic quantum limits [Lew09]. Non-idealities in scaled technologies also have a significant effect on analog and mixed-signal systems, including effects on gain, linearity and noise figure.

Analog and mixed-signal systems, being an important part of most critical systems especially in automotive, medical and military systems have received little attention with regard to dependability. With designs moving towards smaller dimensions, electric fields in the channels are becoming larger, causing more energetic electrons to damage the channel-oxide and hence degrading the circuit performance. The introduction of new surface-channel pMOSFETs for analog circuits, on one side, has made it possible to fabricate both digital and analog circuits on the same chip, while on the other hand, has increased the effects due to NBTI and HCI [Jha05] and hence degradation in the analog and mixed-signal circuit performance. Furthermore, in case of analog circuits, dc biasing voltages always exist irrespective of the input signal. In addition, because of the high-density of digital circuitry present nearby the analog circuitry on the same chip, a high temperature may also exist in addition to the challenges of the applied dc gate and
1.4 *Traditional Dependability Improvement Pitfalls*

drain voltages. This would result in a continuous stress (voltage and temperature) in analog circuits. As many analog circuit operations require matched parameters therefore any mismatches introduced by these continuous stresses will cause performance degradations or circuit failures [Jha05] and can impose a fundamental limit to the analog and mixed-signal circuit dependability.

The next section will briefly discuss the difficulties associated with enhancing the dependability of these analog and mixed-signal systems using *traditional* techniques. This will lead to the formulation of the problem statement for this research thesis.

### 1.4 TRADITIONAL DEPENDABILITY IMPROVEMENT PITFALLS

In new technology nodes, the traditional worst-case analysis and system design paradigms are breaking down because of the increasing dynamism present in modern applications. The way degradation problems appear within these electronic systems is a quite random process and it depends on the actual operating conditions: time, temperature and stress voltages etc. [Sta01]. This is especially true for large circuits and systems featuring many transistors which can undergo significantly different stress conditions while executing dynamic applications. This fact simply indicates that innovation in electronic design and analysis has to take place to counteract the impact that temporal parametric degradations will have on the actual useful life-time of electronic systems.

Traditional worst-case analysis, where designers tune their electronic designs to meet the performance constraints for all the corner-points, is still widely used in industry. However, it suffers from a number of disadvantages. Selected corner points are usually very pessimistic because it is extremely unlikely that all the parameters will have their maximum or minimum values simultaneously. Therefore, the design margins required to make the analog and mixed-signal systems operational under all corner conditions are excessive. Furthermore, the number of parameters affected by time-dependent variability becomes very large (e.g. ADC static and dynamic parameters as explained in Chapter 6). This means that analog and mixed-signal system designers will have to deal with parameter spaces of many dimensions and an extremely large number of corner points. Finally, worst-case analysis techniques cannot handle the impact of intra-die time-dependent variability, which is spatially uncorrelated in nature [Naj05]. This is because the electrical parameters of each transistor would become an additional axis in the parameter space and the complexity would become unmanageable. This means the worst-case margin added by system designers on top of the worst-case circuit tuning already performed by circuit designers will result in increasingly larger safety margins. In short, with design-time tuning of the electronic systems it will be very difficult to meet the performance constraints during the operational life. This leads to exploring and investigating new solutions which are the subject of this research thesis as formulated in the next section.
1.5 Problem Statement and Research Questions

Being the interface between the real world and the digital world, analog and mixed-signal front/back ends are an essential part of most safety-critical systems. The goal of this research is to explore and investigate new techniques that can potentially be used to enhance the dependability of these analog and mixed-signal front ends despite the unsuitable traditional worst-case design techniques. As discussed above, on one side the technology scaling has improved electronic circuits in their performance, low energy consumption and lower die cost. While on the other hand, it has introduced new special, temporal and dynamic variations. The focus of our research will be on temporal variations that can result in temporal degradation of electronic system performance and hence a potential cause of dependability degradation. Among the different parts of an analog and mixed-signal front end only the amplifiers and analog-to-digital converters (ADCs), being relatively generic to every analog and mixed-signal front end, are considered for dependability investigations. The sensor/actuator part being relatively different for every application and quite often related to micro-electro-mechanical-systems (MEMS) has not been considered for dependability improvements. This exclusion of sensor/actuator parts will have no influence on the proposed dependability enhancement techniques presented in this thesis.

Different levels of investigation and improvement can be considered for the amplifier and ADC part, namely device level, circuit level, and system level. However, our research will consider only system-level techniques. The amplifier and ADC being considered in continuous and discrete time (digital) domains come with a handful of performance parameters. As will be shown later in this thesis, potentially most of these performance parameters of the amplifier and ADC will be affected by temporal variations. This will make the whole problem complex and unmanageable. However, our goal is to find and investigate only critical and important performance parameters that are usually application dependent. As discussed above, solutions to static variations already exist and are usually practiced at the design stage. However, the combined impact of manufacturing uncertainty (process variability) and temporal degradation (aging) results in time-dependent variability requires a new approach in system design solutions. In reality, as a result of time-dependent variations, the performance parameters of each system component will follow a statistical distribution. Some components will have the value of performance parameters higher than the mean value and some will have a lower value. This variation is usually not exploited in traditional techniques dealing with variations at the system level. New techniques are required in the design of the analog and mixed-signal systems-on-chip at system level to overcome these limitations. This means, using design-time tuning of the electronic systems it will be difficult to meet the performance constraints during the operational life. Therefore, the goal of our research is to exploit system-level techniques that can potentially be used during the operational life of electronic systems to enhance their dependability. The research goal of this thesis can be arranged in a number of questions as follows:

1) What type of hardware architecture can be used to address the technology-scaling related temporal-degradation (aging) issues in analog and mixed-signal (AMS) systems during their operational life?
2) How can optimization be achieved among different dependability requirements and other issues like area, power, speed etc. in AMS systems?

3) What type of improvements will be necessary in the hardware architecture to address the initial-value dependent degradation issues in AMS systems?

4) What type of efficient methodologies can be used in order to indirectly estimate the performance of AMS systems during their operational life?

5) What (additional) actions will be required to distinguish between time-dependent variations and dynamic variations (i.e. long-term and short-term variations as explained in Chapter 5) in order to enhance the dependability of AMS systems?

6) What type of alternative methods, as compared to conventional device-level simulations, can be used to analyze/investigate time-dependent variations/degradations in complex analog and mixed-signal systems (e.g. analog-to-digital converters)?

The details of the corresponding answers to these research questions are analyzed and concluded in Chapter 7. The next section will summarize the presented approach to address the above research questions.

1.6 Presented Approach

The approach presented in this thesis is mainly theoretical and is based upon mathematical models or workflows developed during this research. However, a number of transistor-level simulations are carried out in order to extract the degradation information that is further used at system-level to analyze and investigate presented dependability improvement strategies.

Initially, a hardware platform is proposed to address temporal-degradation issues in AMS systems in order to enhance the dependability. This hardware platform is further modified to address area overhead and other complexity issues. The dependability improvement of both of the proposed hardware platforms is then analyzed mathematically and compared against traditional approaches.

In the next step, process-induced initial-value dependent degradation information is utilized to propose a workflow for better management of system dependability during operational life. Direct and indirect means of extracting system performance (later used to estimate the system reliability) during operational life are also included in this workflow. The proposed approach is mathematically developed and then simulated for a target system under a number of scenarios.

Short-term and long-term environmental changes may lead to corresponding short-term (dynamic) and long-term (time-dependent) dependability issues. Therefore, in order to separate dynamic (short-term) variations from time-dependent (long-term) variations another workflow is presented, analyzed and later simulated for a target system under a number of environmental conditions. To simplify degradation analysis for complex analog and mixed-signal systems a behavioral model based approach is also presented and simulated for a charge-redistribution successive approximation register (SAR) ADC.

In short, a number of methods in order to better analyze the dependability issues in AMS systems and corresponding dependability improvement strategies under time-
dependent, initial-value dependent, and environment dependent degradation issues are presented. Furthermore, an optimization technique to overcome area overhead and corresponding compromises in power, speed, and dependability requirements is also presented.

The next section will briefly discuss the overall organization of the presented approach in this thesis.

1.7 Thesis Organization

The thesis is organized as follows. The necessary background information required for this research work including state-of-the-art, their shortcomings and potential considerations in the current research work are briefly described in Chapter 2.

The system-level dependability issues of a general purpose analog and mixed-signal front end and the corresponding dependability improvement hardware architecture are proposed and analyzed in Chapter 3. In addition, further improvements in the proposed dependability improvement hardware architecture to overcome area overhead are also presented in this chapter. An optimization technique, based on a library of dependable IPs (intellectual property) to select the best possible system modules (IPs) under required dependability levels, and area, power, speed issues is also the subject of Chapter 3.

Issues related to initial-value dependent degradations, their consequences on system performance and further improvements in the proposed hardware platform to address these issues are presented in Chapter 4. To overcome complexity and loading issues in monitoring system performance due to temporal degradation has also been resolved in Chapter 4. This is accomplished by providing a novel technique for indirectly estimating the system performance using a set of degradation values over input stress conditions acquired via design-time simulations.

The influence of dynamic (short-term) and temporal (long-term) variations, the method to differentiate between these two types of variations and potential benefits in improving the overall dependability of analog and mixed-signal systems are presented and discussed in Chapter 5.

In order to resolve degradation analysis issues in complex analog and mixed signal systems, a system-level degradation analysis system for a charge-redistribution SAR ADC is presented in Chapter 6. It is based on incorporating circuit-level degradation information in system-level behavioral models.

In Chapter 7, the overall contribution of the research presented in this thesis is summarized and possible limitations of the proposed methodology and potential future work in improving the dependability of analog and mixed-signal front ends are discussed.
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CHAPTER 2

BACKGROUND AND RELATED WORK

ABSTRACT — This chapter presents the necessary background knowledge essential to understand the achievements in this research work. It starts with the concept and definition of dependability. Next it’s most important attributes (reliability, maintainability, and availability) as well as the sources of impairments and the means to improve dependability are presented. Mathematical theory necessary to understand these dependability attributes is also explained. Physical mechanisms responsible for causing failures and degradations are also briefly discussed. At the end, a brief overview of previous research, their limitations and shortcomings as well as a summary of important issues addressed in this thesis in order to enhance the dependability of analog and mixed-signal systems at system level are described.

2.1 INTRODUCTION

The rapid advances in microelectronic, computer and networking systems have resulted in their penetration into almost every aspect of our life. They are utilized to support the human activities and as a result these activities depend more and more on the services delivered by these systems. As the technology is scaling rapidly, the complexity of these systems is also getting higher and higher. Therefore, the chance of a fault that impedes the delivery of the service has become greater than ever. As a result, failure of these systems could result in a loss of time, money, damage to environment, or even human life in some critical applications. Therefore, the assessment and improvement of system dependability becomes a key step in the design, analysis, and tuning of such systems.

The rest of the chapter is organized as follows. The definition of dependability, its attributes and the possible dependability impairments and means are presented in section 2.2. Among different attributes of dependability a number of attributes have been selected for the research work presented in this thesis. These attributes and their theory are being discussed in sections 2.3 and 2.4 respectively. Section 2.5 briefly describes different failure mechanisms that can be responsible for dependability degradation. A brief overview of best-practice methods, their limitations along with important considerations being addressed in this current research work in order to enhance the dependability of analog/mixed-signal systems are discussed in section 2.6. The conclusions and some important references are presented in sections 2.7 and 2.8 respectively.
2.2 Dependability

The term dependability is reported to have been first used as a technical term in 1960 by Hosford [Pra95]. Its early usage was confined to the notions of availability and reliability. In the meantime, J.C. Laprie expanded the term dependability as a wider concept in 1985 [Lap85] because the meaning of “reliability” that the fault-tolerance technology treated had broadened. From then on, dependability has been used in various fields to this day.

Unfortunately, the term dependability has been assigned many different meanings in the literature. For example, in the case of computer-based systems, dependability has been defined as [Par88]:

“the justifiable confidence the manufacturer has that it will perform specified actions or deliver specified results in a trustworthy and timely manner”

Avizienis et al. defined the dependability of a system as [Avi04]:

“the ability to deliver service that can be justifiably trusted”

Where the service delivered by a system is its behavior as it is perceived by its user(s); a user is another system (human or physical) which interacts with the former. However, according to the classical definition of dependability it represents the property of the system that integrates attributes, like availability, reliability, maintainability, safety, integrity and confidentiality [Avi01, Avi04, Buj06]. Usually, dependability is classified into three fundamental characteristics: attributes, impairments and means. The dependability attributes are the system properties that are expected from a system. The dependability impairments represent the potential threats to dependability and the dependability means are the methods or techniques that can be used to build a dependable system. These characteristics are further discussed in the next sections.

2.2.1 Dependability Attributes

The attributes of dependability are the system properties that can be expected as a requirement of its service to be delivered. There are a number of system properties that can be considered as the dependability attributes like reliability, availability, maintainability, safety, integrity and confidentiality [Avi01]. Depending on the application, one or more of these attributes may be needed to appropriately evaluate system behavior. For example, for a nuclear power plant system the reliability and safety will be the most important attributes.

The different attributes of dependability can be defined as [Avi01]:

**Availability**: This indicates the readiness of a system for its correct service. It is defined as the probability that a system will be available to correctly deliver its service at any given time.

**Reliability**: This shows the capability of a system to provide the continuity of its correct service. It is defined as the probability that a system will be
functioning correctly at any given time under a given set of operating conditions.

**Maintainability:** This indicates the capability of a system to undergo modifications and repairs. It is defined as the probability that a system will be repaired at any given time if it fails to deliver correct functionality.

**Safety:** This is defined as the capability of the system to avoid catastrophic consequences on the users or the environment.

**Integrity:** This is the capability of a system to avoid any alterations. It can be further classified into two types:

1. **System integrity** which defines the ability of a system to detect faults in its own operations and to inform a human operator.
2. **Data integrity** which defines the ability of a system to prevent damage to its own database and to detect, and possibly correct, errors that occur as a consequence of faults.

**Confidentiality:** This is the capability of a system to prevent the unauthorized disclosure of information.

Among the above attributes of dependability, only the first three namely the availability, reliability and maintainability will be considered in the research work presented in this thesis as discussed in section 2.3.

### 2.2.2 **DEPENDABILITY IMPAIRMENTS**

The impairments of dependability are the reasons that could prevent a system from correct functioning [Avi01]. Usually, they are described in terms of faults and failures. A system failure is an event that occurs when the delivered service deviates from the correct service. A failure is thus a transition from the correct service to the incorrect service, i.e. not implementing the system function. Faults are the basic cause that can lead to failures in the system. Faults can occur as a result of numerous problems at the specification, implementation or fabrication level. These could be external factors as well; including environmental disturbances or human actions, either accidental or deliberate.

### 2.2.3 **DEPENDABILITY MEANS**

The means of dependability are the methods and techniques that facilitate the development of dependable systems [Avi01]. Usually, they are classified into four types. **Fault prevention** is the method that is used to prevent the occurrence or introduction of faults. For example, shielding and radiation hardening to prevent radiation-induced faults and training and maintenance to prevent user-induced faults. **Fault tolerance** is the method that is used to develop a system so that they function correctly in the presence of faults. Usually, fault tolerance is achieved by using some sort of redundancy. **Fault removal** is the method that is used to reduce the number of faults which are present in the system. It is normally achieved by verification, diagnosis, and correction procedures performed during the system development phase or by
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corrective and preventive maintenance procedures performed during the system operational life. *Fault forecasting* is the method that is used to estimate current faults, possible future fault occurrences and the consequences of faults. It is normally performed by evaluating the system behavior with respect to fault occurrences either qualitatively, quantitatively or probabilistically.

2.3 SELECTED DEPENDABILITY ATTRIBUTES

As described in Chapter 1, the aim of this research is to explore and investigate new techniques that can be used to enhance the dependability of analog and mixed-signal front ends. However, as described above, the dependability of a system based on its application is a collection of system properties like availability, reliability, maintainability, safety, integrity and confidentiality which are expected from a system. Therefore, one or more of these properties will be required to appropriately evaluate the dependability of analog and mixed-signal front ends. Being an important part of most critical systems, the dependability of analog and mixed-signal systems requires that they should always be available for functionally correct service and be maintained/repaired as quick as possible. Therefore, among different attributes of dependability the reliability, maintainability, and availability will be the focus of current research presented in this thesis.

2.4 DEPENDABILITY THEORY

In this section, the necessary mathematical theory behind the reliability, availability and maintainability will be discussed. These theories are stated in terms of the mathematics of probability and statistics because of the inherent degree of uncertainty in predicting a failure and associated repair actions. Hence the uncertainties of failures or repairs are given in percentages or probability that a given part will fail or can be repaired in a specified time.

2.4.1 RELIABILITY THEORY

As mentioned in section 2.1, the reliability can be defined in terms of probability as “the probability that a system will be available to correctly deliver its service at any given time”, mostly under predefined conditions. The general expression for the reliability function is given by [Kan11]:

\[ R(t) = e^{-\lambda t} \]  

(2.1)

where ‘\( \lambda \)’ represents the constant failure rate which is defined as the number of failures per unit time. Equation 2.1 is frequently used in reliability analysis, particularly for electronic systems. This is also known as the *exponential failure law* [Kan11].

Several other commonly-used reliability concepts involve mean-time-between-failures (*MTBF*) and mean-time-to-failure (*MTTF*). Usually *MTBF* is the predicted elapsed time between inherent failures of a system during operation [Eus08, Wik14a].
This is the expected value of the arithmetic mean (average) time between failures of a system. This concept is typically defined for repairable systems (finite repair time) where a failed system is repaired as a part of a renewal process. However, $MTTF$ is typically defined for non-repairable systems (infinite repair time) and this represents the expected value of the average time to failure of a system [Eus08,Wik14a].

Figure 2.1 shows the “Up” and “Down” state of a repairable system. The time spent in “Up” state between the two consecutive “Down” states is defined as the time-between-failures ($TBF$). Therefore, mathematically for repairable systems the $MTBF$ can be defined as:

$$MTBF = \frac{\sum_{i=1}^{n} TBF_i}{n} \quad (2.2)$$

where

$$\sum_{i=1}^{n} TBF_i = \text{total operating (up)time and}$$

$$n = \text{total number of failures}$$

This means $1/MTBF$ represents the total number of failures per unit time or as previously defined the failure rate ($\lambda$). Therefore, equation 2.1 in the case of constant failure rate can be rewritten as:

$$R(t) = e^{-t/MTBF} \quad (2.3)$$

This is another well-known equation used in reliability world. This equation gives the reliability of the system in terms of probability; ‘1’ being the highest probability (highly reliable) and ‘0’ being the lowest probability (highly unreliable). An important conclusion that can be drawn from this equation is that at any time ‘$t$’ the reliability $R(t)$ of the system is directly related to the $MTBF$ value. The larger the value of $MTBF$ is the higher the reliability $R(t)$ of the system will be and vice versa.

Furthermore, if ‘$iTTF(t)$’ represents the instantaneous-time-to-failure, defined as the remaining time before the failure occurs at any time ‘$t$’, as shown in Figure 2.2 then the reliability of a repairable system at that time can be approximated by:

$$R(t) \cong iTTF(t) \quad (2.4)$$

This equation gives the quantitative value of the reliability for a repairable system $MTBF$ and ‘zero’ being the highest and lowest reliability values respectively. In other
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In words, the larger the value of time before the system failure occurs the higher the reliability of the repairable system will be and vice versa. Equation 2.4 is further used in Chapter 4 to calculate the reliability of a repairable system during its operational life.

2.4.2 Maintainability Theory

The main purpose of the maintainability is to design a system such that it can be repaired if a failure occurs. As mentioned in section 2.1, the maintainability can be defined in terms of probability as “the probability that a system will be repaired at any given time if it fails to deliver the correct functionality”. Mathematically it is usually expressed as [Rel14b]:

\[ M(t) = 1 - e^{-\mu t} \]  
(2.5)

where ‘\( \mu \)’ represents the constant repair rate which is defined as the number of repairs per unit time. The concept of maintainability is typically defined for repairable systems and is usually related to mean-time-to-repairs (MTTR). Where MTTR is usually defined as the expected value of the mean (average) time required to repair a failure in a repairable system [Eus08, Wik14b]. Figure 2.1 shows the time-to-repair (\( TTR_i \)), defined as the time required to repair a system when \( i^{th} \) failure occurs, for a repairable system. Therefore, mathematically the MTTR can be defined as:

\[ MTTR = \frac{\sum_{i=1}^{m} TTR_i}{m} \]  
(2.6)

where

\[ \sum_{i=1}^{m} TTR_i = \text{total repair (down)time and} \]
\[ m = \text{total number of repairs} \]

This means \( 1/MTTR \) represents the total number of repairs per unit time or as previously defined the repair rate (\( \mu \)). Therefore, equation 2.5 in the case of constant repair rate can be rewritten as:

\[ M(t) = 1 - e^{-t/MTTR} \]  
(2.7)

This is the general expression for the maintainability function. This equation gives the maintainability of a repairable system in terms of probability; ‘1’ being the highest probability of a system being repaired at any given time.
probability (highly maintainable) and ‘0’ being the lowest probability (highly unmaintainable).

### 2.4.3 Availability Theory

Similar to maintainability, the availability concept is usually used for repairable systems that are required to operate continuously, i.e., round the clock. A system, at any random point in time, can be either operating (up) or “down” because of a failure as shown in Figure 2.1. Therefore, in this original concept a repairable system is considered to be in only two possible states—operating or in repair. In this way, the availability is defined as the probability that a system is operating satisfactorily at any random point in time ‘\( t \)’, when subject to a sequence of “up” and “down” cycles (Figure 2.1). Mathematically, availability can be expressed as:

\[
A = 1 - \frac{\text{Down Time}}{\text{Total Time}} = \frac{\text{Up Time}}{\text{Total Time}} = \frac{\text{Up Time}}{\text{Up Time} + \text{Down Time}} \tag{2.8}
\]

Using equations 2.2 and 2.6, equation 2.8 can be rewritten as:

\[
A = \frac{n \times \text{MTBF}}{n \times \text{MTBF} + m \times \text{MTTR}} \tag{2.9}
\]

In the case, the total number of failures ‘\( n \)’ and total number of repairs ‘\( m \)’ are equal then the above equation reduces to:

\[
A = \frac{\text{MTBF}}{\text{MTBF} + \text{MTTR}} \tag{2.10}
\]

This means, availability is a combination of reliability (MTBF) and maintainability (MTTR) parameters. This equation is the general expression for the availability function which is frequently used in literature. Furthermore, by incorporating the concept of instantaneous-time-to-failure (iTTFF), as defined above, the availability of a repairable system at any time ‘\( t \)’ during its operational life can be approximated by:

\[
A(t) \approx \frac{iTTF(t)}{iTTF(t) + \text{MTTR}} \tag{2.11}
\]

This equation is further used in Chapter 4 to calculate the availability of a repairable system during its operational life.

### 2.5 Degradation Mechanisms and System Dependability

As a result of continuous aggressive scaling of technology in terms of device dimensions, increasing electric fields and the usage of new materials to meet the demands set by these technologies, the reliance on electronic systems fabricated in these technology nodes has become a very important aspect. There are various degradation
mechanisms that can degrade the performance of devices, circuits and their associated electronic systems as a result of this aggressive technology scaling. In this section some of the important degradation mechanism that include bias temperature instability (BTI), hot carrier injection (HCI), time dependent dielectric breakdown (TDDB), and electromigration (EM) are briefly introduced.

2.5.1 **Bias Temperature Instability**

The bias temperature instability (BTI) is a degradation mechanism that occurs in MOS devices as a result of interface traps between the gate oxide and silicon substrate at elevated temperatures (30°C to 200°C) [Str09] and hence degrade the dependability of electronic devices. This degradation mechanism results in device threshold voltage ($V_{th}$) shift and loss of drive current ($I_{on}$). The BTI effect is more severe for pMOSFETs than nMOSFETs due to the presence of holes in the PMOS inversion layer that are known to interact with the oxide states. The highest impact of BTI in pMOSFETs is observed if stressed with a high negative gate voltage at elevated temperatures [Ent07]. It is referred to as negative BTI (NBTI) due to the negative gate to source voltage. In pMOSFETs, the channel holes interact with passivated hydrogen bonds in the dielectric resulting into generation of traps and interface states. This results in an increase in threshold voltage ($V_{th}$) value and the effect increases at high temperatures. The introduction of new dielectric material like high-k has increased the BTI effect in nMOSFETs and this is referred to as positive bias temperature instability (PBTI) due to the positive gate-to-source voltage.

It has been noticed that BTI degradation starts decreasing very quickly after the removal of the stress. This recovery process is caused by de-trapping of charge during subsequent removal of stress signal after a stress phase [Gra07]. The stress signal causing BTI degradation can be of two types; the static stress (DC stress) and the dynamic stress (AC stress). The AC stress is known to be beneficial for lifetime enhancement because it can introduce the recovery process mentioned above [Nig06, Che03, Aba03]. Recovery after NBTI or PBTI stress in MOSFETs and its dependence on gate voltage, temperature and frequency of stress signal has been a hot topic of research in the past decade [Rei10]. Currently, BTI is one of the most serious and important reliability concerns for both digital and analog/mixed-signal CMOS circuits. At advanced technology nodes this effect is enhanced due to reduced voltage headroom, high oxide electric fields resulting from non-constant field scaling, high temperatures due to higher power dissipation and introduction of new dielectric materials.

2.5.2 **Hot Carrier Injection**

Hot carrier injection (HCI) degradation has been as an important failure mechanism for the last three decades and still remains important in new technologies. HCI occurs when an “electron” or “hole” gains sufficient kinetic energy to overcome a potential barrier and breaks the interface state in MOS devices. These charge carriers can become trapped in the gate dielectric and hence permanently change the transistor characteristics [Mar13, Wik14c]. Therefore, HCI will degrade the electrical characteristics of MOSFETs and hence the dependability of associated electronic systems.
2.5.3 **Time-Dependent Dielectric Breakdown**

Time-dependent dielectric breakdown (TDDB) is a degradation phenomenon that occurs in the thin insulating layer $SiO_2$ between the control “gate” and the conducting “channel” of the transistor. The general belief is that TDDB of gate insulating material results from the cumulative effect of insulator trapped charge buildup during short-term and long-term high-field stress. High trapped-charge-induced local fields build up within the insulator which creates defects in the oxide film. These defects accumulate with time and eventually reach a critical density, triggering a sudden loss of dielectric properties [Sta01]. These defects can also cause gate leakage and excess noise in MOSFETs. A surge of current produces a large localized rise in temperature, leading to permanent structural damage in the $SiO_2$. This will create failures in MOSFETs and hence the dependability of associated electronic systems will degrade.

2.5.4 **Electro-Migration**

Electro-migration (EM) is the dominant failure mode of interconnects that results from aggressive interconnect scaling. As the technology is scaling, the device density is increasing and as a result the interconnects that carry signals are consequently reduced in size, specifically, in height and cross section. This leads to extremely high current densities, in the order of at least 106 A/cm² and associated thermal effects, which can cause reliability and hence dependability problems [Sco91].

2.6 **Analog and Mixed Signal Dependability Improvements**

With the introduction of nano-scale CMOS technologies different degradation mechanisms, as described above, can have a big impact on the lifetime of electronic systems; this is especially true in safety-critical systems running under harsh environments for a long time. Usually these degradation mechanisms have negligible effects on consumer devices (like mobile phones) running under normal environmental conditions. Therefore in these technology nodes, the designers of analog and mixed-signal systems, running under harsh environmental conditions, are faced with many new challenges at different phases of the design.

This section sheds light on some of the previous work that has been done in order to improve the dependability (mostly only reliability) of analog and mixed signal systems. Section 2.6.1 gives the briefly history of different degradation mechanisms. Different efforts made at device level, design level and simulation-tool level along with some of the examples from recent practices to analyze and mitigate these degradation effects are given in section 2.6.2. The corresponding shortcomings and limitations of these practices along with some of the important issues addressed in this research work are presented in section 2.6.3.

2.6.1 **Brief History**

Different degradation mechanisms like NBTI, HCI, TDDB, and EM were first discovered by device scientists in the seventies and eighties. At that time most of the
efforts were spent in order to understand these degradation mechanisms. Later on, in the nineties the scientists started to investigate the circuit behavior under these degradation mechanisms. They started measuring the behavior of individual transistors under high temperatures and elevated stress voltages and used this information to determine the design margins of their circuits. At that time most of the efforts were made on the technology-process side to limit the degradation effects at device level; very little effort was spend to mitigate their effect at the circuit and system level.

2.6.2 RECENT PRACTICES

In recent times, new tools have been developed to study the effect of different degradation mechanisms (mentioned above) on individual devices and associated electronic circuits [Hon09]. Mostly the efforts have been made at design-level simulations to analyze the effect of different degradation mechanisms on the behavior of circuits. Unfortunately, only the reliability, being an important attribute of dependability, has been analyzed mostly in these simulations. Therefore, these simulations are usually referred to as reliability simulations. In these simulations, degradation models of devices, based on technology information, are used to simulate the degraded or lifetime behaviours to establish circuit reliability as a function of time. This information is then further used to redesign or incorporating circuit strategies for improving reliability.

Different efforts that have been conducted at device, design and simulation-tool level are further discussed in the following sections.

2.6.2.1 DEVICE-LEVEL EFFORTS

The device lifetime of nanometer CMOS technology is reducing with each next technology generation due to reliability issues. Therefore, with the increasing complexity of systems and their interactions it is becoming very important to know how to identify reliability issues and being able to alleviate the problem. Some of these reliability problems can and are being solved at the device level. For example, in [Par96] low energy arsenic implant is applied just after deep n-LDD (lightly doped drain) implant to reduce the hot-carrier degradation effects in nMOSFET structures. However, a technology-based solution is not always possible, especially in case the focus of device engineers is typically on developing smaller and faster transistors with lower power consumption.

2.6.2.2 DESIGN-LEVEL EFFORTS

Reliability problems during the design stage are usually solved by using a design for reliability (DFR) flow. This flow is based upon a set of tools that support the product and process design cycle to ensure the customer reliability expectations throughout the product life. The key activities at different stages of DFR, proposed by Reliasoft [Rel14a] are briefly explained below.

Define: The key reliability requirements, goals and environmental and usage conditions (mission profile) for a product are clearly and quantitatively defined at this stage.
**Identify**: In this stage the possible reliability threats are identified. In order to quantify the risk associated with different failure effects, a failure mode effect analysis (FMEA) strategy can be used as a tool at this stage.

**Analyse and Assess**: During this stage, the product lifetime is estimated and expressed as the mean time to failure (MTTF). The product lifetime is mainly estimated based on accelerated stress tests on individual devices. Designers usually use large design margins because the circuit lifetime (MTTF) is hard to estimate. This usually results in larger area and higher power consumption even with large uncertainties about the lifetime of a circuit. Therefore, accurate transistor models for all important transistor unreliability effects and efficient circuit simulation techniques to i) analyse the reliability of a circuit and ii) to identify circuit reliability weak spots, can be used to reduce these problems.

**Quantify, Improve and Validate**: During this stage, actual measurement results are used to verify the simulation results obtained from the previous stages. These actual measurements are typically done on prototype circuits using accelerated life tests (ALT). Usually, existing validation techniques are very slow. Therefore, to quickly identify product defects and to solve them effectively, highly accelerated life tests (HALT) and highly accelerated stress tests (HAST) are used [Rel14a]. The failure modes identified by these tests, together with other product requirements and the data collected from field returns, are used to identify the root causes which are further used as an input for developing new products. This process is repeated until the product is considered to be acceptable under stated specifications.

**Monitor and Control**: Once a product is in production, the process is monitored to assure that process variations are kept under control and that reliability is still guaranteed.

A brief overview of the efforts made at the simulation-tool level is discussed in the next section.

### 2.6.2.3 Simulation-Tool Level Efforts

Simulation tools, that are an essential part of the previous “Analyse and Access”, have been started in the late 80’s and 90’s to simulate degradation effects in circuits. During a typical reliability simulation flow, at first, a circuit simulation is run using fresh device models as usual. This generates the fresh voltage and current waveforms for every transistor which are further used to generate degraded models for every transistor. These degraded models are then used for a second pass of simulation, to predict the behaviour of aged circuit [Liu06].

Initially, tools like HOTRON [Aur87], RELY [She89], and BERT [Tu93] were used to study the degradation effects caused by electro-migration and hot carrier mechanisms. The Berkeley Reliability Tools (BERT) is one of the famous tools used till today that is composed of a set of methods developed by Hu et al. at the University of California Berkeley in the early 90’s [Tu93]. The toolset can be used to simulate the impact of hot-electron degradation in MOSFETs and bipolar transistors. Furthermore, prediction of circuit failure due to oxide breakdown or electro-migration in CMOS,
bipolar and BiCMOS is also supported. The toolset is written around a commercial
circuit simulator such as SPICE. Although rather old, a lot of modelling and simulation
elements used in BERT are still applied in modern commercial reliability simulators.

Among other famous commercially available reliability simulators is the Mentor
Graphics Eldo reliability simulator [Des09]. This tool provides information about circuit
performance degradations due to gradual transistor aging effects. Abrupt effects such as
dielectric breakdown are therefore not supported. The Cadence reliability simulator,
called RelXpert, provides the simulation and analysis of the impact of gradual aging
effects such as HCI and NBTE in Virtuoso Ultrasim and in the Analog Design
Environment (ADE) [Liu06]. Similarly, this tool cannot be used for abrupt effects such
as dielectric breakdown and therefore it has similar capabilities and limitations as
compared to the Mentor Graphics Eldo reliability simulator. The Synopsis MOS
reliability analysis (MOSRA) is another commercially available reliability simulator
that can also be used to see the impact of HCI and BTI effects on integrated circuits
[Syn11]. Again, only gradual aging effects are supported in this tool.

The next two sections give some of the examples from previous research work
where the effect of these degradation mechanisms on an individual device and the
corresponding circuits is either analysed or a solution to mitigate their effects has been
discussed.

2.6.2.4 DEGRADATION ANALYSIS EXAMPLES

In this section some previous degradation analysis research work is discussed. For
example, the impact of NBTI and HCI degradation on the reliability of MOSFETs is
thoroughly investigated in [The00]. Whereas, the impact of NBTI induced degradation
mismatch in operational amplifier circuits has been discussed in [Ago04]. Similarly,
circuit-level aging simulations under NBTI effect on current mirror, operational
amplifier, comparator and digital-to-analog converter (DAC) circuits are discussed in
[Jha05]. NBTI and HCI degradation effects on the performance degradation of RF and
analog circuits are discussed in [Fer09, Wan07a, Hua07, Rub05, Sch03]. The influence
of BTI and process variability on the functionality of different configurations of an
amplifier circuit is investigated in [Mar09].

The research work conducted in all of the above examples only gives the reliability
information under the specified stress conditions for a selected duration of time.
Moreover, in all of these examples only the degradation models of devices are used to
simulate the degraded or lifetime behaviours to establish circuit reliability as a function
of time. However, complete circuit dependability (reliability, maintainability,
availability etc.) information cannot be extracted from these simulation results.

2.6.2.5 DEGRADATION MITIGATION EXAMPLES

Although most of the research efforts have been performed to analyse the effect of
degradation mechanisms, very limited research has been carried out on the countermeasures to compensate and overcome the performance degradation in analog
and mixed-signal systems. For example, in [Kri03] an optimum operating voltage to
balance NBTI degradation against transistor voltage headroom is presented. A number
of passive techniques, like burn-in and calibration, are used in [Cho11a, Cho11b] to
compensate the aging-induced offset in different structures. Body biasing and
differential matching to actively compensate the NBTI effect are presented in [Gho10]. A trimming method to reduce the offset voltage of an SRAM sense amplifier is given in [Kaw10]. A boosted gain programmable OpAmp is presented in [Wan11b] in order to mitigate the aging effects due to NBTI effects. In [Mak10] the use of elevated $V_{DD}$ and thick oxide transistors to boost the performance of analog and mixed-signal circuits is presented.

Most of the efforts discussed in these examples have been carried out in order to increase the reliability of circuits. However, they lack in dealing with dependability issues related to complete circuit failures, and system availability and maintainability issues especially during their operational life. Some of these issues and their possible considerations in this research work are discussed in the next section.

2.6.3 **SHORTCOMINGS AND LIMITATIONS OF CURRENT PRACTICES**

In this section, the shortcomings and limitations of the above mentioned already practiced methods are briefly described as below. The important thing to note here is that we are only considering analog and mixed-signal systems in this research work. Therefore, the digital systems are not a part of this discussion.

1) The first and most important limitation is the inability to consider all attributes of dependability, or at least the most important ones, in these practised methods. Mainly reliability has been considered both at the device and design level analysis and mitigations.

2) Most efforts have been made to analyse and mitigate individual devices or small individual circuits like current mirror, operational amplifier, comparator etc. However, complete systems like analog and mixed-signal front-ends composed of operational amplifiers and analog-to-digital converters (present case) are rarely considered.

3) The proposed reliability (only one attribute of dependability) mitigation techniques are mostly considered for very specific designs with very specific degradation problems. No generic solutions are presented.

4) All of the degradation issues are not considered simultaneously. The failure of any circuit or system as a result of all of the degradation mechanisms and the corresponding mitigation techniques, especially related to availability (another attribute of dependability) of the system, are rarely considered.

5) Reliability analysis and corresponding solutions of an analog-to-digital converter (ADC) are only partially considered [Bao09].

6) If reliability is considered for any device or circuit then it is normally considered, analysed and resolved at the design stage. The reliability issues and corresponding solutions during their operational life are never considered in the current practices.

7) The reliability analysis tools are usually very slow [Che14] and sometime it is very difficult to simulate larger and complex designs. Therefore, only small circuits are normally considered and analysed in these simulations [Jha05].
Some of the robust techniques practiced for small systems like amplifiers and comparators are becoming too expensive in terms of area, design time, design complexity and non-generic issues [Wan11b].

Usually, these reliability simulation results are based upon worst-case device stress tests that might be completely different from real environment stress conditions [Pau06]. Therefore, the lifetime estimations and other extracted results could not be realistic.

Two important stress variables, the working-stress voltage and the working-stress temperature, might change for short time duration. Therefore, the corresponding changes will be completely different from the changes resulting from continues stress conditions. This differentiation is not considered in current degradation analysis and mitigation practises.

Fabrication-related process induced degradations are being considered in recently practiced methods, however, process-induced initial-variation dependent degradations are not considered.

The next section will briefly discuss which of the issues described above are considered or not considered during the current research work presented in this thesis.

2.6.4 CONSIDERATIONS IN THE CURRENT RESEARCH

In this section, the above issues will be discussed one by one to see to what extent they have been considered in our research work.

1) The following important attributes of dependability being reliability, availability and maintainability are considered in this research work.
2) A general analog and mixed-signal front end composed of amplifier and analog-to-digital converter is considered (Chapter 3).
3) Optimized generic solutions at design-level and during operational life are being investigated (Chapter 3).
4) Only NBTI related degradations issues have remained the main focus of current research. Other degradations mechanisms are also not considered in this research work.
5) Degradation issues in the static and dynamic parameters of an ADC are considered. However, degradations in the selected parts of the ADC, specific to a particular architecture, have been considered only (Chapter 6).
6) The focus of the current research work has remained to present methods and techniques that can potentially be used to improve dependability during the operational life of analog/mixed-signal front ends.
7) A faster degradation analysis technique, based on behavioural models, is presented for complex and larger systems (Chapter 6).
8) Digitally-assisted analog and mixed-signal systems are proposed instead of robust systems. However, area overhead, complexity and implementation problems still remain as an issue.
9) Dynamic stress conditions and corresponding degradation effects are usually considered in the proposed strategies to have realistic results.
10) Special attention has been paid to differentiate and mitigate short-term and long-term degradation effects due to changing working-stress voltages and working-stress temperatures (Chapter 5).
11) Fabrication-related process-induced initial-value dependent degradation effects have been considered and resolved at system level (Chapter 4).

2.7 CONCLUSIONS

In this chapter the classical definition of dependability, one of the important design parameters for safety-critical systems, has been introduced and explained as an umbrella of essential system properties like availability, reliability, maintainability, safety, integrity and confidentiality. The main causes that can be potential threats to the dependability of an electronic system and the possible ways to overcome those threats are also briefly discussed. The mathematical formulation and the corresponding theory behind the important dependability attributes like reliability, maintainability, and availability are briefly introduced. The physical mechanisms that are responsible for degradation and failures in devices and associated systems are also concisely described. The state-of-art in improving dependability, mainly reliability, its limitations and shortcomings along with important considerations being taken in this current research work are also described. It forms the basis of research in the following chapters.
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CHAPTER

DEPENDABILITY ANALYSIS AND ENHANCEMENT
FOR MIXED-SIGNAL SoCs

ABSTRACT — With increasing system complexity and shrinking technology dimensions the dependability of critical systems has become a crucial property. Analog and mixed-signal systems, especially front/back-ends, being an integral part of these critical systems require dependability enhancement strategies for their long-term functionality. This chapter describes the details of a proposed hardware platform for enhancing the dependability of an analog and mixed-signal front-end. The Markov analysis methodology has been used to theoretically investigate and analyze the dependability improvement of the proposed strategy and is compared against the conventional strategy. Further analysis of the proposed strategy shows that dependability issues and different enhancement strategies must be considered starting from the design phase up to the end-of-life of the system. Initially, this is achieved by optimally selecting different IP’s in a system. This is based on the required system dependability attributes and choice of an efficient hardware architecture platform to address the dependability issues at the design stage and during the life-time of the system respectively. The proposed approach basically links device-level simulations to a library of IP’s having the same functionalities but different values for dependability attributes along with their speed, area and power overheads. This library is then further used at the design phase for the optimal selection of IP’s according to the required dependability, speed, area, and power requirements and finally integrated with the proposed efficient hardware platform. The presented approach is verified by system-level behavioural simulations and this provides confidence in using the proposed strategy.

3.1 INTRODUCTION

As discussed in Chapter 2, in moving designs from older technology nodes to nanoscale technology nodes, different degradation mechanisms like Negative Bias Temperature Instability (NBTI), Positive Bias Temperature Instability (PBTI), Hot Carrier Injection (HCI), and Time Dependent Dielectric Breakdown (TDDB) have become more important. These degradation mechanisms have been frequently studied for digital systems but they also play an important role in analog and mixed-signal system performance degradations [Bao09, Jha05, Cha10, Cha07]. Many analog operations require matched parameters and therefore, any mismatch introduced by these degradation mechanisms can result in analog system performance degradations. The
degree of degradation in the performance will further result in system failure if
performance degradation progresses beyond system specifications. Therefore, the
dependability of these electronic systems requires that the performance parameters
should remain within system specifications.

Analog and mixed-signal front/back-ends, being an important part of most critical
systems, especially in safety-critical (e.g. automotive, medical) and mission-critical (e.g. space, defence) systems, have received little attention with regard to dependability. Studies have shown that with increasing complexity of systems and shrinking technology dimensions the dependability of these electronic systems has become increasingly crucial [Ker10]. These studies also lead to the conclusion that in a similar way as low power, low noise, high resolution, and high speed have become important for many applications, dependability is also becoming an important design axis for these applications. Therefore, the focus of our research work and in particular this chapter is on the dependability of analog and mixed-signal systems especially the front-ends.

Usually, the dependability issues of most of the electronic systems are tackled partially. The reliability, being a single important attribute of dependability, has been tackled mostly and normally only at the design-stage simulation level. In these reliability simulations, degradation models are extracted and used for simulating the lifetime behaviour of an IP. This information is then further used to redesign or incorporating circuit strategies for improving reliability [Boa09]. However, this approach lacks in dealing with system dependability issues related to complete IP failures, and system availability and maintainability issues. Therefore, it requires further considerations to deal with dependability issues during the operational life. These issues and their solutions are the topic of this chapter.

This chapter has been divided into ten sections. Section 3.2 briefly summarizes the important selected attributes of dependability, their impairments, and means of enhancement in case of degradations. In order to analyse the dependability of the proposed hardware platform, presented in section 3.6, section 3.3 gives the necessary details on how to model and analyse the dependability of a system. Since the research work in this thesis is to improve the dependability of analog and mixed-signal systems. Therefore, the important issues in the case of analog and mixed-signal IPs dependability are discussed in section 3.4. Section 3.5 briefly presents the digitally-assisted analog and mixed-signal IPs that are used in building a dependable hardware platform discussed in section 3.6. This proposed hardware platform is analysed for its dependability improvements in section 3.7 and the corresponding implementation issues in this hardware platform are discussed in section 3.8. Based on these implementation issues, a possible solution in terms of an improved strategy is discussed in section 3.9. The simulation results of a target system based on this improved strategy and conclusions are discussed in sections 3.10 and 3.11 respectively.

3.2 DEPENDABILITY ENHANCEMENT

As discussed in the previous chapter, the dependability of a system is defined as its trustworthiness that in a given environment the system will operate as expected and will not fail during its normal operation [Buj04]. Therefore, the ultimate goal of a dependable system is to provide the ability of a system that it can deliver a service that can justifiably be trusted. The service delivered by a system is its behaviour as
perceived by its user(s). Here a user either could be another physical system or a human that interacts with the system. As mentioned in the previous chapter, the term dependability represents the property of the system that integrates attributes like availability, reliability, maintainability, safety, integrity and confidentiality [Avi01, Avi04, Buj06]. Therefore, addressing dependability issues means addressing its individual attributes. In other words, enhancing dependability of a system requires an enhancement of each individual dependability attribute and therefore, any proposed strategy for dependability enhancement must take care of all of its attributes.

In order to enhance the system dependability the following questions have to be answered:

1) what is the original dependability of the system?
2) what are the impairments of the system dependability?
3) how can these impairments be removed or reduced?

Finally, a comparison between the original and the improved dependability can be made to determine the improvement factor. On the other hand, a comparison between the conventional strategy and the proposed strategy to enhance the dependability of the system can also be made. Usually, the impairments of dependability are defined in terms of faults and failures as discussed in the previous chapter. Dependability enhancement means include fault prevention, fault removal or fault forecasting techniques as discussed in Chapter 2.

The next sections will briefly discuss why some of the attributes of dependability have been selected as the important attributes for analog and mixed-signal systems (front-ends) and how these attributes can be enhanced.

### 3.2.1 SELECTED DEPENDABILITY ATTRIBUTES

The dependability of a system, based on its application, is represented by a collection of essential dependability attributes to express the dependability properties which are expected from a system. Analog and mixed-signal systems (front-ends) being an important part of most of the critical systems are the focus of our research. The dependability of these analog and mixed-signal systems requires that they should always be functioning correctly and should be maintained/repaired with minimum downtime in case of any failure. Among the different attributes of dependability the reliability, maintainability, and availability are the focus of this chapter and the whole thesis. By improving these dependability attributes, the other attributes like safety will also be partially tackled. However, the attributes like integrity and confidentiality will be slightly irrelevant and less important in this case. Therefore, these attributes will not be considered in the research work presented in this thesis. Basically, the selected attributes are probabilistic quantities and can be easily related to quantities like mean-time-to-failure (MTTF), mean-time-between-failures (MTBF), and mean-time-to-repair (MTTR) [Buj04, Avi04, Ker11].

### 3.2.2 RELIABILITY ENHANCEMENT

The reliability, being the probability as a function of time that the system will be correctly functioning as intended at that time can be related to its failure free states. The
higher the number of failure-free states of a system are, the higher the reliability of the system will be. Therefore, one possible way of enhancing the reliability of a system is to increase the number of failure-free states. The failure of a system is the inability of the system to perform its required functions within the specified performance requirements (specifications). The performance of a system can be retained within its specifications by a number of ways. One possible way could be to provide trimming or tuning options for different performance parameters. Therefore, in case of performance deviations these trimming or tuning options for different performance parameters can be used to retain the system within specifications. Another possibility could be to provide redundancy (hardware in the present case) in the system. In case of performance deviations, redundant (fault-free) hardware can be activated replacing the faulty one. Therefore, by providing trimming, tuning or redundancy options the system performance can be retained within specifications and the system failures can be minimized and hence the system reliability can be enhanced. Mathematically, for repairable systems, it can be related to the MTBF of the system. Therefore, by increasing MTBF the reliability of the system will be enhanced.

**3.2.3 Maintainability Enhancement**

The maintainability, being the probability as a function of time that the system can be repaired if it fails to perform its correct function as intended at that time, can be related to the ease and speed of the repairing mechanism to repair or restore the system following a failure. As stated above, the failures of a system are related to its performance and in order to decrease failures the performance should remain within the specifications. Therefore as a requirement to improve maintainability, the repairing mechanism should be capable of sufficiently repairing or restoring the required system performance within their specifications and as quickly as possible. This can be established by providing enough repairing, tuning or redundancy options. By increasing the repair rate, defined as the available number of repairs that can be performed in a unit time, the repairing capability or the speed of the repairing mechanism will increase and hence the possibility to restore system performance within its specifications or the system maintainability can be enhanced.

Mathematically, for repairable systems, the speed of the repairing mechanism can be related to Mean Time to Repair (MTTR). Therefore, by decreasing the MTTR the maintainability of the system can be increased.

**3.2.4 Availability Enhancement**

The availability, being the probability as a function of time that the system will be available for correct service at that time, can be related to the failure-free states of the system. For a failure-free state the system should neither be in failure nor in the repairing state. Therefore as a requirement to improve availability, the performance, being related to failures as stated above, should be kept within its specification boundaries and the time required to repair a system should be minimized. This can be achieved either by providing fault tolerant and redundancy options or by anticipating in advance the possible repairing options in order to reduce the repair time and hence the system availability can be enhanced. Usually, availability is considered for repairable
systems and is the ratio of time the system operates normally to its entire mission time. Therefore for repairable systems, mathematically availability can be related to mean-time-between-failures (MTBF) and mean-time-to-repair (MTTR) as follows [Ker11]:

\[
A = \frac{MTBF}{MTBF + MTTR}
\]  

(3.1)

This shows that the availability of the system can be enhanced by increasing \( MTBF \) or by decreasing \( MTTR \). In other words, by increasing reliability and maintainability the availability of the system will also increase.

3.3 **DEPENDABILITY ANALYSIS**

In order to evaluate the efficiency of any proposed approach for dependability enhancement, it is important to analyse the improvement in individual attributes of dependability. Typically, there are two conventional approaches to analyse the dependability of a system. The first approach deals with development and evaluation of models and the second approach deals with the actual testing of the system. In the first approach models based on the failure rate of its components, available from the handbooks or manufacturers data, are used to analyse the dependability, usually reliability, of the overall system. Whereas, in the second approach real test data is used that might be very costly and may require lengthy test procedures for large and complex systems. Therefore, in this chapter the first approach will be used to analyse the efficiency of our proposed approach for dependability enhancement. The focus will be to analyse improvement in the selected attributes of dependability; the reliability, maintainability, and availability of the system. This can be achieved by using, for example, reliability block diagrams and Markov process as discussed in the following sections.

3.3.1 **DEPENDABILITY MODELLING**

The dependability modelling of any system can be classified into two classes: combinatorial modelling and stochastic modelling [Mat14]. The combinatorial modelling techniques include reliability block diagrams, fault trees, and reliability graphs. Whereas, the stochastic techniques are based on the state-space and time-space characteristics and can be classified into discrete Markov models and continuous Markov models. The focus of the current chapter will be on the reliability block diagrams and Markov models because of their easy to use modelling approach, repair/replace mechanism inclusion, and modest computational requirements. The accuracy depends on the accuracy of the information (failure rate, repair rate, reliability of sub-blocks etc.) used in these modelling techniques. The next sections will briefly describe the necessary background details which is further used to study the dependability enhancement of the proposed strategy in the later sections.
3.3 Dependability Analysis

3.3.1.1 Reliability Block Diagrams (RBDs)

The reliability block diagrams (RBDs) are one of the most commonly used models for reliability analysis because of their simplicity and ease of use in modelling complex systems especially with redundancy [Mat14]. The RBDs present an abstract view of the whole system where each component/IP is represented by a separate block. The operational dependency among the blocks is represented by the interconnections that could be serial or parallel depending on the overall operation of the system. In order to analyse the reliability of a complex system, first the whole system is partitioned into serial and parallel sub-systems and then the RBDs of these individual sub-systems are combined into one for the overall reliability of the whole system. The reliability of a serial system, where sub-systems (uncorrelated) are connected in series, requires that all of the sub-systems should be operational; a failure in one sub-system will result in system failure. Therefore, the reliability of a serial system is given by [Mat14]:

\[
R_{\text{serial}}(t) = \prod_{i=1}^{n} R_i(t)
\]

(3.2)

where \( R_i(t) \) is the reliability of the \( i^{th} \) component in series, for \( i \in \{1,2,3,\ldots,n\} \).

Similarly, for a parallel system, only one sub-system is required for the system to be operational. Therefore, the reliability of a parallel system is given by [Mat14]:

\[
R_{\text{parallel}}(t) = 1 - \prod_{i=1}^{m} (1 - R_i(t))
\]

(3.3)

where \( R_i(t) \) is the reliability of the \( i^{th} \) component in parallel, for \( i \in \{1,2,3,\ldots,m\} \). Different IPs (components) on a single chip will be uncorrelated and their individual reliability will be independent of each other although they will be working in a similar environment. Their individual reliability will be dependent on their individual architecture. Therefore, equations (3.2) and (3.3) are also valid for serial and parallel components (IPs) on a chip and are further used in section 3.7 to evaluate the reliability of the proposed strategy.

3.3.1.2 Markov Analysis

Markov analysis have been used since decades to analyse the dependability (reliability/availability) of fault tolerant systems with non-repairable as well as repairable components. It is normally used because of its easy to use modelling approach, repair/replace mechanism inclusion, and modest computational requirements. Markov analysis is a special class of stochastic processes that was formally described by a Russian mathematician A.A. Markov (1856-1922). Markov analysis starts with formulating a Markov state model by breaking the whole system into a number of states represented by circles (bubbles). These circles are then connected by directional arcs representing the transition rates (in our case failure and repair rates; failure per hour and repair per hour) at which the system moves from one state to another state. In general, these transition rates can be time varying, allowing the Markov state model to represent
a variety of different densities for times spent in a state before the system moves to the
next state [Buk06]. Solution of such a state model using the state-space approach then
predicts the probability that the system will be in various states after any specified time
interval. The sum of these probabilities over non-failure states then yields the system
reliability [Kum09].

The basic assumption in Markov analysis is that the behaviour of the system in
each state depends on the present state of the system and not on the previous state or the
time at which it reached the present state. In dependability engineering, this assumption
is satisfied if all events (failures, repairs, etc.) in each state occur with constant
occurrence rates. For a large number of similar systems this occurrence rate can also be
considered constant because it will be approximately close to an average value. This
means the time spent in each state follows an exponential distribution.

Mathematically, the Markov model is completely described by its transition matrix
\( A(t) \) where, for every \( i \neq j \ (i = \text{row}, j = \text{column}) \) the \( ij^{th} \) entry represents the
transition rate from state ‘i’ to state ‘j’, and, for every \( i = j \), the \( ij^{th} \) entry is represented
by minus the sum of the entries in the rest of the \( i^{th} \) row. The diagonal entries are such
that each row of \( A(t) \) sums to zero (by definition). The behavior of the Markov state
model is then governed by the following differential equation [Buk06]:

\[
\frac{dP(t)}{dt} = P(t) * A(t)
\]  

where \( P(t) \) is an \( 1 \times n \) row vector, \( A(t) \) is an \( n \times n \) matrix and \( n \) is the number of
states in the system. The solution of equation (3.4), which gives the probability in each
state of the system, is given by:

\[
P(t) = P(0) * [e^{A(t) \times t}]
\]  

where \( e^{A(t) \times t} \) is an \( n \times n \) matrix and \( P(0) \) is an \( 1 \times n \) initial probability row vector
describing the initial state of the system. Equation (3.5) is further used in section 3.7 to
analyse the dependability of the proposed strategy.

### 3.4 Dependability of Analog and Mixed-Signal Front-Ends

The dependability of an analog and mixed-signal front-end will depend on the
dependability of its constituents. The constituents of a conventional simplified analog
and mixed-signal front-end can be considered as a sensor, amplifier/filter and an analog-to-digital converter. For simplicity, a temperature sensor can be considered to serve the
purpose of a general sensor followed by an operational amplifier (Analog IP) and an
ADC (mixed-signal IP) as shown in Figure 3.1. In this way, the output of the
3.5 Digitally-Assisted Analog and Mixed-Signal IPs

The concept of digitally-assisted analog and mixed-signal IPs has been introduced where digital signals are used to realize, control, improve, and change the circuit functionalities in the analog domain [Xin10]. This is because of the fact that as the technology is scaling the area and power consumption of analog circuits is not scaling with the same pace as their digital counterparts. Furthermore, digital circuits are cheap and flexible in terms of performance improvements. In addition, these digitally-assisted analog and mixed-signal IPs also provide the opportunity to estimate analog performance based on the digital domain data. This makes them a better choice in terms of observability, controllability, and functional flexibility along with associated area overheads as compared to the conventional analog and mixed-signal circuits. These digitally-assisted analog and mixed-signal IPs can be found in many applications including amplifiers [Mur06], ADCs [Mur06, Sir04, Mur07], RF transceivers [Vas03] and sigma-delta modulators [Ros05]. These digitally-assisted analog and mixed-signal IPs provide better dependability [Wan11] and therefore, can be used to construct a dependable hardware architecture for dependability improvements.

The next section will discuss the use of these digitally-assisted analog and mixed-signal IPs in a possible hardware architecture that can potentially be used to enhance the dependability of analog and mixed-signal front-ends.

3.6 Initial Proposed Hardware Platform

Based on the requirements, discussed before, to enhance the individual attributes of dependability, a hardware platform is proposed for analog and mixed-signal front-ends as shown in Figure 3.2. This proposal, despite the fact of increased cost and area, is based on the usual concept of hardware redundancy. This has been an established way of providing fault-tolerance in systems especially in safety/mission critical systems. In this initial proposed hardware platform (IPHP) each analog and mixed-signal IP has digital assistance. That has made it possible to digitally monitor, re-program or tune temperature sensor will be amplified by the operational amplifier and then converted into a digital value by the ADC for further processing in the digital domain. Therefore, the performance of the operational amplifier and the analog-to-digital converter will affect the performance of the front-end. As stated above, the dependability attributes namely the reliability, maintainability and availability of a system are related to its performance. Therefore, any change in the performance of operational amplifier (OpAmp) or analog-to-digital (ADC) converter beyond its specifications could potentially affect the dependability of the system. The dependability improvement of the analog and mixed-signal front-end, the OpAmp and ADC being connected in series, requires that the dependability of OpAmp and ADC should be improved individually (the sensor part is not considered here as discussed in Chapter 1, section 1.5). The next sections will discuss how the dependability of the OpAmp and ADC can be enhanced individually in order to improve the dependability of the whole front-end.
different parameters [Mur06, Sir04] of individual IPs. Therefore, hardware redundancy as well as digital monitoring and controlling (programming/tuning) capabilities of different analog and mixed-signal IPs has been utilized in this IPHP in order to achieve dependability improvements.

Among other important blocks of the IPHP the “Diagnose & Action” IP is of crucial importance. This IP is responsible for diagnosing the system performance, based on the different system performance parameters, and taking actions accordingly to maintain the dependability requirements of the whole system. The switches $SW_1$ and $SW_2$, which are controlled by the “Digital Processor” IP, are used to switch between the two possible operational modes; namely the diagnosis mode and the normal mode. Whereas the switch matrix ‘S’, composed of switches $SW_{11}$, $SW_{12}$, ...... $SW_{43}$, is used to select the different combinations of analog and mixed-signal IPs to form different possible active paths as shown in Figure 3.3 (1 = switch closed, 0 = switch open). According to the IPHP, each active path consists of one digitally assisted “Analog IP” and one digitally assisted “Mixed-Signal IP”. The performance of each IP can be checked individually by properly using the switches $SW_1$ and $SW_2$ and the switch matrix ‘S’. Each individual IP can be isolated from the rest of the IPs to be individually diagnosed by the “Diagnose & Action” IP. The isolation or bypass mechanism is not shown in Figure 3.2 to make it clear for other switching mechanisms as described above.

3.6.1 WORKING PRINCIPLE

The working principle of the IPHP is different from the usual triple modular redundancy (TMR) concept. Despite the usual concept of a TMR where all of redundant modules are active at the same time and a voter is responsible to decide about the correct behaviour. In the IPHP only one path and its corresponding IPs are active. The rest of the IPs in the other paths are not active. To fully understand the working principle of the IPHP, let us consider that initially all the analog and mixed-signal IPs are fully dependable [Buj04] and switches $SW_{11}$, $SW_{21}$, $SW_{31}$, and $SW_{41}$ are closed to form an active path from switch $SW_{11}$ to switch $SW_{41}$ via switches $SW_{21}$ and $SW_{31}$ (Figure 3.2). Therefore, “Analog IP 1” and “Mixed-Signal IP 1” are active and the rest of the analog and mixed-signal IPs are not active. This means the rest of the IPs are powered off and for simplicity we assume they will remain fully dependable unless activated for their operation. During the lifetime operation of the system, the “Digital Processor” IP will switch $SW_1$ and $SW_2$ into diagnosis mode at predefined regular intervals of time. The frequency of switching from normal operational mode to diagnosis will be a combination of application and degradation profile. Similarly, at the same time the “Digital Processor” IP will activate the “Diagnose and Action” IP to diagnose the performance of each analog and mixed-signal IP in the active path. Each individual IP can be isolated from the rest of the IPs to be individually diagnosed by the “Diagnose & Action” IP. During diagnosis mode, the “Diagnose & Action” IP will first try to verify the performance of the current active path (in the present case this active path is from switch $SW_{11}$ to switch $SW_{41}$ via switches $SW_{21}$ and $SW_{31}$) IPs for their performance parameters specifications. If the performance parameters of each IP in the current active path are within specifications then the “Diagnose and Action” IP will take
no actions. On the other hand, if there are deviations in the performance parameters of any of the IPs in the current active path it will start taking actions accordingly. This means, the performance of the current active path is not within specifications and requires different actions to be maintained within specifications.

### 3.6.2 Dependability Improvements

The performance of the current analog and mixed-signal front-end will be maintained by using the following three steps:

1) The performance of each analog and mixed-signal IP in the current active path will be diagnosed and compared against its specifications.

2) In case of performance deviations the digital programming/tuning capabilities of each analog and mixed-signal IP in the current active path will be used to tune back its performance parameters within specifications.

3) Normally, these digitally-assisted analog and mixed-signal IPs have a limited tuning range [Mur06, Sir04] allowing each IP to be tuned back up to a specific level. Therefore, in case any of the digitally assisted analog and mixed-signal IP in the current active path will be out of its tuning range, it will be replaced with a new/fresh (redundant/spare) IP.
The purpose of the switch matrix is to provide greater flexibility and tuning space for the “Diagnose & Action” IP in order to maintain the performance of the whole system. Therefore, the basic idea behind this scheme is first to digitally program/tune each IP to maintain the performance requirements of the whole system and once an IP is out of its tuning range then replace this with a new/fresh (redundant/spare) IP. This rerouting (replacement) will not affect the overall behaviour because the performance will remain within specification. However, the speed and accuracy of the monitoring and tuning circuitry will be an important issue and has to be considered by electronic designers.

As stated above, improving dependability means improving its individual attributes. Therefore, the initial proposed hardware platform takes care of the individual attributes of dependability. For example:

- the reliability, being the continuity of correct service, is improved by regularly monitoring the performance and by taking digital programing/tuning actions in case of performance deviations from the required specifications.
- the maintainability is improved by providing fast and accurate digital programing/tuning capabilities inside the system for taking repair actions.
- the availability being the readiness for correct service is also improved by providing digital programing/tuning and hardware redundancy options.

These improvements will be further analysed mathematically and compared against conventional strategies in the next sections.

3.7 Analyzing Dependability of the IPHP

As discussed earlier there are a number of available techniques for analysing the dependability of a system, for example stochastic Petri nets, fault-trees, reliability block diagrams and Markov analysis [Mat14]. In this thesis, a combination of Markov analysis and reliability block diagrams will be used to analyse the dependability attributes of the initial proposed hardware platform (IPHP) for analog and mixed-signal front-ends.

3.7.1 Formulating the Markov State Model

In order to use Markov analysis to analyse the dependability of the IPHP first a Markov state model has to be constructed for each analog and mixed-signal IP. As an example, each analog and mixed-signal IP has two digital tuning knobs (ports), as shown in Figure 3.4, that are used to tune its performance back to its specifications. This means, every analog or mixed-signal IP has four different states, as shown in Table 3.1, where each state corresponds to a unique value of its digital tuning knobs (ports) and represents a fault-free (functioning correct) state (states 1, 2, 3, 4) of the corresponding IP.

Furthermore, to complete the Markov state model for this IP two more states are introduced. State ‘R’ which corresponds to a state where an IP is being repaired and a state ‘F’ which represents a failed state. In case of a failed state the corresponding IP
3.7 Analysing Dependability of the IPHP

Table 3.1: Fault-free states as function of tuning knobs

<table>
<thead>
<tr>
<th>N_1 N_2</th>
<th>Fault-Free State</th>
</tr>
</thead>
<tbody>
<tr>
<td>0 0</td>
<td>1</td>
</tr>
<tr>
<td>0 1</td>
<td>2</td>
</tr>
<tr>
<td>1 0</td>
<td>3</td>
</tr>
<tr>
<td>1 1</td>
<td>4</td>
</tr>
</tbody>
</table>

Figure 3.4: Block diagram of an analog/mixed-signal IP with two digital tuning knobs (N_1, N_2)

Figure 3.5: Markov state space model for an analog/mixed-signal IP (1, 2, 3 and 4 are fault-free states)

cannot be further repaired by digital tuning knobs (ports) but could potentially be replaced by a spare IP to continue its functional role in the whole system. Therefore, the Markov state model of each IP now consists of six states as shown in Figure 3.5. Obviously, the total number of states will increase if higher numbers of digital tuning knobs are considered. These states are then connected by arcs representing the transition from one state to another state. In Markov analysis these transitions are described by probabilities and usually represent the failure and repair probabilities.

In Figure 3.5, $\lambda_{ij}$ represents the failure rates and $\mu_{ij}$ represents the repair/replace rates. Where failure rate means the expected number of failures (probability) per unit time and repair/replace rate means the expected number of repairs/replaces (probability) per unit time. The subscripts ‘i’ and ‘j’ represents the direction of the failures or repairs/replaces occurring between these states. For example, $\lambda_{1R}$ represents the failure rate from state 1 to state ‘R’; similarly $\mu_{R2}$ represents the repair rate from state $R$ to state 2. Whereas, only $\mu_{F1}$ represents the replacement rate from state $F$ to state 1. Furthermore, state 4 will not be repaired as states 1, 2, and 3 are repaired to the next states. Therefore in case of a failure, the state 4 will directly move to failed state ‘F’ as shown in Figure 3.5. It has been shown in [Buk06] that Markov state models with exponential time densities will give the same results for steady-state probabilities as the more complicated non-exponential time densities. Therefore, instead of using more complex failure-time and repair-time densities, exponential time densities, where both failure rates and repair rates are constant, will be used to study the steady-state
Table 3.2: Failure rate ($\lambda$) and repair/replacement rate ($\mu$) values

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value/hr</th>
<th>Parameter</th>
<th>Value/hr</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\lambda_{1R}$</td>
<td>1/1000</td>
<td>$\mu_{F1}$</td>
<td>1/4000</td>
</tr>
<tr>
<td>$\lambda_{2R}$</td>
<td>1/2000</td>
<td>$\mu_{R2}$</td>
<td>1/1000</td>
</tr>
<tr>
<td>$\lambda_{3R}$</td>
<td>1/3000</td>
<td>$\mu_{R3}$</td>
<td>1/2000</td>
</tr>
<tr>
<td>$\lambda_{4R}$</td>
<td>1/4000</td>
<td>$\mu_{R4}$</td>
<td>1/3000</td>
</tr>
<tr>
<td>$\lambda_{RF}$</td>
<td>1/4000</td>
<td>$\mu_{R}$</td>
<td></td>
</tr>
</tbody>
</table>

probabilities. For example, if $\lambda$ is a constant failure rate and $\mu$ is a constant repair rate then $\lambda e^{-\lambda t}$ will be the exponential failure and repair time densities respectively [Mat14]. The state transition matrix, as described in section 3.3.1.2, of this Markov state model (Figure 3.5) with constant failure and repair/replace rates is:

$$
A = \begin{bmatrix}
-\lambda_{1R} & \lambda_{1R} & 0 & 0 & 0 & 0 \\
0 & -\mu_{R2} - \mu_{R3} - \mu_{RF} - \lambda_{RF} & \mu_{R2} & \mu_{R3} & \mu_{R4} & \lambda_{RF} \\
0 & \lambda_{2R} & -\lambda_{2R} & 0 & 0 & 0 \\
0 & \lambda_{3R} & 0 & -\lambda_{3R} & 0 & 0 \\
\mu_{F1} & 0 & 0 & 0 & 0 & -\mu_{F1}
\end{bmatrix}
$$

(3.6)

By using equation (3.6) in equation (3.4) the following set of differential equations is obtained.

$$
\begin{align*}
\frac{dP_1(t)}{dt} &= -\lambda_{2R} \cdot P_1(t) + \mu_{F1} \cdot P_1(t) \\
\frac{dP_2(t)}{dt} &= \lambda_{1R} \cdot P_1(t) - (\mu_{R2} + \mu_{R3} + \mu_{RF} + \lambda_{RF}) \cdot P_2(t) + \lambda_{2R} \cdot P_2(t) + \lambda_{3R} \cdot P_3(t) + \lambda_{RF} \cdot P_5(t) \\
\frac{dP_3(t)}{dt} &= \mu_{R2} \cdot P_2(t) - \lambda_{2R} \cdot P_2(t) \\
\frac{dP_4(t)}{dt} &= \mu_{R2} \cdot P_2(t) - \lambda_{3R} \cdot P_3(t) \\
\frac{dP_5(t)}{dt} &= \mu_{RF} \cdot P_4(t) - \lambda_{RF} \cdot P_5(t) \\
\frac{dP_F(t)}{dt} &= \lambda_{RF} \cdot P_F(t) - \mu_{F1} \cdot P_F(t)
\end{align*}
$$

(3.7)

The above set of equations can be solved numerically by using $P(0)=[P_1(0) \ P_2(0) \ P_3(0) \ P_4(0) \ P_F(0)]\begin{bmatrix}1 & 0 & 0 & 0 & 0\end{bmatrix}$ as the initial state probabilities and the values of Table 3.2 as the constant failure and repair rates. In Table 3.2 all the values are expressed as failures/repairs per hour. As an example, every fault-free state (i.e. 1, 2, 3, and 4) is assumed to have a failure rate of 1 failure per one thousand hours (1/1000). Therefore, state 1 will fail once in one thousand hours while state 2 will fail once per two thousand hours. This is because of the fact that state 2 will be active only if state 1 will fail. State 2 will fail with the same rate as state 1 but it will be active only when state 1 will fail. Therefore, to use Markov analysis, where each state is independent from the previous state, the failure rate for state 2 must be once per two thousand hours (1/2000). Similarly state 3 and state 4 will fail once in three and four thousand hours respectively. In the same way, once a failure will occur from state 1 to state $R$ it will be...
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3.7.1.1 Reliability Calculation

The solution of the differential equations (3.7), discussed above, will provide the probability of an analog/mixed-signal IP in each state as a function of time which is shown in Figure 3.6. This figure shows that the probability of analog/mixed-signal IP is decreasing in state 1 while the probability that the analog/mixed-signal IP will be in states 2, 3, 4, R, and F is increasing with time. The sum of these probabilities over fault-free states (i.e., 1, 2, 3, and 4) then yields the reliability of each analog/mixed-signal IP as a function of time. Similarly, the sum of the probabilities over the states ‘R’ and ‘F’ then yields the unreliability of each analog/mixed-signal IP as a function of time. Furthermore, in order to calculate the reliability of the whole system, composed of redundant analog/mixed-signal IPs, Reliability Block Diagrams (RBD) are used. Usually, RBDs are not used to calculate the reliability of a repairable system, but one can use RBDs under the assumption that each repairable block behaves like a non-repairable block and its reliability is independent from the reliability of the other blocks as mentioned in Section 3.3.1.1. This assumption can be made valid by assigning \( \mu_{F_1} = 0 \) (i.e., no replacement in Figure 3.5) in the above transition matrix (3.6) and recalculating the reliability of each repairable IP. This will give the total reliability of each analog/mixed-signal IP which has only digital tuning capabilities without having any replacement capabilities. This means the Markov analysis is first used to calculate the reliability of each analog/mixed-signal IP having digital tuning capabilities and then this calculated reliability is further used in RBDs to incorporate the redundant nature or replacement capabilities of the proposed strategy.
The working principle of the proposed platform suggests that it can be considered as composed of two main IPs connected in series, as shown in Figure 3.7. Where each main IP is composed of three parallel sub-IPs; each being independent from any other IP. This independent nature of each IP from other IPs can be achieved by considering the influence of each IP on the other IP while calculating its failure rate. In this way, the dependence of one IP on another IPs will shift from IP level to its failure-rate level which can be further used in Markov analysis, as described above, and making them independent at IP level. The reliability of each sub-IP \( R_i(t) \) can be recalculated by using Markov analysis, as stated above. Therefore, by using the principle of RBD, the overall reliability \( R_p(t) \) of each main IP, being composed of three sub-IPs in parallel, can be calculated using equation (3.3). That is:

\[
R_p(t) = 1 - \prod_{i=1}^{n} (1 - R_i(t)) \quad (3.8)
\]

Here \( n \) represents the number of parallel sub-IPs. Similarly, once the reliability of each main IP \( R_p(t) \) is calculated, the reliability of two main IPs connected in series \( R_s(t) \) can be calculated using the equation (3.2). That is:

\[
R_s(t) = \prod_{p=1}^{m} R_p(t) \quad (3.9)
\]

Here \( m \) represents the number of main IPs in series. Using equation (3.9), the overall reliability of the initial proposed hardware platform can be calculated. In order to compare results with another system that does not have digital tuning knobs for its sub-IPs, a triplicate system with the same number of parallel and serial IPs has been considered. Figure 3.8 compares the reliability results of the IPHP having repairable IPs and the triplicate system having non-repairable IPs. This figure shows that the reliability of the whole system with repairable IPs (WRIP) is increased as compared to the reliability of the triplicate system having non-repairable IPs (NRIP). This reliability increase is directly related to the repair rate and the number of available fault-free states (e.g. 2, 3, 4 in the current case). This means, the reliability can be increased further either by increasing the repair rate or by providing more fault-free states.

The percentage of reliability improvement is defined as:

\[
\% \text{ Improvement} = \frac{\text{Reliability of the IPHP} - \text{Reliability of TS}}{\text{Reliability of the IPHP}} \times 100 \quad (3.10)
\]
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Figure 3.8: Reliability of the initial proposed hardware platform (IPHP) with repairable IPs (WRIP) and a triplicate system (TS) with non-repairable IPs (NRIP) ($\lambda=1/1000$).

Figure 3.9: Percentage of reliability improvement of the proposed hardware platform with repairable IPs (WRIP) over a triplicate system with non-repairable IPs (NRIP) ($\lambda=1/1000$).

where IPHP stands for initial proposed hardware platform and TS stands for triplicate system. Figure 3.9 shows the percentage of improvement as a result of the proposed strategy as compared to the triplicate system strategy. Initially, the percentage of improvement is low because both the strategies have similar reliabilities; however as the time passes the proposed strategy dominates over the triplicate system strategy. This means if the triplicate system strategy is not capable of maintaining the reliability of the system, the proposed strategy will do a better job to maintain the overall reliability of the system.

3.7.1.2 Maintainability Calculation

The maintainability of the whole system, being the probability that the system is successfully repaired while it fails, can be calculated by estimating the contribution of
the repair/tuning mechanism to decrease the unreliability (1-reliability) of the non-repairable system. In other words, by calculating the contribution of repair/tuning mechanism to increase the reliability of a repairable system as compared to the non-repairable system. Mathematically, this can be accomplished by subtracting the sum of probabilities in state $R$ and state $F$ of a repairable IP system from the probability of failure (unreliability = 1 - reliability) of the system with no repair mechanisms for IPs (i.e. no digital tuning or replacement options).

\[
\text{Maintainability} = P_{\text{SIPH}} = P_{\text{FNRIP}} - \text{Sum of Probabilities in States } R \text{ and } F \tag{3.11}
\]

Where $P_{\text{SIPH}}$ stands for probability of successfully repaired initial proposed hardware platform and $P_{\text{FNRIP}}$ stands for probability of failure of the system with no repair mechanisms for IPs. This difference gives the value of the probability of a fault-free system that has been increased due to repair mechanisms; which was not possible for non-repairable components with no replacement mechanism. This is called the maintainability or the probability that the system was successfully repaired (i.e. it is in the fault-free state) when it failed.

In order to compare results with another system that does not have digital tuning knobs for its sub-IPs but only has a replacement mechanism, a triplicate system with the same number of parallel and serial IPs has been considered. Figure 3.10 compares the maintainability results of the IPHP having repairable IPs and the triplicate system (TS) having non-repairable IPs. This shows that the maintainability of the IPHP increases with increasing repair rate assuming a successful repair. However, the maintainability of the triplicate system becomes zero after some time.

### 3.7.1.3 Availability Calculation

The availability of the initial proposed hardware platform (IPHP), being the probability as a function of time that the system will be available for correct service at
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Figure 3.11: Availability of the initial proposed hardware platform (IPHP) with repairable IPs (WRIP) and a triplicate system (TS) with non-repairable IPs (NRIP) \((\lambda = 1/1000)\).

that time, can also be related to the probabilities in different states. The probability in states 1, 2, 3, and 4 gives the probability that the system will be correctly functioning (continuity of correct service) and the probability in states \(R\), and \(F\) gives the probability that the system will not be functioning correctly (failure continuity). Therefore, by having the probability of correctly functioning and the probability of not-correctly functioning (i.e. reliability and unreliability), the availability of the hardware platform can be calculated by finding the ratio of probability that the system is correctly functioning to the total probability of being correctly functioning and not-correctly functioning as described in equation (3.1). If the probability that the system will be correctly functioning relates to mean-time-between-failures MTBF (up-time) and the probability that the system will not be correctly functioning relates to mean-time-to-repair MTTR (down-time) then equation (3.1) can be redefined in terms of probabilities as:

\[
A_{\text{probability}} = \frac{(P_1 + P_2 + P_3 + P_4)}{(P_1 + P_2 + P_3 + P_4) + (P_R + P_F)}
\]  

(3.12)

Where \(P_i\) represents the probability of the system in state ‘\(i\)’ (e.g. states 1, 2, 3, 4, R, and F). Since \((P_1 + P_2 + P_3 + P_4) + (P_R + P_F) = 1\) at any particular time, therefore the availability of the IPHP will also follow the same pattern as the reliability of the IPHP.

Figure 3.11 shows the availability of the IPHP platform. This shows that by increasing the repair rate or decreasing the ‘\(P_R + P_F\)’ term in equation (3.12), the availability of the whole system can be enhanced up to 99.99 per cent. This also shows a comparison between the availability of the proposed strategy and the availability of the triplicate system with non-repairable IPs. This means initially, the availability is similar in both cases however as the time progresses the triplicate system is not capable of maintaining the availability whereas the proposed strategy can maintain the availability for a longer time.
3.8 Potential Implementation Issues

Although the initial proposed hardware platform (IPHP) seems very similar to a conventional TMR concept, it is a new concept where digitally-assisted IPs are used with an external (on-chip) test-input signal, a complex switching mechanism, and a “Diagnose and Action” IP. Therefore, the IPHP along with on-chip testing and digital repairing mechanism requires a lot of design effort from the analog and mixed-signal design community. This may challenge electronic designers to cope with the following implementation issues:

- Lowering hardware area and power consumption overheads will be a challenge for electronic designers (proposed potential solution in Chapter 3).
- A single test-input signal that can potentially be used to analyse all of the performance parameters of the system will be difficult to manage. Therefore, it will require more specific test-input signals and hence the implementation issues to generate all of these test-input signals (proposed potential solution in Chapters 3 and 4).
- Monitoring all of the performance parameters and comparing against their specifications will require complicated monitoring and comparing circuits (proposed potential solution in Chapter 4).
- The monitoring accuracy and the corresponding digital repairing accuracy will play a significant role in the overall improvement of the system dependability. Therefore, designing monitoring and repairing circuits with the required accuracies will be another challenge for the electronic designers (proposed potential solution in Chapter 3).
- Designing fault tolerant switches, to avoid single points of failure, with minimum loading, leakage, interconnect path changing time and noise effects will be another challenge (proposed potential solution in Chapter 3).
- Despite the diagnosing and repairing accuracy, the required speed to diagnose the performance deviation and the corresponding repair, if necessary, in order to minimize the MTTR will be another challenge for electronic and software designers. This could create availability and maintainability problems (proposed potential solution in Chapter 3).

Some of the above mentioned implementation issues will be either addressed in this chapter or in the next chapters as mentioned above (in brackets).

3.9 Improving the Proposed Strategy

The above results show that the initial proposed hardware platform provides a high dependability, more precisely reliability, availability, and maintainability improvements for analog and mixed-signal based SoCs. The penalty one has to pay is in terms of area,
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3.9.1 Constructing a Dependable IP Library

In order to create a dependable IP library, the dependability of each IP in the system has to be established at each attribute level, namely reliability, maintainability, and availability. The reliability of an IP can be estimated by means of reliability simulations at the design stage where the reliability simulation flow usually consists of two phases [Bao09, Liu06]. In the first phase the given IP is simulated using aging models according to the technology information. The application determines the different stress profiles (e.g. temperature). The combination of stress profiles with different failure models, built from experimental testing work and structural circuit information, can be used in a similar way to select reliability critical substructures or devices [Bao09]. In the second phase, equivalent circuits are generated and incorporated into the original IP at system level. These are then simulated for degraded lifetime behaviour to estimate reliability as a function of time [Bao09].

As discussed before, in case of a repairable system, the availability of an IP can be related to its mean-time-between-failures (MTBF) and mean-time-to-repair (MTTR) speed, power and control overhead. Therefore, in order to address these issues an improved strategy starting from the design stage to the end-of-life of the system is required. The conceptual flow of such a strategy is shown in Figure 3.12. It starts with the construction of a library of dependable IPs which is further used to select the best combination of IPs to optimize the dependability, area, speed, and power issues of the system. This is followed by the construction of the dependable hardware architecture with little area and complexity overheads. The library of dependable IPs is a collection of different IPs having the same functionalities but different values for dependability attributes, speed, area, and power overheads. The new dependable hardware system architecture is based upon the similar concept of digitally-assisted analog and mixed-signal IPs as discussed above but with single redundant hardware as compared to two in the previous case. Similarly, contrary to the previous architecture where an external test signal is used, some on-chip measurement architecture has been used to calibrate the performance of each analog and mixed-signal IP as proposed in [Xin10]. Dependability issues related to complete IP failures, and system availability and maintainability issues have been resolved in a similar way; that is by providing built-in tuning/trimming and complete IP switching/replacement options.

Figure 3.12: The conceptual flow for improving the proposed strategy
and can be calculated by using equation (3.1) [Ker11]. Similarly, the maintainability of an IP can be related to MTTR and will be a function of the time required to detect a failure, diagnose the problem and to take proper actions to correct this problem. The maintainability will further depend on the complexity of the circuit and the degree/accuracy to which this problem has to be resolved. A high complexity of the circuit (IP) and high tuning/trimming accuracy will require more time to diagnose and subsequently repair the problem. Therefore, the MTTR of an IP can be calculated based upon the fault detection time, communication time with the diagnosing circuit, and the time required to properly diagnose and subsequently repair the problem and final verification.

Normally, parameters like MTBF and MTTR can be measured in two different ways. One way is to estimate these parameters at simulation level, where by observing performance parameters and their deviation from normal values (failure) as a result of degradation process or other faults will give us an estimate of MTBF. This will require exact information on design specifications and the actual environmental conditions. Similarly, by having a repairing mechanism, simulations can be run to estimate the time required to detect, diagnose and repair the fault and hence resulting in an MTTR. Also another way of estimating these parameters (MTBF, MTTR), which will require more effort in terms of time and cost, is conducting real accelerated test measurements under different stress conditions and calculate the real MTBF and MTTR values with much higher accuracy as compared to simulations.

Based on the above information, critical substructures or devices (i.e. transistors) can be identified and dependability improvement suggestions can also be made. These substructures or devices can then be redesigned or new structures can be inserted [Bao09] to achieve different values for dependability attributes. In this way one can generate multiple IPs with the same functionality having different dependability attributes along with their speed, area, and power overheads. Therefore, by having this information, each IP can be labelled with its reliability, availability, maintainability, area, speed, and power requirements which can be used to build a library of dependable IPs.

3.9.2 Optimizing System Dependability

Once a library of different dependability-level (having different values for dependability attributes) IPs is obtained, the next step is to select the best IP(s) that can give us a better compromise between reliability, availability, maintainability, speed, area, power etc. as required by the application or customer. This can be achieved by Linear Programming (LP) techniques like the Simplex algorithm [Ker11]. For example, a mixed signal front-end which has only two IPs being an operational amplifier and an analog-to-digital converter. If each of these IPs has four different flavors in the IP library in terms of different values for dependability attributes, speed, area and power consumption then there will be sixteen different combinations in which these IPs can be connected (OpAmp followed by an ADC). The reliability, availability, and maintainability of these two IPs connected in series can be calculated using Reliability Block Diagrams (RBD) whereas the speed, area and power requirements can be simply added. By having this information one can determine which combination is the best option from either reliability point of view or area point of view etc. In this way one can
select the best option for combining IPs to meet the requirements set by the application or customer.

As described in the last section, availability in case of repairable system is highly dependent on maintainability of the system. Therefore, in order to achieve higher availability, one has to reduce the repair time. In some cases, especially for analog and mixed-signal IPs, this can be quite hard. This is because of the fact that they require a longer time to calibrate the performance and diagnose the problem in case of any failure in performance as compared to the digital counterparts. Furthermore, this early selection of dependable IPs for achieving better dependability levels lacks the scenario of the case that any of the selected IPs completely fails, resulting in complete system failure. These problems of achieving higher availability and avoiding complete system failures require in addition an improved hardware architecture. Such a hardware platform is shown in Figure 3.13.

3.9.3 **NEW PROPOSED HARDWARE PLATFORM**

The new proposed hardware platform (Figure 3.13) resembles a duplicate system in which two redundant hardware blocks are connected by means of two switches SW1 and SW2 to provide two active paths. The upper active path is the path in which the upper two IPs are active and the lower active path is the path in which the lower two IPs are active. The switches SW1 and SW2, which are used to change one active path with the other active path at predefined regular intervals of time (an example is provided in Chapter 4), are controlled by the central “Digital Processing” IP. The “Diagnose and Action” IP is responsible to calibrate the performance and diagnose the problem of each IP using an on-chip measurement architecture as proposed in [Xin10].

These on-chip measurement units, the Central Measurement Unit (CMU) and the Local Measurement Unit (LMU), are shown in Figures 3.14 and 3.15 respectively [Xin10]. Depending on the measurement requirements, each IP may have one or multiple LMUs. The width of the digital test bus (DTB) depends on the number of LMUs whereas a single-wire internal and a single-wire external analog test bus (IATB and EATB, Figure 3.15) is required. The Wrapper Boundary Register (WBR) and Wrapper Instruction Register (WIR) can be controlled by the “Diagnose and Action” IP. The WBRs are used to capture measurement data.
As described in [Xin10], the CMU consists of a DAC, a ramp generator, high-frequency oscillator, and a number of ripple counters. The high-frequency oscillator is used to run ripple counters which can be stopped by the signals on the DTB. The main part of the LMU is a comparator whose inputs are connected to the IATB and IP internal test points via analog switches (this is an invasive technique; a non-invasive technique will be discussed in Chapter 4). Whereas, the output of the LMU comparator controls the counter in the CMU via the DTB. The basic responsibility of the CMU is analog-to-digital conversion using the built-in ramp generator and counters, assisted by the LMU. The purpose of using a comparator in an LMU is twofold: it compares the analog signal at the test point with the ramp voltage and isolates the test point from parasitics in the test buses [Xin10]. Using this measurement architecture one can measure the voltages at different test points within the analog circuit. In order to measure DC currents, an additional I/V converter needs to be placed between the test point and the input of the comparator in the LMU. Further information can be found in [Xin10]. The purpose of these measurements is to estimate the performance of the analog and mixed-signal circuit/IP which can then be analysed by the “Diagnose and Action” IP to take further actions as discussed in section 3.10.2.

### 3.9.3.1 Working Principle

The working principle of our new proposed hardware platform (NPHP) (Figure 3.13) is different from the initial proposed hardware platform (Figure 3.2). In this NPHP, at predefined regular intervals of time the current active path (e.g. upper active path) will be changed with the current non-active path (i.e. lower active path) by using switches SW1 and SW2. If initially, all of the analog and mixed-signal IPs are fully
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Suppose let at time \( t_0 \) the upper active path (Figure 3.13) be the current active path as shown in Figure 3.16. Then at time \( t_1 \) the current active path will be replaced with the lower active path and each individual IPs in the upper active path will be diagnosed and calibrated by the “Diagnose and Action” IP using the on-chip measurement units (LMU and CMU). In case there is a mismatch between the measured values and the expected values proper tuning actions will be carried out by the “Diagnose and Action” IP using digital tuning knobs as shown in Figure 3.13. Once the calibration is completed, the upper active path will be activated again for normal operation by using switches \( S_1 \) and \( S_2 \). At this point in time \( t_2 \), IPs in the lower active path will be calibrated and diagnosed by the “Diagnose and Action” IP and if required, proper tuning actions will be taken by using the digital tuning knobs. The calibration and repair/tuning process of each path will take place in such a way that their performance will be kept within a predefined tolerance band to reduce the sensitivity at the output while switching one active path with the other active path by means of switches \( S_1 \) and \( S_2 \).

The position of the switches, \( S_1 \) and \( S_2 \), in the new proposed hardware platform (NPHP) is very critical and any failure in these switches will result in a complete failure of the whole system. Therefore, to avoid single-point-of-failure these switches (\( S_1 \) and \( S_2 \)) are made highly fault tolerant. A possible architecture could be a switch having parallel and serial duplication, as shown in Figure 3.17, where these switches are connected in parallel and in series for obtaining better dependability levels. The NPHP and its working principle will enhance the availability of the whole system because at any time one of the two paths (upper or lower) will be available for its service. This strategy will also provide a better way to diagnose the faults, if any, in the operational then replacing the upper active path with the lower active path will result in a fully dependable system limited by the replacement (switching) time. However, in the initial proposed hardware platform the current active path was changed with an alternate one only in the case when there were no more tuning options left in the current active path. Therefore, resulting in higher down time and hence degrading the availability of the front-end.
analogue and mixed-signal IPs. Diagnosing the IPs of non-active path for its faults will provide a longer time for thoroughly evaluating the performance of each IP and if required, taking proper actions by using the on-chip digital tuning capabilities. These improvements will play an important role in enhancing the lifetime dependability of these mixed-signal front-ends, which are discussed in the next section.

3.9.4 Analysing Dependability of the Improved Strategy

The dependability of the improved proposed strategy can be analysed at two levels: 1) at the design level and 2) at the proposed hardware platform level. Furthermore, a comparison can be made between the conventional duplicate or triplicate system and the proposed hardware platform (Figure 3.2) and new proposed hardware platform (Figure 3.13).

3.9.4.1 Dependability Improvement at the Design Level

The dependability of analog and mixed-signal front-ends can be enhanced at the design stage by properly selecting the best combination of IPs. This can be analysed by using, for example, Linear Programming (LP) for optimizing as shown in Figure 3.18 [Ker11]. Here two IPs, an OpAmp and an ADC, have been optimized in an analogue/mixed-signal front-end each having four different flavours with different dependability attributes along with their area, power and speed values. In Figure 3.18 the Rel, Av, and mean-time-to-repair (MTTR) parameters are used to represent the reliability (Rel), availability (Av), and maintainability (MTTR) attributes of the overall dependability of each of the sixteen possible combinations (OpAmp followed by an ADC) for an analogue/mixed-signal front-end. A possible combination of OpAmp and ADC can be selected by using the calculations presented in Figure 3.18. This depends on the requirements set by the application or user. For example, case 8 can satisfy the dependability requirements with Rel > 85%, Av > 95%, MTTR < 500 ms, area

Figure 3.18: Some calculations on the optimization of dependability attributes along with area, power and speed parameters [Ker11].
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overhead < 1500 μm², speed < 40 ns and the power overhead less than 2.5 mW. Further dependability enhancements can be achieved by using the new proposed hardware platform (NPHP).

3.9.4.2 Dependability Improvement at the Hardware System Level

In order to calculate the dependability enhancements resulting from the NPHP, first the reliability enhancement has been calculated using the Markov analysis and Reliability Block Diagrams (RBDs) as discussed in section 3.3. Using Markov analysis, each repairable analog/mixed-signal IP can be divided into a number of states, and a state model can be constructed as discussed before in section 3.7. Solution of this state model, using the state-space approach, will give the probabilities that the system will be in different states at a particular time. Subsequently, the sum of the probabilities over non-failure states will provide the reliability of the system at that time. By having these reliabilities for each IP, the overall reliability of the whole system can be calculated using Reliability Block Diagrams as discussed in the section 3.7. Figure 3.19 shows the results of MATLAB reliability simulations for the NPHP. These simulations also give the comparison between conventional and proposed strategies. This shows that the reliability of a system using the NPHP with repairable IPs (WRIPs) has been increased as compared to a conventional duplicate and triplicate system (DS & TS) with non-repairable IPs (NRIPs). This increase in reliability is less than the IPHP; it can also be increased up to 99.99% by increasing the repair rate (e.g. 20 times) as shown in Figure 3.19. It is claimed that similar reliability improvements can be achieved with reduced hardware redundancy as compared to the IPHP (Figure 3.2). The bend in the reliability simulations show that initially the reliability of conventional strategies (duplicate and triplicate systems) and the proposed strategies (Figures 3.2 and 3.13) is similar. However, as the failure occurs the conventional strategies cannot cope with this failure whereas the proposed strategies are capable of maintaining the reliability of the system. The potential system failure possibilities in the current active path while diagnosing and
repairing the non-active path performance can be avoided by reducing the repair time of the non-active path. This effect can be minimized by carefully selecting the interval of time required to properly diagnose and repair faults, if any, relative to the system degradation profile (degradation rate). For example, if the performance of the current active path can move beyond specifications within five minutes then the repair time for the other non-active path should be less than five minutes and this non-active path should be activated before the current active path fails to deliver its service.

The availability of the system, being the readiness for correct service, is directly related to the switching time from one active path to the other active path. By having zero (potentially) switching time the availability in the NPHP will be 100%. Figure 3.20 shows the availability simulations of conventional and proposed strategies. The availability of the IPHP can reach the availability of NPHP if the repair rate is increased. This means, the availability in case of NPHP is much higher as compared to conventional (DS & TS) and IPHP.

The maintainability, being the probability that the system is successfully repaired after it fails, can be calculated again in a similar way as discussed in section 3.7. That is, by calculating the contribution of the repair mechanism (i.e. the introduction of repairable components and the central Diagnose and Action IP) to decrease the unreliability \((1 - Reliability)\) or to increase the reliability of the system having no repairable components (i.e. no repair mechanism). This is directly related to the tuning capabilities for each IP. The larger the number of possibilities to digitally tune the performance of an IP, the higher will be the probability for the “Diagnose and Action” IP to tune an analog/mixed-signal IP in case of any performance failure. A comparison of maintainability, between the IPHP and the NPHP, is shown in Figure 3.21. This figure shows that the maintainability of the NPHP is less than the maintainability of the previously IPHP; however, similar results of maintainability can also be achieved in the NPHP by increasing the repair rate. The maintainability represents a successfully repair after a failure occurs. Therefore, initially the maintainability is zero because there are no failures in the system. However, as the
time passes and the probability of failure increases the maintainability also increases as shown in Figure 3.21. Furthermore, the maintainability of the conventional duplicate and triplicate systems (DS & TS) with non-repairable IPs is also shown in Figure 3.21 for comparison purpose.

To fully understand the behaviour, performance and contributions of the NPHP in enhancing the dependability of the whole system, a simulation setup consisting of a single active path has been considered which is discussed in the next sections.

3.10 SIMULATING SYSTEM DEPENDABILITY IMPROVEMENTS

In the previous sections we have simulated the dependability, mainly the reliability, maintainability, and availability, of the proposed strategies based on mathematical models consisting of failure rate and repair rate probabilities and the corresponding results were in terms of probabilities. However, in this section the new proposed strategy will be analysed by using behavioural models in a VHDL-AMS environment to evaluate the results in terms of waveforms. System-level behavioural models, that are frequently employed in industry to study the behaviour of analog and mixed-signal circuits, are used here to investigate the dependability improvements of the NPHP. In order to use these behavioural models, first the ideal behavioural models of the whole system and its sub-systems have to be constructed and simulated. Second, the models of the degraded performance parameters have to be incorporated in the ideal behaviour models to investigate their effect on the ideal performance of the system. Third, behavioural models of the repairing mechanism and associated repairing options have to be incorporated to simulate their contributions in improving the dependability of the whole system.
3.10.1 BEHAVIOURAL MODELLING

Hardware Description Languages (HDL’s) have been used since the sixties to model and simulate systems. The behavioural mechanism of an HDL allows the user to express the operation of a system at various levels of abstraction; for example it could be very detailed or highly abstract or anything in between. These HDL’s can be divided into digital, analog and mixed-signal HDL’s. Digital HDL’s are based upon event-driven techniques and discrete models whereas analog HDL’s support solutions of differential and algebraic equations. VHDL-AMS, being a mixed-signal language, supports both event-driven and differential/algebraic equation based techniques and is hence suitable for analog, digital and mixed-signal systems [Chr02].

3.10.1.1 MODELLING ANALOG AND MIXED-SIGNAL FRONT-END

The differential/algebraic equations describing the behaviour of any analog or mixed-signal front-end can be easily implemented in VHDL-AMS if the whole behaviour of the analog/mixed-signal front-end is divided into simpler behavioural sub-blocks. In other words, if the complex functionality of any analog/mixed-signal front-end is divided into a number of successive simpler functional sub-blocks one can implement this complex function in a more structured way using VHDL-AMS. After selecting these simpler behavioural sub-blocks the next step is to extract their mathematical or algebraic equations and how they will interact with each other based on the fundamental circuit theory and experimental observations. For example, the next sections will discuss how the behavioural models of a temperature sensor, operational amplifier and an analog-to-digital converter are constructed.

A. MODELLING A TEMPERATURE SENSOR

Figure 3.22 shows a block-diagram of the behavioural model of a temperature sensor. This model can easily be extracted from the most popular equation for a parasitic bipolar PNP transistor used in standard CMOS technology [Bak02] being:

\[ V_{ptat} = \frac{kT}{q} \ln \left( \frac{I_1}{I_2} \right) \]  

(3.13)

Where ‘\(I_1\)’ and ‘\(I_2\)’ are collector currents at two different base-emitter voltages (\(V_{BE}\)). The above equation shows that if the ratio of the two currents is kept constant then the right-hand side of the equation will be constant except the temperature ‘\(T\)’. Therefore, one can replace this constant term with a constant gain and hence the whole temperature sensor can be modelled as a transducer, which converts the temperature values into a proportional voltage multiplied by a constant gain factor as shown in Figure 3.22.
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Figure 3.23: Block diagram of the behavioural model of an operational amplifier

Figure 3.24: Block diagram of the behavioural model of an operational amplifier (OpAmp) with degradations

B. MODELLING AN OPERATIONAL AMPLIFIER

The behaviour of an operational amplifier can be represented by four sub-blocks as shown in Figure 3.23. The “input” sub-block represents input parameters like input resistance, input capacitance, input current and input offset voltage. The “Gain” block represents the gain of the operational amplifier. Depending upon the user, this can be open-loop or closed-loop gain. One can describe this gain as a function of different gain parameters for example differential gain, common-mode gain, and power-supply gain. Common-mode gain and power-supply gain can be extracted from the operational amplifier data-sheet parameters like common-mode rejection ratio (CMRR) and power-supply rejection ratio (PSRR). Once these parameters are obtained, one can formulate a mathematical equation that can describe the gain of the complete operational amplifier.

The “Frequency Response” sub-block represents how the operational amplifier is reacting to different input frequencies. This can be obtained from the transfer function composed of poles and zeros of the operational amplifier [Lun04]. VHDL-AMS provides a way to simulate this transfer function based upon vectors composed of poles and zeros of this transfer function [Ash03]. The “Output” sub-block represents parameters like output resistance, output current, output DC offset, output delay, output saturation voltages, and output slew rate. After specifying these parameters one can formulate mathematical equations describing the behaviour of the operational amplifier output. One can also insert different performance parameter degradations as shown in Figure 3.24. This can be implemented in VHDL-AMS along with other sub-blocks of the analog/mixed-signal front-end to analyse the dependability of the whole system under these degradations.

A. MODELLING THE ANALOG-TO-DIGITAL CONVERTER

The functional behaviour of the ADC can also be divided into a number of sub-blocks as shown in Figure 3.25 (details of a successive approximation register ADC are discussed in Chapter 6). The “Sample & Hold” sub-block is responsible to take samples at regular intervals of time defined by the sampling frequency. The “Input Limiter” sub-block puts a limit on input voltage range and can be used to raise flags like overflow or underflow.

The “Gain” sub-block could be a constant number multiplier or a unity multiplier. The “Output Offset” sub-block represents the ADC output offset voltage. The “Quantizer” sub-block is responsible to map different continuous input voltage values to corresponding discrete values. Whereas, depending on the user, the “Output Encoder” sub-block is used to encode the output. For example the output could be encoded in binary, gray or temperature code. Similarly, degradation of different performance parameters as a result of global degradation effects can also be
inserted in these behavioural models to see their effects on the whole system performance as shown in Figure 3.26.

### 3.10.2 SIMULATION SETUP

Figure 3.27 shows the block diagram of the simulation setup where a conventional front-end composed of a temperature sensor, operational amplifier, and an analog-to-digital converter has been modelled as described above. These behavioural models are further simulated in VHDL-AMS [Bak02, Ash03, Chr02, Lun04]. For illustration purposes, the upper path composed of OpAmp IP1 and ADC IP1 (Figure 3.27) has been considered as the current active path. To investigate the system-level dependability of such a system (front-end), one first has to consider which performance parameters are crucial from a dependability point of view; subsequently the influence of those performance parameters have to be included in the behavioural models. In case of degradation in the performance parameters and their influence on the whole system, these crucial performance parameters can be obtained from design-stage aging-simulations for each individual IP [Wan11].

To simplify things, as an example, the offsets of both IPs (OpAmp and ADC) have been considered as an important dependability issue due to aging degradations. Furthermore, it has been assumed that each OpAmp and ADC has two digital tuning knobs as discussed before in section 3.7. Moreover, only the operational amplifier and the analog-to-digital converter are considered to be influenced by aging degradations. For simplicity, the temperature sensor has been considered independent of aging degradations. This, for example, can be assumed in case the temperature sensor is a silicon temperature sensor [Kty00]. Hence in this particular case, the offset-parameter degradations of both these IPs will degrade the performance of the whole analog/mixed-signal front-end.

### 3.10.2.1 SIMULATION RESULTS

Figure 3.29 shows a screen-shot of the simulation results of the simulation setup shown in Figure 3.27. At predefined regular intervals of time the upper active path will be replaced with the lower active path by the “Digital Processing” IP using switches $SW_1$ and $SW_2$. The “Digital Processing” IP will also activate the “Diagnose & Action” IP to monitor the performance of OpAmp IP1 and ADC IP1 using the on-chip measurement architecture composed of CMU and LMUs [Xin10]. At each of these points in time, the offset-parameter of both IPs is calculated and compared against their specifications. Once an unacceptable degradation in the offset-parameter of OpAmp IP1 or ADC IP1 is diagnosed, proper repair actions by digitally tuning the OpAmp
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and/or ADC offset-parameter back to its allowed value are taken by the “Diagnose & Action” IP as encircled in Figure 3.29. Furthermore, once the digital tuning is done, the upper active path will be activated again to perform its normal operation. Replacing the current active path with another fully functional active path (i.e. the upper active path with the lower active path in the current case) will also increase the availability of the system as discussed before in section 3.9.4.

In order to minimize the complete failure of the current active path, this can occur in case all of the digital tuning options of the current active path are completely used up while the digital tuning options of the other active path are still remaining, both of the active paths can be activated for the normal operation for a predefined duration of time as shown in Figure 3.28. This duration of time is different from the predefined interval of time for regular performance diagnosis. This is to make sure that both the active paths are used at their maximum possible potential for making the whole system more dependable.

As an example, 5mV has been assumed as the specification boundary for both OpAmp and ADC offsets. It means a failure occurs if the offset voltage of OpAmp or ADC moves beyond the 5mV threshold. Similarly, a constant degradation rate of value 5mV/3 hours and 5mV/4.5 hours has been assumed for OpAmp and ADC offsets respectively. Figure 3.29 shows that the first and second repair of OpAmp offset occurs at 3 and 6 hours respectively whereas the first and second repair of ADC offset occurs at 4.5 and 9 hours respectively. This means in case of a duplicate system, if similar failures occur in a non-repairable OpAmp and ADC at the same time, the non-repairable OpAmp and ADC will not be available for their service after 6 and 9 hours respectively. However, as a result of properly diagnosing and taking repair actions in
Figure 3.29: Advance VHDL-AMS simulations of the new proposed hardware platform (Figure 3.27).
the NPHP, the OpAmp and ADC are functioning correctly and are available for their correct service for a longer time. This means the NPHP has provided its services for a longer time as compared to a conventional duplicate system. In short, by providing the digital tuning and switching mechanism, the dependability of the whole system has been enhanced or can be maintained for a longer time as compared to the conventional duplicate system with non-repairable IPs.

These simulations provide results in terms of waveforms that are based on the behavioural models of the system. However, in Chapter 4 we will discuss simulation results based on the mean-time-between-failures (MTBF) of the system to have more numerical results instead of waveforms based on behavioural simulations.

3.11 CONCLUSIONS

In this chapter we have proposed a strategy for dependability enhancement and its analysis for analog and mixed-signal SoCs. Different degradation mechanisms for dependability of the integrated circuits like NBTI, HCI and TDDB have become quite apparent in recent submicron technologies and this requires strategies starting from circuit design phase to end-of-life of a product. Markov processes and reliability block diagrams have been utilized to theoretically analyse the reliability, maintainability, and availability, being the important attributes of dependability, of the proposed strategy. The presented strategy combines the efforts at the design stage of IPs and up to the system-level. Initial simulations at the design stage can be utilized to establish a library of dependable IPs by utilizing digitally-assisted and digital repairing techniques for mixed-signal SoCs. Simple optimization techniques based on Linear Programming (LP) can further lead to the selection of the best possible combination of IPs from these libraries of dependable IPs for better values of dependability attributes. These decisions can be further combined with a new proposed hardware platform having on-chip measurement and digital tuning capabilities with some switching techniques for enhancing the dependability of analog and mixed-signal SoCs.

The two proposed strategies have been simulated and compared against conventional duplication and triplication strategies at theoretical (mathematical) and behavioural simulation levels for a target system consisting of a temperature sensor, operational amplifier and ADC. Both of the theoretical and behavioural simulation results show that utilizing the digital programming/tuning capabilities of different analog and mixed-signal IPs and a switching mechanism provides a potential possibility for dependability enhancement of future critical systems, especially for analog and mixed-signal front-ends. Further improvements in the proposed strategy will be discussed in coming chapters.
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ABSTRACT — In Chapter 3 it has been proposed that performance parameters can be monitored individually and can be digitally tuned back to their specifications in order to enhance the system dependability. In this chapter it will be discussed that instead of monitoring all the performance parameters only the potential critical performance parameter(s), in terms of degradation effects acquired via simulations at design stage, can be monitored and digitally tuned back accordingly. It will also be explained that the degradation in system-level performance parameters is directly influenced by variations and degradation in the device-level parameters. Hence the degradation in these parameters can be considered as a potential possibility for estimating reliability during the operational life of a system. These runtime (during the operational life) reliability estimations could be further used to enhance the dependability of the whole system as proposed in the dependability workflow. Furthermore, in order to avoid potential circuit overloading problems while directly interacting with the critical (internal) nodes of the system for runtime performance parameters measurements, an indirect technique for reliability estimations is also discussed in this chapter. Design-stage reliability simulations over a range of input-stress voltages and working-stress temperatures can be conducted for a critical performance parameter. These simulations can be used to generate the degradation profile over time. That can be used at system level to estimate the degradation in that particular performance parameter. Hence with this technique we can indirectly estimate the reliability of a system by regularly monitoring the input-stress voltages and working-stress temperatures. Our proposed strategy is subsequently simulated for a target system in the LabVIEW environment for its validity.

4.1 INTRODUCTION

It has been discussed in the previous chapters that system dependability is becoming an important aspect of critical applications, as the technology is moving towards smaller dimensions. Similarly, it has also been discussed that the dependability of a system can be viewed as a collection of system attributes like availability, reliability, maintainability, safety, security and survivability [Avi01]. Among these attributes reliability can be considered as the most important attribute because reliability estimations at design stage are essential to safely guard band the system performance for a certain life time. Reliability estimations during the operational life of a system are
crucial for a dependable system design. In this case, reliability can be regularly or continuously estimated and proper actions can be anticipated in advance in order to achieve a higher availability, proper maintainability and hence better dependability of the system. Therefore, it is important to know how the reliability of a system is influenced by different physical mechanisms and how it can be monitored or estimated especially during its operational life. This necessitates the need of a methodology or a technique either by directly monitoring the performance or by using indirect means for monitoring the reliability during the operational life; this especially holds for analog and mixed-signal systems as discussed in this chapter.

Fabrication-related process variations, due to deviations in fabrication of small featured sized transistors, and different physical mechanisms like negative-bias temperature instability (NBTI), hot carrier injection (HCI), time-dependent dielectric breakdown (TDDB), and electro migration (EM), are the major causes affecting the circuit reliability. These fabrication-related process variations [Lat11, Gao10] and different degradation mechanisms have been discussed separately [Mar11, Jha05] and integrated in literature [Lu09, Ala07] to address their impact on the reliability of ICs. Among these mechanisms, NBTI is considered to be the major contributor in CMOS aging [Mar09, Sch03] that determine the lifetime of CMOS devices and systems. NBTI occurs in case a p-type MOS device is stressed with a negative bias voltage at elevated temperatures. Due to the NBTI effect the threshold voltage \( V_{th} \) of the device will increase temporarily which in turn can result in the temporal degradation of the system behaviour/performance. This degradation is strongly dependent on the duration of time for which the stressors have been applied. On the other hand, NBTI degradation itself depends on the initial threshold voltage \( V_{th}(t_0) \) of a p-type MOS device [Kri10].

Similarly, fabrication-related process variations will introduce variations in the initial threshold voltage and they will further affect the NBTI behaviour or the reliability of every device and hence the whole system. This means the NBTI behaviour or the reliability of each device and thus the whole system will be different and initial-value dependent. This highlights the importance of monitoring reliability during the operational life of a system despite the usual concept of reliability estimations at design stage. On the other hand, in order to estimate system-level reliability during the operational life it is required to investigate system-level reliability estimation techniques. This involves the study of variations in system-level parameters as a result of variations of device-level parameters due to process variations as well as aging effects.

The goal of this chapter is to establish that system-level parameters are indeed linked to device-level parameters and variations in system-level parameters have a similar performance variation/degradation trend as that of performance variation/degradation trend in device-level parameters. Furthermore, it is discussed that variations/degradations in system-level parameters might be regularly monitored to estimate the reliability of systems during their operational life. However, this can impose potential circuit overloading effects while directly interacting with the internal nodes for performance monitoring. Therefore, an indirect technique for estimating the reliability of electronic systems that minimally interacts with the critical (internal) nodes, to overcome the potential circuit overloading effects, is also presented in this chapter. The main idea is to use design-stage performance degradation estimations for calculating a set of values that can be later used at system level as an indirect way of estimating the reliability of the overall system. These direct and indirect means of
performance degradation estimations for the reliability estimations will further play an important role in improving the dependability (reliability, maintainability, and availability) of these electronic systems.

The rest of this chapter is organized as follows. Section 4.2 will describe the hierarchical flow of system specifications. How variations and degradation at device-level parameters can affect system-level parameters and how system-level parameters can be used to quantitatively estimate the reliability of electronic systems during their operational life is discussed in sections 4.3 - 4.6. Next it is explained in section 4.7 how these runtime (during operational life) reliability estimations can be further used to enhance the dependability of a complex system; the corresponding simulation results are presented in section 4.8. Furthermore, in order to avoid the potential circuit overloading problems while directly interacting with the internal nodes of a system to measure system-level performance parameters, an indirect technique to estimate the reliability of electronic systems is presented and explained in section 4.9. The conclusions and important references are given in sections 4.10 and 4.11 respectively.

4.2 HIERARCHICAL FLOW OF SYSTEM SPECIFICATIONS

Typically, electronic system design often follows a top-down hierarchical flow. Therefore, specifications of the system are translated into specifications of its sub-systems and this process continues until the sub-systems are well known building blocks, such as, current mirrors, and differential amplifiers in case of analog circuits, or adders, subtractors and flip-flops in case of digital circuits. This is called the circuit level. In this hierarchical flow, the intrinsic parameters of transistors like dopant concentration, oxide thickness, and channel length etc. are at the lowest level which is called the process level. Whereas, the next level consists of transistor parameters like transconductance, output impedance or capacitances between drain, source and gate terminals. This is referred to as the device level. This then further goes to circuit level and then up to system level as shown in Figure 4.1.

This hierarchical flow of specifications shows that system-level parameters are indeed linked to lower-level parameters via circuit-level and device-level parameters. Therefore, any variations in device-level parameters due to process variations or aging effects can also affect the circuit-level and therefore system-level parameters. The next section will briefly discuss which variations can be normally expected in device-level parameters due to shrinking technology nodes, related process variations and aging effects and how they can influence system-level parameters. Among the various device-
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Variations in system-level parameters will increase with continuing shrinking device dimensions as process variations and intra-die variability will give rise to variations in parameter characteristics at device level. Therefore the reliability of circuits, especially analog circuits since most analog devices rely on matched parameters, is expected to diminish. Three different cases have been considered here which show how variations at lower-level parameters will affect higher-level parameters in digital as well as analog circuits.

Case 1: In this case, variations in the technology node and its intrinsic process parameters like random dopant fluctuation (RDF), line-edge roughness (LER), and oxide thickness fluctuation (OTF) and the corresponding variations in the threshold voltage ($V_{th}$) are considered. For example, Figures 4.2 and 4.3(a) show respectively the variations in the threshold voltage due to shrinking technology-nodes [Chi07] and intrinsic process variations [Ye10]. Similarly, Figure 4.3(b) shows the corresponding variations in the delay of an inverter [Ye10] as a function of similar variations in the threshold voltage ($V_{th}$). This indicates that variations in the delay of an inverter, propagation delay being a system-level parameter, follow the same variation trend as the variation trend in the device-level threshold voltage ($V_{th}$) parameter.

Case 2: In this case, variations in the threshold voltage ($V_{th}$) due to different process corners and the corresponding variations in the output voltage, being a system-level performance parameter, of a reference voltage generator are shown in Figures 4.4(a) and 4.4(b) [Lin06] respectively. This indicates that like digital circuits, as mentioned above, analog circuits exhibit a similar variation trend in system-level parameters as the variation trend introduced at device-level parameters, the main focus has been on threshold voltage ($V_{th}$) since process variations, intra-die variations and aging effects will all affect the threshold voltage ($V_{th}$); furthermore, threshold voltage ($V_{th}$) has been thoroughly discussed in literature as well.

Figure 4.2: Typical transistor threshold voltage standard deviation ($\sigma V_{th}$) normalized to the threshold voltage ($V_{th}$) for several technology nodes (extracted from [Chi07]).
Figure 4.3: a) Trend of $\sigma V_{th}$ in a typical transistor for different technologies as a result of different process-induced intrinsic variations like random dopant fluctuation (RDF), line-edge roughness (LER), and oxide thickness fluctuation (OTF) (extracted from [Ye10]) b) Mean ($\mu$) and normalized standard deviation ($\sigma/\mu$) of inverter delay under random process variations for different technologies (extracted from [Ye10]).

Figure 4.4: a) $V_{th}$ variation as a function of temperature for a typical transistor in fast (FF), typical (TT) and slow (SS) process technology corners (extracted from [Lin06]) b) Output reference voltage in different process corners using circuit proposed in [Lin06].

level parameters due to technology-node shrinkage or process variations. Figure 4.5 further explains this connection. A single value for each device-level parameter ($P_{D1}$, $P_{D2}$, $P_{D3}$ etc.) will produce a single value for each corresponding system-level parameter ($P_{S1}$, $P_{S2}$, $P_{S3}$ etc.). By having a distribution for each device-level parameter a distribution for each system-level parameter will be produced.

Case 3: In this case, bias temperature instability (BTI) which is another cause of variations in the threshold voltage ($V_{th}$) has been considered. It is noted that BTI has two components: negative bias temperature instability (NBTI) which results in PMOS transistor degradation, and positive bias temperature instability (PBTI) which results in NMOS transistor degradation. The variations in threshold voltage ($V_{th}$) as a result of BTI further depend on the initial threshold voltage ($V_{th}(t_0)$) [Kri10]. Figures 4.6(a) and 4.6(b) show respectively the variations in the NBTI induced threshold voltage of a PMOS transistor at three different technology corners and the corresponding variations in the propagation delay, a system-level parameter, of a five-stage ring oscillator as a function of stress time [Kri10]. These figures indicate that a
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Figure 4.5: Link between device-level parameters and system-level parameters a) Single value of device-level parameters will result in single value of system-level parameters b) Distribution of device-level parameters will result in distribution of system-level parameters.

Figure 4.6: a) Percentage of $V_{th}$ shift in a typical PMOS transistor for three technology corners: low, nominal, and high $V_{th}$ at 25°C and 100°C due to NBTI effect over two years (extracted from [Kri10]). b) Percentage of delay degradation of a five-stage ring oscillator for three different $V_{th}$ corners. Low $V_{th}$ circuit shows more degradation compared to high $V_{th}$ circuit (extracted from [Kri10]).

similar variation trend is seen in the propagation delay of a five-stage ring oscillator as the variation trend in the threshold voltage ($V_{th}$). This further indicates that the NBTI-induced delay degradation is initial-value dependent and is higher at low initial $V_{th}$ value and vice versa.

The above presented three cases show that system-level parameters are indeed linked to device-level parameters. Therefore, process variations as well as aging effects can have effect on device-level parameters (e.g. $V_{th}$), and similar variations could be expected in system-level parameters (e.g. propagation delay in Figures 4.3(b) and 4.6(b), and reference voltage in Figure 4.4(b)) being connected to device-level parameters. Another important finding is the dependence of the degradation rate on the initial threshold voltage ($V_{th}(t_0)$) values (Figure 4.6(b)). This shows that two identical circuits will degrade differently having different degradation rates and behaviours as they have different $V_{th}$ values at the start as a result of process variations. Large $V_{th}$ variations have been observed as technology nodes are shrinking towards 22nm as a result of their corresponding process variations [Chi07, Ye10, Lin06]. Therefore, these
large initial $V_{th}$ variations could result in large initial variations in system-level parameters which will further degrade differently [Kri10] over time resulting in further variations as a function of time (Figures. 4.6(b), 4.7, and 4.8).

4.3.1 PARAMETER VARIATIONS VS TEMPORAL DEGRADATIONS

Figure 4.7 shows the probability density function (PDF) of the output voltage swing of 300 LC-VCO (Voltage Controlled Oscillator) samples subject to process variability as a function of temporal degradations; the data has been extracted from [Mar09]. At time $t_0$ the spread of output voltage swing is due to the process variations at the start. Furthermore, this figure shows that due to temporal aging degradations the mean of the output voltage swing is decreasing while the dispersion of the output voltage swing is increasing. This means, the LC-VCO samples having an initial output voltage swing less than the mean value have degraded faster, compared to the LC-VCO samples having an initial output voltage swing higher than the mean value.

Similarly, Figure 4.8 shows the probability density function (PDF) of the delay of ‘N’ number of ring oscillators subject to process variations as a function of temporal degradations; this data has been extracted from [Wan08]. This figure shows that the mean delay of the ‘N’ number of ring oscillators is increasing whereas the dispersion of the ‘N’ number of ring oscillators is decreasing. This means, the ring oscillators having an initial delay, as a result of process variations, less than the mean value have degraded
faster, compared to the delay of ring oscillators having an initial delay higher than the mean value.

The above findings give us important insight that the system-level performance parameters of identical circuits will exhibit different degradation behaviour depending on the nature of the performance parameter and its associated circuit. For example, in the above case, the output voltage swing of LC-VCO oscillator is decreasing with time. While, on the other hand, the delay of a ring-oscillator is increasing with time. Furthermore, depending on the initial value of the performance parameter the degradation rate of that performance parameter for identical circuits is different. This means that among identical circuits, some circuits will have a faster degradation rate while others will have a slower degradation rate. This relationship between device-level and system-level parameters and their temporal-degradation dependence on initial values demands a runtime (during operational life) strategy to tackle their dependability issues, which is discussed in the next sections.

4.4 **Runtime Reliability Requirements**

As discussed in the previous chapter, the reliability of a system at a particular time gives an estimate of the probability for which the system works correctly for the purpose it has been designed for at that time. In other words, it can be defined as the probability that the performance parameters will remain within the designed specifications of the system at that time. This provides a solid foundation that any anticipated change from the designed specifications of system-level performance parameters will provide an estimate of the reliability. These changes could be a result of a mix of process variations and/or aging effects as discussed above. Therefore, monitoring variations in system-level performance parameters during the operational life and a comparison with the designed system specifications will provide the basis for an estimate of the process variations and the aging effects respectively and hence a technique to estimate the reliability of the system. Initial \( t = t_0 \) deviations of performance parameters from the design specifications can give an estimate of deviations as a result of process variations. Whereas, temporal \( t > t_0 \) deviations of performance parameters from the designed specifications can give an estimate of aging effects of the system.

Similarly, in the previous sections it has been discussed that aging-related degradation mechanisms will have the same effect on the performance parameters of identical systems but the initial variation in these performance parameters due to fabrication-related process variations will determine the overall lifetime of each system. In order to further understand this let there be ‘\( N \)’ number of identical systems having the density function (DF) of an arbitrary performance parameter ‘\( P \)’ as shown in Figure 4.9. Depending on the system properties, this parameter DF can move either to the left hand side or to the right hand side (i.e can decrease or increase) due to aging effects as discussed in the previous section. The three regions, referred to as “allowed”, “not allowed”, and “permanent failure”, provide information about the boundaries of the specification and are application dependent.

In our case, three scenarios have been considered as shown in Figure 4.10.
Figure 4.9: Temporal movement of parameter Density Function (DF) of an arbitrary performance parameter ‘P’ of ‘N’ identical systems under uniform degradation due to aging effects.

Figure 4.10: Lifetime of three identical systems having a different initial value for an arbitrary performance parameter ‘P’.

**Scenario 1:** The system has a performance parameter ‘P’ which is near to the expected mean value.

**Scenario 2:** The system has a performance parameter ‘P’ that is in-between the mean value and the “allowed” boundary.

**Scenario 3:** The system has a performance parameter ‘P’ that is far from the mean value and very close to the “allowed” boundary.

All of the three scenarios have the original performance parameter ‘P’ within the acceptable range of specifications for an arbitrary application. Here two cases could be further possible as discussed below:

**Case 1:** In this case, it is assumed that a temporal degradation in all ‘N’ identical systems is irrespective of their initial performance parameter values and is in the right hand side direction. In this way, the first scenario, having a higher margin to go beyond the allowed upper boundary, has the longest lifetime. The second and the third scenario, being close to the allowed upper boundary, will have shorter lifetimes compared to the first system. In other words, the system in the third scenario will fail more rapidly compared to the other two systems and have a shorter operational life compared to the other two scenarios.
4.4 Runtime Reliability Requirements

Figure 4.11: Temporal movement of parameter Density Function (DF) of an arbitrary performance parameter $P$ of $N$ identical systems under non-uniform degradation due to aging effects (standard deviation is increasing).

Figure 4.12: Temporal movement of parameter Density Function (DF) of an arbitrary performance parameter $P$ of $N$ number of identical systems under non-uniform degradation due to aging effects (standard deviation is decreasing).

**Case 2:** In this case, the degradation rate of $N$ number of identical systems is not uniform and it depends on the initial values as mentioned in the previous section. Similarly, the architecture of the system will determine which performance parameter will move to the right hand side direction or to the left hand side direction (i.e will increase or decrease). This means there will be four possible sub-cases as shown in Figures 4.11 and 4.12. That is for an arbitrary performance parameter $P$ of $N$ identical systems:

**case 2a:** the dispersion of the parameter Density Function (DF) is increasing and the mean is moving to the right-hand side (i.e. increasing) as shown in Figure 4.11 (right-hand side of mean value).

**case 2b:** the dispersion of the parameter Density Function (DF) is increasing and the mean is moving to the left-hand side (i.e. decreasing) as shown in Figure 4.11 (left-hand side of mean value).

**case 2c:** the dispersion of the parameter Density Function (DF) is decreasing and the mean is moving to the right-hand side (i.e. increasing) as shown in Figure 4.12 (right-hand side of mean value).
case 2d: the dispersion of the parameter Density Function (DF) is decreasing and the mean is moving to the left-hand side (i.e. decreasing) as shown in Figure 4.12 (left-hand side of mean value).

By considering these non-uniform degradation rates, the behaviour of an arbitrary performance parameter ‘\( P \)’ for the above mentioned three scenarios can become unpredictable. For example, in case the arbitrary performance parameter ‘\( P \)’ follows “case 2a” (mentioned above) then ‘\( P \)’ in case of scenario 3 moves beyond the allowed boundaries before the ‘\( P \)’ in case of scenario 1. However, in case the arbitrary performance parameter ‘\( P \)’ follows “case 2b” (mentioned above) then ‘\( P \)’ in case of scenario 1 moves beyond the allowed boundaries before the ‘\( P \)’ in case of scenario 3. Similarly, if we assume two almost identical systems that have different architectures, for example two identical sound systems having only a different amplifier, the arbitrary performance parameter ‘\( P \)’ can degrade differently although it has similar initial values in both the amplifiers. This shows that the degradation behaviour of an arbitrary performance parameter ‘\( P \)’ is a complex function of initial values plus the architecture of the system as well. It will become even more complex if system-level performance parameters will change their degradation behaviour during aging or operational life. Therefore, estimating runtime (during operational life) reliability of a system based on the degradation of its system-level parameters will require a continuous monitoring and a small database (memory) of designed specifications as well as initial values of system-level parameters as discussed in the next sections.

4.5 Critical Performance Parameters

Until now it has been established that system-level performance parameters can possibly be used to estimate the runtime reliability of a system. The next question that could be asked is which system-level performance parameters can provide the best reliability estimations. The solution to this question has two possible approaches:

1) In the first approach, all of the system-level performance parameters essential for a particular application can be monitored and the reliability can be estimated based on the information obtained from these performance parameters.

2) In the second approach, only the most critical system-level performance parameter in terms of aging effects can be monitored and the reliability can be estimated based on the information obtained from this single performance parameter.

The first approach requires multiple performance monitoring circuits and most likely a complex mechanism to extract the correct reliability information. On the other hand, the second approach only requires a single performance monitoring circuit and probably a simple mechanism to extract the correct reliability information. Furthermore, the selection of the most critical system-level performance parameter is application dependent and can be divided into different categories based on their sensitivity to aging effects. The most sensitive system-level performance parameter can be acquired via aging simulations at design stage and can be selected as the best indicator for reliability.
estimations. The second method has been preferred here compared to the first method to avoid complexity. The mathematical formulation of this method will be evaluated in the next section.

### 4.6 QUANTITATIVE RUNTIME RELIABILITY ESTIMATION

Let a system-level performance parameter ‘P’ be the critical performance parameter being the most sensitive to aging effects. Similarly, let \( P_{\text{min}} \) and \( P_{\text{max}} \) represent the designed functional specification boundaries for the performance parameter ‘P’ (i.e. \( P_{\text{min}} \leq P \leq P_{\text{max}} \)). Then at any point in time ‘t’ the time it will take to change ‘P’ beyond specifications or the instantaneous-time-to-failure (iTTF) as introduced in Chapter 2, defined as the functional failure, can be regarded as a quantitative means of estimating the reliability at that particular time. The larger the remaining time before it fails, the higher will its reliability be and vice versa. Therefore, the iTTF has been used as a reliability estimator in this research. Suppose at time ‘t’, the performance parameter ‘P’ has been degraded from \( P(t_0) \) (initial value of ‘P’ at time ‘t = 0’ or ‘\( t_0 \)’) to \( P(t) \). Assuming a linear degradation (increase or decrease of ‘P’, Figure 4.13), the time it will take to change ‘P’ beyond its specifications is called its reliability \( R(t) \equiv \text{iTTF}(t) \) at time ‘t’. It will be given by:

\[
R(t) \equiv \text{iTTF}(t) = \left[ \frac{P_{\text{max}} - P(t)}{P(t) - P(t_0)} \right] * t
\]  

in case ‘P’ has increased during the time interval ‘\( t - t_0 \)’, provided that \( P(t) \neq P(t_0) \), as shown in Figure 4.13(a). Similarly, it will be given by:

\[
R(t) \equiv \text{iTTF}(t) = \left[ \frac{P(t) - P_{\text{min}}}{P(t) - P(t_0)} \right] * t
\]  

in case ‘P’ has decreased during the time interval ‘\( t - t_0 \)’, provided that \( P(t) \neq P(t_0) \), as shown in Figure 4.13(b).

As stated before system-level parameters (e.g. propagation delay in Figures 4.3(b) and 4.6(b), and reference voltage in Figure 4.4(b)) are not only connected to device-level parameters (e.g. \( V_{th} \)) but also their degradation rate is dependent on the initial threshold voltage (\( V_{th}(t_0) \)) values (Figure 4.6(b)).
Similarly, from Figures 4.2, 4.3(a), 4.4(a), and 4.6(a) it can be concluded that the initial value and time dependent behaviour of $V_{th}$ is [Mar09]:

$$V_{th}(t) = V_{th}(t_0) + At^n$$

and

$$A = f(V_{DS}, V_{GS}, V_{th}(t_0), T, W, L, RDF, OTF, LER, FF, TT, SS)$$

Here, $V_{th}(t_0)$ is the initial threshold voltage (for an unstressed device), ‘t’ is the time and ‘n’ is a degradation parameter (about 0.18 for NBTI [Mar09]). ‘A’ is a function of geometrical (e.g. length ‘L’ and width ‘W’), environmental (e.g. temperature ‘T’), and process-related (e.g. random dopant fluctuation RDF) transistor parameters.

Therefore, the performance parameter ‘P’ will also be a function of $V_{th}$ (its initial and time dependent values as explained above) and the reliability $R(t)$ of the system defined in equations (4.1) and (4.2) can be rewritten as:

$$R(t, V_{th}(t)) \equiv iTTF(t, V_{th}(t)) = \left[ \frac{P_{max} - P(t, V_{th}(t))}{P(t, V_{th}(t)) - P(t_0, V_{th}(t_0))} \right] * t$$

in case ‘P’ has increased during the time interval ‘t – t_0’, provided that $P(t, V_{th}(t)) \neq P(t_0, V_{th}(t_0))$. In case ‘P’ has decreased during the time interval ‘t – t_0’, provided that $P(t, V_{th}(t)) = P(t_0, V_{th}(t_0))$, then one obtains:

$$R(t, V_{th}(t)) \equiv iTTF(t, V_{th}(t)) = \left[ \frac{P(t, V_{th}(t)) - P_{min}}{P(t, V_{th}(t)) - P(t_0, V_{th}(t_0))} \right] * t$$

The above equations assume that there is a linear degradation during the time interval ‘t – t_0’. In case there are non-linear degradations, one can divide the time into ‘n’ (equal or non-equal) time points $(t_0, t_1, t_2, ..., t_{(n-1)}, t_n)$. During each time interval $(t_1 – t_0, t_2 – t_1, ..., t_n – t_{n-1})$ the degradation remains nearly constant. Therefore, equations (4.5) and (4.6) can be rewritten as:

$$R(t_n, V_{th}(t_n)) \equiv iTTF(t_n, V_{th}(t_n)) = \left[ \frac{P_{max} - P(t_n, V_{th}(t_n))}{P(t_n, V_{th}(t_n)) - P(t_{n-1}, V_{th}(t_{n-1}))} \right] * t_n$$

in case ‘P’ has increased during the time interval ‘t_n – t_{n-1}’, provided that $P(t_n, V_{th}(t_n)) \neq P(t_{n-1}, V_{th}(t_{n-1}))$. In case ‘P’ has decreased during the time interval ‘t_n – t_{n-1}’, provided that $P(t_n, V_{th}(t_n)) = P(t_{n-1}, V_{th}(t_{n-1}))$, then it will be given by:

$$R(t_n, V_{th}(t_n)) \equiv iTTF(t_n, V_{th}(t_n)) = \left[ \frac{P(t_n, V_{th}(t_n)) - P_{min}}{P(t_n, V_{th}(t_n)) - P(t_{n-1}, V_{th}(t_{n-1}))} \right] * t_n$$

Equations (4.7) and (4.8) are further used in section 4.8 where a target system is simulated for the presented workflow in order to enhance the system dependability.
4.7 PROPOSED DEPENDABILITY WORKFLOW

The above discussion provides the important motivation that for estimating the correct reliability of a system based on the degradation of its system-level performance parameters it will be necessary to regularly monitor and store system-level parameters as well as initial values of specifications in a database. The initial values at the start will provide information about the process variations whereas the gradual degradation over time will provide information about the aging effects. Keeping this in mind, the suggested workflow shown in Figure 4.14 for estimating the reliability during the operational life and enhancing system dependability consists of a small database (memory) of design-level specifications (e.g. $P_{\min}$, $P_{\max}$, $C$, $iTTF_{\min}$ and $MTBF$) for a particular application and for runtime logged values of critical performance parameter(s). Further included are the performance monitoring circuit(s) for the critical performance parameter(s) (e.g. ‘$P$’). The database of system specifications (parameters) along with measurements of system-level parameters during its operational life will be further used to estimate the reliability $R(t) \cong iTTF(t)$ using equations (4.7) and (4.8).

4.7.1 WORKING PRINCIPLE

At the start, the system will be first put into a test mode to acquire its initial values of performance parameter(s) (e.g. $P(t_0,V_{th}(t_0))$, 2 in Figure 4.14), as a result of process variations, using performance monitoring circuit(s) (Figure 4.16). The next time point ‘$t_1$’, when the system will be put into test mode again, will be estimated based on the distance it (i.e. $P(t_0,V_{th}(t_0))$) has from the specification boundaries (i.e. $P_{\min}$ and $P_{\max}$) and stored values (i.e. $C$ and $MTBF$, 8 in Figure 4.14). This can be expressed as:

$$t_1 = \left[ \frac{P_{\max} - P_{\min}}{C \cdot P(t_0,V_{th}(t_0))} \right] \cdot MTBF$$

(4.9)
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Figure 4.15: (a) Linear degradation of the performance parameter ‘$P$’ as a function of $t_{n-1} - t_n$. At a point in time $t_1$, the system will be put again in test mode to acquire new values of the performance parameter, as a result of the aging effects, and after that the normal operation will be resumed. These values are subsequently stored in the database along with a time stamp (5 in Figure 4.14). The reliability ($R(t_1, V_{th}(t_1)) \equiv iTTF(t_1, V_{th}(t_1))$) will be estimated using equations (4.7) and (4.8) at this calculated point in time $t_1$ by having newly acquired values ($P(t_1, V_{th}(t_1))$) and already saved values ($P(t_0, V_{th}(t_0))$) at time $t_0$ in the database (memory, 8 in Figure 4.14). In the case $iTTF_{min}$ represents the minimum value to be monitored for taking repair actions, a decision about digital tuning or replacement can be taken if the estimated reliability ($R(t_1, V_{th}(t_1)) \equiv iTTF(t_1, V_{th}(t_1))$) is less than or equal to $iTTF_{min}$ (i.e. $iTTF(t_1, V_{th}(t_1)) \leq iTTF_{min}$, 4 in Figure 4.14). The next point in time for the next acquisition will be calculated based on this new reliability information. That is:

$$t_2 = \left[ \frac{P_{max} - P_{min}}{C \times P(t_1, V_{th}(t_1))} \right] \times iTTF(t_1, V_{th}(t_1)) \quad (4.10)$$

At this new point in time the reliability ($R(t_2, V_{th}(t_2)) \equiv iTTF(t_2, V_{th}(t_2))$) and the next point in time $t_3$ will be calculated. In this way, this process will continue during its operational life.

Figure 4.15 shows the above mentioned calculations (equations (4.9) and (4.10)) for a system where linear degradations have been considered for the system-level performance parameter ‘$P$’. The values used for $P_{min}$, $P_{max}$, $C$, and $MTBF$ are given in Table 4.1. The initial value for the performance parameter ‘$P$’ has been assumed to be 100. These calculations show that in 3000 hours the performance parameter ‘$P$’ has degraded from its initial value of 100 to 110 which is the maximum upper limit for ‘$P$’. However, the time interval after which the new values of the performance parameter ‘$P$’ are acquired has constantly reduced from 0.9 hours to 0.004 hours (~14 sec). This is in accordance with the fact that as the performance parameter ‘$P$’ is approaching towards its specification boundaries (i.e. $P_{min}$, $P_{max}$) it has to be monitored more often in order...
to avoid failures. The next section will discuss how these calculations will play an important role in improving the system dependability.

4.7.2 Dependability Improvements

In the presented dependability workflow, estimating reliability quantitatively has multiple advantages. On one side, it gives the direct means of estimating the reliability of a system at any time during its operational life. While on the other side, by having this value, proper precautionary actions (like deciding possible repair actions) to prevent failure or minimizing dangers to the environment can be anticipated in advance. In the case, digital repair options are available for the sub-systems of a larger system then reliability estimations can be used for the dependability improvements of the system as well. For example, under critical situations, i.e. if the estimated iTFF is less than or equal to iTTFmin (i.e. iTFF(tn,Vth(tn)) ≤ iTTFmin, the minimum time before which a repair action should be taken in order to avoid failure), digital tuning or replacement actions of its sub-IPs could be taken to remain within specification limits of the performance parameters (e.g. Pmin, Pmax) and hence are the means to improve the system reliability. In practice, the actual replacement of one sub-IP with another redundant sub-IP can be achieved by using electronic switches as discussed in Chapter 3.

Anticipating digital tuning and replacement actions in advance based on the regular reliability estimations will reduce the mean-time-to-repair (MTTR). In other words the maintainability of the system can be increased. This means the system will know in advance at what point in time it has to take digital repair actions. Theoretically, by anticipating repair actions in advance, the repair time can be reduced to near zero. Furthermore, the availability of the system at any time ‘tn’ will be defined by (equation (3.1)):

\[ A(t_n, V_{th}(t_n)) = \frac{iTFF(t_n, V_{th}(t_n))}{iTFF(t_n, V_{th}(t_n)) + MTTR(t_n)} \]  

(4.11)

The above equation shows that by reducing MTTR near to zero the availability \( A(t_n, V_{th}(t_n)) \) of the system can be increased to 100% [Kha11]. Therefore, by estimating the reliability of the system during its operational life to remain within its specification boundaries will ultimately increase its reliability, maintainability, availability and hence the dependability of the whole system.

4.8 Simulations and Results

In order to investigate the proposed idea of estimating the reliability of an electronic system during its operational life under different linear and non-linear degradation behaviours, a simulation setup was constructed in the LabVIEW environment. Its results in improving the system dependability are discussed in the following sections. Sections 4.8.1 and 4.8.2 present the target system and the different aging degradation behaviours used for the performance parameter ‘P’ respectively. The simulator GUI, its different parts and simulation results are discussed in sections 4.8.3,
4.8.4, and 4.8.5 respectively. Important overheads as a result of the presented technique are presented in section 4.8.6.

### 4.8.1 Simulation Setup

A general target system consisting of sub-IPs $SIP_1$, $SIP_2$, $SIP_3$ and $SIP_4$ has been considered in order to investigate the proposed idea as shown in Figure 4.16. Each sub-IP further consists of three redundant sub-IPs. For example $SIP_{1A}$, $SIP_{1B}$, and $SIP_{1C}$ for $SIP_1$. Each one of these sub-IPs has three digital tuning knobs. This means each sub-IP has eight possible digitally tuneable options. The performance monitoring circuits are responsible to monitor the most sensitive performance parameters for estimating the reliability of each individual sub-IP and hence of the whole system as shown by vertical dotted lines in Figure 4.16. The “Decision Making, Tuning and Replacement Circuitry” will gather information from the “Performance Monitoring Circuits” and from the “Database of System Specifications”. Based on this information the “Decision Making, Tuning and Replacement Circuitry” will take further necessary digital tuning or replacement actions.

For simplicity, only a single sub-IP with all its redundant sub-IPs, i.e. $SIP_{1(A,B,C)}$, has been assumed for simulations. A single arbitrary performance parameter ‘P’ has been considered the potential critical performance parameter with respect to aging effects and process variations. Table 4.1 shows the necessary details of this sub-IP ($SIP_{1(A,B,C)}$).
4.8.2 SIMULATION OF DEGRADED BEHAVIOURS

In order to simulate a variety of different linear and non-linear aging degradation behaviours for the performance parameter \( P \), four different degradation behaviours have been assumed as discussed below. In these degradation behaviours, \( P \) may or may not be a function of the initial values due to fabrication-related process variations.

**Logarithmic Degradation:** The logarithmic degradation behaviour represents the degradation behaviour which is purely based on the constant logarithmic behaviour and is independent of the initial value of \( P \). This means that for every initial value of \( P \) the degradation behaviour will follow the same constant logarithmic behaviour.

**Proportional Logarithmic Degradation:** The proportional logarithmic degradation behaviour represents the degradation behaviour in which the logarithmic behaviour of performance parameter \( P \) depends on its initial value. Initial value of \( P \) close to \( P_{\min} \) will result in a slow logarithmic degradation rate whereas initial values of \( P \) close to \( P_{\max} \) will result in a fast logarithmic degradation rate.

**Random Logarithmic Degradation:** The random logarithmic degradation represents the degradation behaviour which has a random (slow or fast) logarithmic behaviour and is independent of the initial value of performance parameter \( P \). This means that the degradation behaviour of the performance parameter will be logarithmic. However, the degradation rate, i.e. how fast or slow it will degrade over time, will be completely random.

**Constant Linear Degradation:** The constant linear degradation behaviour represents the degradation behaviour which has a constant linear behaviour and is independent of the initial value of performance parameter \( P \). This means that for every initial value of \( P \) the degradation behaviour will follow the same constant linear behaviour.

4.8.3 THE SIMULATOR GUI

In order to simulate the presented target system, a simulator GUI has been constructed in the LabVIEW environment as shown in Figure 4.17. This GUI has a flexible architecture where different input parameters can be selected in order to investigate different degradation behaviours and the corresponding TBF & total life time of the target system. The “Behaviour” tab controls the overall increasing or decreasing behaviour of the performance parameter \( P \). The “Simulation Speed” parameter is used to control the simulation speed for visibility and understanding purposes. The “No. of Redundant Blocks” controls the available number of redundant IPs for each main IP of the system. The “Digital Tuning Options” control provides the available number of digital tuning options for each IP in the system. Similarly, the “Maximum MTBF” and “Designed Parameter P Value” provide the design-level MTBF and performance parameter \( P \) values. Furthermore, the allowed variation in performance parameter \( P \) for a redundant IP and for each digital tuning options can be selected by using “% Allowed Variation in P” (outer horizontal lines explained below)
Figure 4.17: Simulation results of a system consisting of three redundant sub-IPs ($\text{SIP}_{1(4,8,1)}$). Each sub-IP $\text{SIP}_{1(4,8,1)}$ has eight digital tunable options for performance parameter ‘$P$’. Four different aging degradation possibilities for parameter ‘$P$’ have been considered and simulated for the same system with same initial/start values of ‘$P$’. A failure is defined in the case the parameter ‘$P$’ goes beyond its defined boundaries (outer horizontal lines for $P_{\text{min}}$ and $P_{\text{max}}$).
and “% Digital Tuning Variation in $P$” (inner horizontal lines explained below) respectively.

In Figure 4.17, there are four types of lines available for each degradation behaviour as explained below:

**Outer Horizontal Lines:** The outer horizontal lines ($\alpha$) indicated in Figure 4.17 show the allowed boundaries of the performance parameter ‘$P$’ (i.e. $P_{\text{min}}$ and $P_{\text{max}}$). If the performance parameter ‘$P$’ lies within these boundaries then the system is considered to be functioning correctly. Similarly, in case the performance parameter goes beyond these boundaries the system will start to function incorrectly. In the present case, they have been considered to be $\pm 10\%$ of the designed value of performance parameter ‘$P$’. This means, every IP or sub-IP will have the performance parameter ‘$P$’ within the limits of $P_{\text{min}}$ and $P_{\text{max}}$; if not then it will be functioning incorrectly.

**Inner Horizontal Lines:** The inner horizontal lines ($\beta$) show the range of possible initial values of the performance parameter ‘$P$’. These values correspond to the different available digital tuning options. In the present case, they have been considered to lie within $2\%$ of the initial value of the performance parameter ‘$P$’ (Figure 4.17). This means, every new value of the performance parameter ‘$P$’ produced as a result of digital tuning option will remain within $2\%$ of the start value of the performance parameter ‘$P$’ at time ‘$t_0$’.

**Complete Vertical Lines:** The complete vertical lines ($\gamma$) indicated in Figure 4.17 show the points in time when the performance parameter ‘$P$’ is about to cross the allowed boundaries of specification (i.e. $P_{\text{min}}$ or $P_{\text{max}}$). At this point in time the digital tuning options have been used for tuning the performance parameter ‘$P$’ back to its allowed boundaries.

**Dotted Vertical Lines:** The bold-dotted vertical lines ($\delta$) show the points in time where $SI P_{1A}$ has been replaced with a redundant sub-IP (i.e. by $SI P_{1B}$ or $SI P_{1C}$). Therefore, they show the points in time when a complete IP has been replaced with another redundant sub-IP (Figure 4.17).

The simulation results of the target system will be discussed in detail in section 4.8.5.

### 4.8.4 Randomly Selected Values

The initial or start value of ‘$P$’ of each redundant sub-IP has been randomly selected from the allowed range for the performance parameter ‘$P$’ (i.e. in between the outer horizontal lines for $P_{\text{max}}$ and $P_{\text{min}}$). Whereas, the start value for each sub-IP, as a result of each possible digital tuning option to tune the performance parameter ‘$P$’ back to its allowed boundaries, has been randomly selected from the digitally tuneable range of that sub-IP. That is, in between the inner horizontal lines having values within $2\%$ of the initial value of the performance parameter ‘$P$’. The purpose of randomly selecting the values of performance parameter ‘$P$’ is to show the possible initial value variations as a result of fabrication-related process variations.
4.8.5 **The Simulation Results**

The simulation results of $SIP_{1(AB,C)}$, by assuming different degradation behaviours (mentioned above) for its performance parameter ‘$P$’, and the corresponding numerical values extracted from these simulation results are shown in Figure 4.17 and Table 4.2 respectively. The simulation starts with the redundant sub-IP $SIP_{1A}$. The performance monitoring circuit regularly (equations (4.9) and (4.10)) monitors the performance parameter ‘$P$’ during the regular test mode operation and communicates with the database for storing performance parameter ‘$P$’ values. These values are then used to estimate its reliability using equations (4.7) and (4.8). This is further used for taking necessary digital tuning or replacement actions by the “Decision Making, Tuning and Replacement Circuitry” (Figure 4.16) at the right time (i.e. if $T(t) \equiv t\text{TTF}(t) \leq t\text{TTF}_{\text{min}}$) before the performance parameter ‘$P$’ moves beyond its defined specifications (i.e. beyond $P_{\text{min}}$ and $P_{\text{max}}$). Initially, a sub-IP (e.g. $SIP_{1A}$) will be digitally tuned via digital knobs to remain within defined specification boundaries (i.e. $P_{\text{min}}$ and $P_{\text{max}}$) and in case the required tuning range exceed the digital tuning options available for this sub-IP ($SIP_{1A}$), it will be replaced with a redundant sub-IP (e.g. $SIP_{1A}$ with $SIP_{1B}$).

These simulation results and the corresponding numerical values provide important information in the sense that by considering different linear and non-linear degradation behaviours of the performance parameter ‘$P$’, with the same initial value (i.e. the starting value of ‘$P$’ is same for each degradation behaviour as shown in Table 4.2), the operational life time of each system is different. The system in which all the redundant IPs have a constant linear degradation behaviour for the performance parameter ‘$P$’ (Table 4.2) shows the maximum lifetime (i.e. 43076 hours). Whereas, the system in which all the redundant IPs have the random degradation behaviour for the performance parameter ‘$P$’ (Table 4.2) exhibits the minimum lifetime (i.e. 5736 hours).

It is also obvious from Table 4.2 that different initial values of performance parameter ‘$P$’, with different degradation behaviours, will give completely different behaviours of the same system. It becomes quite complicated to decide at which time one has to start digital tuning or replacing the sub-IP for enhancing its reliability or availability. For example the sub-IP $SIP_{1A}$, with a constant logarithmic degradation behaviour for the performance parameter ‘$P$’, that was expected to be digitally tuned after every 231 hours (bold box in Table 4.2) is no longer valid for other digital tunings. It is further digitally tuned after 240, 206, 223, 242, 232, 226, and 222 hours respectively. Similarly, the first complete replacement of sub-IP (i.e. $SIP_{1A}$ with $SIP_{1B}$) has been carried out after 1829 hours (bold under-lined box in Table 4.2) while the second complete replacement of sub-IP (i.e. $SIP_{1B}$ with $SIP_{1C}$) has been done after 7571 (9400–1829 = 7571) hours. This is quite a large value as compared to the first replacement time. It becomes extremely complex to decide about the right time of repair or replacement time based on the initial reliability calculations carried out at design stage especially in case the performance parameter ‘$P$’ has a random degradation behaviour. Some of these instances are also highlighted by bold dotted boxes in Table 4.2. The above discussion necessitates the usage of the proposed workflow of Figure 4.14 for regularly estimating the reliability during the operational life and enhancing system dependability by taking proper actions at the proper time.

It is also clear from these simulations that by incorporating the proposed strategy the system can be better managed in real time. That is deciding at what time the
4.8 SIMULATIONS AND RESULTS

Table 4.2: Numerical results of simulations conducted in Figure 4.17. The start value of $P$ for every digital tuning option (i.e. 001-111) lies within 2% of its initial value ($P(000))$. Similarly, the initial value of $P(000)$ for each redundant sub-IP ($\mathcal{P}_{IP}(000)$) lies within the designed specification bounds (i.e. $[90 110]$). All of these values are randomly selected to show the possible initial value variations due to fabrication-related process variations. Decision times are measured from the beginning of the simulation.

<table>
<thead>
<tr>
<th>SB1+ Digital Tuning Values</th>
<th>SB1+ Digital Tuning Values</th>
<th>SB1+ Digital Tuning Values</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Constant Logarithmic Degradation</strong></td>
<td><strong>Proportional Logarithmic Degradation</strong></td>
<td><strong>Random Logarithmic Degradation</strong></td>
</tr>
<tr>
<td>Start Value of $P$</td>
<td>Start Value of $P$</td>
<td>Start Value of $P$</td>
</tr>
<tr>
<td>$000$</td>
<td>$000$</td>
<td>$000$</td>
</tr>
<tr>
<td>$001$</td>
<td>$001$</td>
<td>$001$</td>
</tr>
<tr>
<td>$010$</td>
<td>$010$</td>
<td>$010$</td>
</tr>
<tr>
<td>$100$</td>
<td>$100$</td>
<td>$100$</td>
</tr>
<tr>
<td>$110$</td>
<td>$110$</td>
<td>$110$</td>
</tr>
<tr>
<td>$111$</td>
<td>$111$</td>
<td>$111$</td>
</tr>
<tr>
<td><strong>Decision Time [ns]</strong></td>
<td><strong>Decision Time [ns]</strong></td>
<td><strong>Decision Time [ns]</strong></td>
</tr>
<tr>
<td>$2$</td>
<td>$2$</td>
<td>$2$</td>
</tr>
<tr>
<td>$3$</td>
<td>$3$</td>
<td>$3$</td>
</tr>
<tr>
<td>$4$</td>
<td>$4$</td>
<td>$4$</td>
</tr>
<tr>
<td>$5$</td>
<td>$5$</td>
<td>$5$</td>
</tr>
<tr>
<td>$6$</td>
<td>$6$</td>
<td>$6$</td>
</tr>
<tr>
<td>$7$</td>
<td>$7$</td>
<td>$7$</td>
</tr>
<tr>
<td>$8$</td>
<td>$8$</td>
<td>$8$</td>
</tr>
<tr>
<td>$9$</td>
<td>$9$</td>
<td>$9$</td>
</tr>
<tr>
<td>$10$</td>
<td>$10$</td>
<td>$10$</td>
</tr>
<tr>
<td>$11$</td>
<td>$11$</td>
<td>$11$</td>
</tr>
</tbody>
</table>

Constant Logarithmic Degradation:
- Start Value of $P$: $000$
- Decision Time: $2$

Proportional Logarithmic Degradation:
- Start Value of $P$: $001$
- Decision Time: $3$

Random Logarithmic Degradation:
- Start Value of $P$: $010$
- Decision Time: $4$

Decision times are measured from the beginning of the simulation.
decision making, tuning and replacement circuitry has to digitally tune or replace the sub-IPs for increasing its reliability. By anticipating in advance and taking the right decisions at the right time, the repairing time will be reduced and the maintainability of the system can be enhanced. Theoretically, the repair time (MTTR) can be reduced to zero. Therefore, by reducing the repair time to zero the availability, according to equation (4.11), can be increased to 100%. It means, by having proper maintainability with reduced repair time and hence increased reliability and availability, the dependability of the system will increase.

4.8.6 Possible Overhead and Overall Performance

In practice, the resolution or monitoring accuracy of the performance monitoring circuits as well as their aging behaviour and the corresponding digital tuning accuracy will play an important role in the overall effectiveness of the presented technique. Furthermore, the performance monitoring circuits, the switches, and the redundant sub-IPs will impose serious area overheads (depending on the number of redundant sub-IPs, performance monitoring circuit(s) and switches) on one side while on the other side they are essential for better dependable design. Similarly, the reliability of the digital circuits for decision making and digital repair, may introduce some delay or cause slower processing during repair. However, the overall impact can be ignored by taking repair actions well in advance before the system goes beyond its design specifications. Similarly, the performance monitoring circuits could impose circuit overloading effects that can potentially be solved by using an indirect technique as discussed in the following sections.

4.9 Indirect Reliability Estimation

Simulation-based techniques at the design-stage have been frequently used to estimate the circuit-level reliability of digital circuits as well as analog circuits. Circuit-level reliability degradations are a complex function of different parameters including bias points, stress or temporal voltages and temperature, and process-related statistical static and temporal variations. For a long time, different analytical approaches have been thoroughly investigated in literature to examine the circuit-level aging effects based on the device-level models [Mar11, Pau05, Kum06, Wan07a, Wan07b, Zha08]. These analytical approaches also include some indirect ways to estimate the circuit-level reliabilities. For example, the maximum digital circuit delay degradation [Wan08] due to NBTI closely follows the same power-law dependency as a function of stress time as the transistor threshold voltage ($V_{th}$) degradation. The maximum frequency ($f_{max}$) degradation of ring oscillators [Lee03] has also been investigated as a potential reliability estimator at design stage. But they possess limitations, since they do not relate to the netlist of the actual target circuit.

Furthermore, the total quiescent supply current ($I_{DDQ}$) [Kan07a], conventionally used for testing potential faults in digital as well as analog and mixed signal circuits after fabrication [Eck93, Zja05], has also been used to indicate the reliability hazards of digital circuits. It is based on the temporal degradation of $I_{DDQ}$ since the percentage degradation in $I_{DDQ}$ closely follows the same power-law dependency with respect to
stress time as the threshold voltage \( (V_{th}) \) degradation [Kan07a, Kan07b]. Similarly, a reliability-analysis technique has been proposed in [Pan10] by using lifetime yield prediction of analog circuits. But it has also limitations, since it assumes linear degradation and ignores other effects. These analytical approaches are only available to investigate the circuit-level reliability effects based on the device-level models of electronic systems at design stage. However, reliability estimation during the operational life of an electronic system still lacks a solution especially for analog and mixed signal systems.

The methodology presented in the previous sections can be considered as a potential way of estimating the runtime reliability of electronic systems. However, it poses potential overloading problems while directly interacting with the critical (internal) nodes of the system [Chu12]. Therefore, an indirect approach is favoured for such reliability estimations. The following sections will present a novel technique for indirectly estimating the reliability during the operational life of an electronic system. The presented technique is based upon the reliability simulations conducted during the design stage. Reliability simulations for critical performance parameter(s), sensitive to aging effects, over a range of input-stress voltages and working-stress temperatures have been used to generate a set of degradation values per unit time. This means, for each input-stress voltage and working-stress temperature the degradation value per unit time of critical performance parameter(s) will be calculated. These degradation values along with their input-stress voltages and working-stress temperatures for the critical performance parameter(s) are stored in a database (memory, an example is discussed in section 4.9.2.1). Therefore, by knowing the input-stress voltage and the working-stress temperature the corresponding degradation in the critical performance parameter(s) can be extracted back from the stored values in the database. These degradation values per unit time are further used to estimate the degradation in the potential critical performance parameter and hence the means to estimate the system reliability as discussed in the following sections.

## 4.9.1 Design-Stage Degradation Rate Extraction

In order to extract the design-stage degradation rate for a critical performance parameter one first has to select the different important degradation mechanisms responsible for system performance degradations. Secondly, the critical performance parameter with respect to aging effects has to be selected as discussed in section 4.5. To simplify the extraction rate procedure, we will only consider a single performance parameter \( P \) being the most sensitive to aging effects. NBTI is considered to be the most dominant reliability degradation mechanism in aging sensitive technology nodes. The NBTI degradation, which affects the threshold voltage of a transistor, typically follows a power law of stress time and can be represented as a function of the electric field \( E_{ox} \) in the MOS’s gate dielectric and the operating temperature \( T \) [Gie11]:

\[
\Delta V_{th} = \left[ e^{a_E E_{ox}} \cdot e^{\frac{-E_a}{RT_{STRESS}}} \right] \cdot t^{n_{NBTI}} \tag{4.12}
\]
where $\Delta V_{th}$ is the transistor threshold voltage shift due to the NBTI effect over the stress time $t$ and $n_{NBTI}$ is the NBTI degradation parameter. Parameters $\alpha_3$ and $E_a$ are process-dependent constants and $k$ is the Boltzmann constant.

The above expression shows that the degradation in the threshold voltage of a transistor as a result of the NBTI effect is a function of electric field $E_{ox}$ and temperature $T_{STRESS}$. The electric field $E_{ox} (= (V_{GS} - V_{th})/t_{ox})$ is proportional to the applied input-stress voltage $V_{STRESS}$ [Vat06]. Here $V_{GS}$ denotes the applied gate voltage and $t_{ox}$ represents the gate oxide thickness. Hence one can state:

$$\Delta V_{th} = f(V_{STRESS}, T_{STRESS}, t)$$  \hspace{1cm} (4.13)

This means the change in the threshold voltage ‘$V_{th}$’ as a result of NBTI effect will be a function of the input-stress voltage ‘$V_{STRESS}$’ and working-stress temperature ‘$T_{STRESS}$’ over the stress time ‘$t$’. It has already been stated in sections 4.2 and 4.3 that the system-level performance parameters are linked to device-level performance parameters. In this way, the change in the threshold voltage ‘$V_{th}$’, the device-level parameter, will result in a change in the system-level performance parameters. In other words, the degradation in the system-level critical performance parameter ‘$P$’, sensitive to NBTI effects and hence to threshold voltage ‘$V_{th}$’, will also be a function of input-stress voltage ‘$V_{STRESS}$’ and working-stress temperature ‘$T_{STRESS}$’ over the stress time ‘$t$’.

$$\Delta P_{NBTI} = f(V_{STRESS}, T_{STRESS}, t)$$  \hspace{1cm} (4.14)

This expression shows that if the input-stress voltage ‘$V_{STRESS}$’ and the working-stress temperature ‘$T_{STRESS}$’ are changing from one stress time interval (e.g. ‘$t_0 \rightarrow t_1$’) to another stress time interval (e.g. ‘$t_1 \rightarrow t_2$’) then the corresponding change or degradation in the system-level performance parameter ‘$P$’ will also be different from one stress time interval to another stress time interval. This degradation in the performance parameter ‘$P$’ further depends on the amount of time (e.g. $|t_2 - t_1|$ and $|t_2 - t_1|$) these stresses are applied. Therefore, it is important to know the degradation per unit time or the degradation rate for a particular input-stress voltage ‘$V_{STRESS}$’ and working-stress temperature ‘$T_{STRESS}$’. This can be expressed as:

$$\frac{d}{dt}(\Delta P_{NBTI}) = \frac{d}{dt}(f(V_{STRESS}, T_{STRESS}, t))$$  \hspace{1cm} (4.15)

This degradation rate can be extracted from simulations at design stage. One simple approach is to stress the electronic system continuously at each individual combination of input-stress voltage ‘$V_{STRESS}$’ and working-stress temperature ‘$T_{STRESS}$’ over the fixed stress time ‘$t$’, for example twenty years. By doing this one can have two values of the critical performance parameter ‘$P$’. One value represents the fresh value ‘$P_0$’ at $t = t_0$ without the stress time and the other value ‘$P_t$’ represents the degraded value due to stress over the stress time ‘$t$’ (e.g. 20 years) for each individual combination of input stress values $V_{STRESS}$ and $T_{STRESS}$. This can be expressed as:
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\[ P_0(i,j) = f(V_{STRESS}(i), T_{STRESS}(j), t_0) \]
and
\[ P_t(i,j) = f(V_{STRESS}(i), T_{STRESS}(j), t) \]
therefore
\[ \Delta P_{NBTI}(i,j) = P_t(i,j) - P_0(i,j) \] (4.16)

where \( i \) and \( j \) spans over the possible input-stress voltage and working-stress temperature values with \( t_0 \) the start time and \( t \) the operational time (e.g. 20 years) for which the stress has been applied. The average degradation in performance parameter \( 'P' \) per unit time for each individual stress value \( V_{STRESS}(i) \) and \( T_{STRESS}(j) \) over the stress time interval \( 't - t_0' \) due to the NBTI effect can be extracted as:

\[ \frac{\Delta P_{NBTI}(i,j)}{t - t_0} = \frac{P_t(i,j) - P_0(i,j)}{t - t_0} \] (4.17)

For example, in case the output offset of an amplifier degrades 10 mV in 20 years for a specific input stress voltage and working stress temperature then the output offset degradation per unit time will be 15.86 pV/s or 57.08 nV/hr. This approach assumes that there is a linear degradation behaviour of \( P_{NBTI} \) over the stress time ‘\( t \)’ (e.g. 20 years). In the case of a non-linear degradation behaviour, the electronic system can be stressed continuously at each individual input-stress voltage \( V_{STRESS}(i) \) and working-stress temperature \( T_{STRESS}(j) \) over a predefined interval of time by assuming that the degradation remains linear over this interval of time. For example, design-stage degradation can be calculated at every hour or month or year over the total time of twenty years. Although, this will take a lot of effort, however, this will enable to provide more precise degradation behaviour, like non-linear, rather than simply linear degradation as previously discussed.

Each of the above degradation rates corresponds to each individual input-stress voltage \( V_{STRESS}(i) \) and working-stress temperature \( T_{STRESS}(j) \). Therefore, by having these values one can easily determine which degradation rate will be applicable to the performance parameter \( 'P' \) over a stress time ‘\( t_s \)’ if the corresponding input-stress voltage \( V_{STRESS}(i) \) and working-stress temperature \( T_{STRESS}(j) \) are known. For example, the degraded value of the performance parameter \( 'P' \) due to the NBTI effect for the stress time ‘\( t_s \)’ can be calculated as:

\[ P_{NBTI}(t_s) = P_{NBTI}(t_0) + \left[ \frac{\Delta P_{NBTI}(i,j)}{t - t_0} \right] * t_s \] (4.18)

Where \( P_{NBTI}(t_0) \) is the initial value of the performance parameter ‘\( P \)’ at time ‘\( t_0 \)’ and \[ \left[ \frac{\Delta P_{NBTI}(i,j)}{t - t_0} \right] * t_s \] is the change in ‘\( P \)’ due to the NBTI effect over a stress time ‘\( t_s \)’ for the input-stress voltage \( V_{STRESS}(i) \) and working-stress temperature \( T_{STRESS}(j) \). The value \[ \left[ \frac{\Delta P_{NBTI}(i,j)}{t - t_0} \right] * t_s \] will be positive and added to the initial value \( P_{NBTI}(t_0) \) in case the performance parameter ‘\( P \)’ value has increased over the stress time ‘\( t_s \)’. On the other hand, if the performance parameter ‘\( P \)’ is decreased over the stress time ‘\( t_s \)’ then the value of \[ \left[ \frac{\Delta P_{NBTI}(i,j)}{t - t_0} \right] * t_s \] will be negative and subtracted from the initial value \( P_{NBTI}(t_0) \). Furthermore, if the input-stress conditions are varying over the stress time ‘\( t_s \)’ then the total stress time ‘\( t_s \)’ can be divided into ‘\( n \)’ time points \( (t_0, t_1, t_2, \ldots, t_{n-1}, t_n) \) where during each time interval
(t_1 - t_0, t_2 - t_1, ..., t_n - t_{n-1}) the input-stress voltage \( V_{STRESS}(i) \) and the working-stress temperature \( T_{STRESS}(j) \) are constant.

In this case equation (4.18) can be rewritten as:

\[
P_{NBTI}(t_1) = P_{NBTI}(t_0) + \left[ \frac{\Delta P_{NBTI}(i,j)}{t - t_0} \right] * t_1
\]

\[
P_{NBTI}(t_2) = P_{NBTI}(t_1) + \left[ \frac{\Delta P_{NBTI}(i,j)}{t - t_0} \right] * t_2
\]

\[\vdots\]

\[
P_{NBTI}(t_n) = P_{NBTI}(t_{n-1}) + \left[ \frac{\Delta P_{NBTI}(i,j)}{t - t_0} \right] * t_n
\]

The result of the above set of equations is the total change in the performance parameter ‘P’ due to the NBTI effect for the stress time ‘t_s’, being the cumulative sum of each individual change during each time interval with their individual stress conditions over its initial value.

This provides the basis of our proposed approach where design-stage simulations along with the aging effects (NBTI etc.) for a potential critical performance parameter ‘P’ at each individual input-stress voltage \( V_{STRESS}(i) \) and working-stress temperature \( T_{STRESS}(j) \) are used to acquire a set of degradation rate values. This set of values can then be used at system level for indirectly estimating degradation of the performance parameter ‘P’ by knowing the corresponding input-stress voltage \( V_{STRESS}(i) \) and the working-stress temperature \( T_{STRESS}(j) \) values as discussed in the next section.

### 4.9.2 Indirect Reliability Estimation Approach

As discussed in sections 4.3 and 4.4 the reliability of an electronic system can be related to its system-level performance parameters. Any change from the designed specifications (boundaries) of its system-level performance parameters will provide an estimate of its reliability. Therefore, measuring degradations in the system-level performance parameters directly or indirectly during the operational life will provide the basis for an estimate of the aging effects and hence a technique to estimate the reliability of the system. Indirectly estimating the degradation in system-level performance parameters and calculating reliability as discussed in previous sections will provide the basic methodology of indirectly estimating the reliability of systems during their operational life.

The selection of the system-level performance parameters will be application dependent and can be divided into different categories based on their sensitivity to aging effects as discussed in section 4.5. The critical system-level performance parameter, for example ‘P’, for a particular application that is most sensitive to aging effects can be selected as the best indicator for reliability estimations via aging simulations at design stage. Similarly as discussed in section 4.6, the time it requires to change the performance parameter ‘P’ beyond its designed specifications (i.e. \( P_{\text{min}} \) and \( P_{\text{max}} \), defined as the functional failure or the instantaneous-time-to-failure (\( ITTF \)), can be regarded as a **quantitative** means of estimating the reliability at a particular time. The
larger the remaining life time before it goes into failure, the higher will its reliability be and vice versa. Let during stress time \(t_s\) the performance parameter \(P\) change from \(P_{\text{NBTI}}(t_0)\) to \(P_{\text{NBTI}}(t_s)\) then as discussed in section 4.6 (equations (4.1) and (4.2)) the time it requires to change \(P\) beyond its specifications, called its reliability \(R(t_s) \equiv iTTF(t_s)\) at time \(t_s\), will be given by:

\[
R(t_s) \approx iTTF(t_s) = \frac{P_{\text{max}} - P_{\text{NBTI}}(t_s)}{P_{\text{NBTI}}(t_s) - P_{\text{NBTI}}(t_0)} \times t_s
\]  

(4.20)

in case \(P\) has increased during the time interval \(t_s - t_0\), provided that \(P_{\text{NBTI}}(t_s) \neq P_{\text{NBTI}}(t_0)\). In case \(P\) has decreased during the time interval \(t_s - t_0\), provided that \(P_{\text{NBTI}}(t_s) \neq P_{\text{NBTI}}(t_0)\), then it will be given by:

\[
R(t_s) \approx iTTF(t_s) = \frac{P_{\text{NBTI}}(t_s) - P_{\text{min}}}{P_{\text{NBTI}}(t_s) - P_{\text{NBTI}}(t_0)} \times t_s
\]  

(4.21)

The next section will discuss the unity feedback amplifier as an example target system. The design-stage aging simulations for a potential critical performance parameter, sensitive to aging effects (here only the NBTI effect is considered), have been used to extract a set of values. These values are used with our indirect approach at system level to estimate the performance parameter degradation and hence the reliability of the target system.

### 4.9.2.1 Calculations for an Example Target System

In order to explain the presented idea of indirectly estimating the reliability of a system, a unity feedback amplifier has been considered as an example target system. Unity feedback amplifiers, commonly known as buffer amplifiers or simply buffers, are frequently used in integrated circuit design for electrical impedance transformation from one circuit to another circuit. The output offset voltage \(V_{\text{OS}}\) of these buffer amplifiers is sensitive to different degradation mechanisms including the NBTI effect [Far13]. Therefore, while selecting buffer amplifiers for a particular application, the offset voltage \(V_{\text{OS}}\) at the output is considered to be an important performance parameter. The output offset voltage \(V_{\text{OS}}\), being sensitive to different aging mechanisms, must be monitored and calibrated/corrected to its nominal value during its operational life. Therefore, a unity feedback amplifier has been designed in 65nm technology and the corresponding output offset has been assumed to be the critical performance parameter as shown in Figure 4.18. In order to extract the offset degradation values, circuit-level and NBTI-related aging simulations have been conducted using Cadence virtuoso and the RelXpert environment respectively at the design stage. Similarly, the NBTI related degradations are based on the AgeMOS SPICE models of the 65nm TSMC PDK library.

Figure 4.18 shows the block diagram of the target unity feedback amplifier. The output offset voltage of this unity feedback amplifier has been extracted at two different points in time.
Figure 4.18: An example system for measuring the output offset voltage ($V_{OS}$) of a unity feedback amplifier.

Figure 4.19: Output offset voltage ($V_{OS}$) of the unity feedback system over a range of input-stress voltages ($0.0\,\text{V} \leq V_{PP} \leq 1.0\,\text{V}$) and working-stress temperatures ($0.0\,\text{°C} \leq T_{STRESS} \leq 125.0\,\text{°C}$) at time ‘$t = 0$’.

**1-** First at time ‘$t_0$’ ($t = 0$) without any degradations. At this point in time, the possible range of input-stress-voltage ‘$V_{PP}$’ and working-stress temperature ‘$T_{STRESS}$’ that could be possible in the working environment of an application system has been considered within ($0.0 - 1.0)V$ and ($0.0 - 125.0)^{\circ}C$ respectively. Figure 4.19 shows the corresponding output offset voltage ($V_{OS}$) of the unity feedback amplifier as a function of the input-stress voltages $V_{PP}$ ($0.0 - 1.0)V$ and the working-stress temperature $T_{STRESS}$ ($0.0 - 125.0)^{\circ}C$.

**2-** Secondly, after twenty years of continuous NBTI effect for each input-stress voltage $V_{PP}$ ($0.0 - 1.0)V$ and working stress temperature $T_{STRESS}$ ($0.0 - 125.0)^{\circ}C$.

The above values of the output offset voltage, before the NBTI effect at time ‘$t_0$’ and after the continuous NBTI effect of twenty years over the possible range of stressors, are further used to extract the change or degradation in the output offset voltage at each individual stressor as shown in Figure 4.20. This figure shows that the
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Figure 4.20: Change in the output offset voltage ($V_{OS}$) due to the NBTI effect of the unity feedback system which is continuously stressed for twenty years over a range of input-stress voltages ($0.0V \leq V_{PP} \leq 1.0V$) and working-stress temperatures ($0.0^\circ C \leq T_{STRESS} \leq 125.0^\circ C$).

total change or degradation in the output offset voltage due to the NBTI effect stressed for twenty years at each individual input-stress voltages $V_{PP}$ ($0.0 - 1.0)V$ and working-stress temperatures $T_{STRESS}$ ($0.0 - 125.0)^\circ C$ is not unidirectional. For small values of input-stress voltage $V_{PP}$, the output offset voltage $V_{OS}$ is increasing; it means the degradation is in the positive direction as the temperature $T_{STRESS}$ is increasing. Whereas, on the other hand, for higher values of input-stress voltage the output offset voltage is decreasing, meaning the degradation is in the negative direction as the temperature is increasing.

This contradicts the usual concept of aging effects that the degradation due to aging mechanisms (NBTI etc.) will be unidirectional; they are either increasing or decreasing. Here it is clear that the output offset voltage could increase or decrease over the stress time depending on the input-stress conditions. This also highlights the importance of monitoring reliability during the operational life of a system despite the usual concept of reliability estimations using design stage simulations.

Figure 4.20 provides an important set of values that can be used at system level for indirectly estimating the degradation in the output offset voltage. These values give the relationship between the stressors and the corresponding degradation over the stress time. Therefore, by knowing the input-stress voltage ‘$V_{PP}(i)$’ and working-stress temperature ‘$T_{STRESS}(j)$’, the corresponding degradation in the output offset voltage ($\Delta V_{OS-NBTI}(i,j)$) can be estimated indirectly by using equation (4.19).

$$V_{OS-NBTI}(t_n) = V_{OS-NBTI}(t_{n-1}) + \left[\frac{\Delta V_{OS-NBTI}(i,j)}{t - t_0}\right] \cdot t_n$$ (4.22)

Therefore, the total degradation in the output offset voltage of the unity feedback amplifier at time ‘$t_1$’ will be the sum of initial offset voltage value at time ‘$t_0$’ and the change in offset voltage value due to the NBTI effect over the stress time interval ‘$t_1 - t_0$’ assuming that the stress conditions during this time interval are constant. In case of varying stressors, this assumption can be made valid by assuming the stress time
interval to be sufficiently short that the stress conditions remain constant over that time interval. Hence the total degradation over the stress time ‘\( t_s \)’ will be the cumulative sum over each individual stress time interval with their individual stress conditions.

Furthermore, if ‘\( V_{OS-min} \)’ and ‘\( V_{OS-max} \)’ represent the design-stage functional specification boundaries for the output offset voltage ‘\( V_{OS} \)’ then according to equations (4.20) and (4.21) the reliability at any time point ‘\( t_n \)’ will be given by:

\[
R(t_n) \equiv \tau \cdot TTF(t_n) = \frac{V_{OS-max} - V_{OS-NBTI}(t_n)}{V_{OS-NBTI}(t_n) - V_{OS-NBTI}(t_{n-1})} \cdot t_n \tag{4.23}
\]

in case the output offset voltage ‘\( V_{OS} \)’ has increased during the time interval ‘\( t_n - t_{n-1} \)’, provided that \( V_{OS-NBTI}(t_n) \neq V_{OS-NBTI}(t_{n-1}) \). In case the output offset voltage ‘\( V_{OS} \)’ has decreased during the time interval ‘\( t_n - t_{n-1} \)’, provided that \( V_{OS-NBTI}(t_n) \neq V_{OS-NBTI}(t_{n-1}) \), then it will be given by:

\[
R(t_n) \equiv \tau \cdot TTF(t_n) = \frac{V_{OS-NBTI}(t_n) - V_{OS-min}}{V_{OS-NBTI}(t_n) - V_{OS-NBTI}(t_{n-1})} \cdot t_n \tag{4.24}
\]

This means that by having the initial value of the output offset voltage ‘\( V_{OS-NBTI}(t_0) \)’ at time ‘\( t_0 \)’ and the value of the stressors (voltage and temperature) during the life-time of the unity-feedback amplifier, the corresponding degradation in the output offset voltage can estimated indirectly. This degradation in the output offset voltage can be further used to estimate the reliability of the unity-feedback amplifier as discussed in equations (4.23) and (4.24). The next section will present the simulation results of the same unity-feedback system where the simulated design-stage degradation values, as described in Figure 4.20, have been stored in a database (memory). The degradation in the output offset value due to the NBTI effect and the corresponding reliability of the system have been estimated indirectly by using equations (4.22) - (4.24).

4.9.2.2 Simulation Setup

A simulation setup has been constructed in the LabVIEW environment in order to investigate the proposed idea of indirectly estimating the reliability during the operational life of a system. The simulation setup is based upon the degraded values extracted from the design-stage simulations for a unity-feedback amplifier designed in the 65 nm technology node as shown in Figure 4.20. These design-stage degraded values of the output offset voltage ‘\( V_{OS-NBTI} \)’ as a result of the NBTI effect for each input-stress voltage and working-stress temperature over a continuous stress period of twenty years have been stored in the database. These values are further used to extract the degradation per hour in the output offset voltage ‘\( V_{OS-NBTI} \)’ according to equation (4.17) and hence the reliability of the unit-feedback amplifier as discussed in equations (4.23) and (4.24).

The size of the database is proportional to the linearity of the degradation behaviour. A linear behaviour will require a smaller database whereas a non-linear behaviour will require a larger database. Furthermore, in case of a linear relation between the degradation values per unit hour to the stress conditions, a linear
degradation equation can be stored along with its coefficients instead of storing values for each individual input-stress voltage $V_{PP}$ and working-stress temperature $T_{STRESS}$. Mathematically, ND/256 Kbytes ($ND*4/1024$) will be required for storing ND number of data points in 32-bit format.

In this simulation setup, the input-stress voltage $V_{PP}$ can be generated randomly with an initial starting value within the provided maximum and minimum stress limits. Similarly, the working-stress temperature $T_{STRESS}$ can also be generated randomly with an initial starting value varying between the provided maximum and minimum stress limits as shown in Figure 4.23. These randomly generated input-stress voltage and working-stress temperature values have been generated and used in this simulation setup in order to truly represent a real working environment.

By knowing the constant/average input-stress voltage and the working-stress temperature per hour (as an illustration) the corresponding degradation value per hour (as an illustration) can be extracted (obtained) from the stored database. Having this degradation value per hour $\Delta V_{OS-NBTI}(i,j)/t - t_0$ and the initial starting value $V_{OS-NBTI}(t_0)$, the new value of the output offset voltage after one hour can be calculated as specified in equation (4.22). That is, by simply adding or subtracting the degraded value per hour $\Delta V_{OS-NBTI}(i,j)/t - t_0$ from the initial starting value $V_{OS-NBTI}(t_0)$ the new value after one hour $V_{OS-NBTI}(t_1)$ can be calculated. This process of continuously subtracting or adding degraded values per hour will ultimately lead to the net degradation of the output offset voltage over the stress period of twenty years ($175200 \text{ hr} = 20*365*24$). Similarly, by specifying $V_{OS-min}$ and $V_{OS-max}$ as the minimum and maximum design specifications of the output offset voltage $V_{OS}$ for a particular application the reliability $R(t) \equiv ITTF(t)$ of the unity-feedback system can be calculated by using equations (4.23) and (4.24).

### 4.9.2.3 Simulation Results

Three different cases based upon the stressors have been considered to validate the presented idea of indirectly estimating the reliability of a unity-feedback system as discussed below:

**Case 1: Constant Stressors ($V_{PP} = 0.0V$ and $T_{STRESS} = 125.0^\circ C$)**

Figure 4.21 shows the simulation results of the output offset voltage $V_{OS}$ of the unity-feedback system which is continuously stressed over twenty years with zero input-stress voltage ($V_{PP} = 0.0V$) being one extreme of input-stress voltage and 125.0$^\circ C$ of working-stress temperature ($T_{STRESS} = 125.0^\circ C$). This figure shows that the degradation in the output offset voltage $V_{OS}$ due to the NBTI effect is linearly increasing over the stress time of twenty years and the total degradation during this stress time is equal to 1.2 V. This is in accordance with the design-stage simulation results of Figure 4.20 which shows that the total degradation in the output offset voltage over twenty years with $V_{PP} = 0.0V$ and $T_{STRESS} = 125.0^\circ C$ is 1.2 V. Similarly, in the case $V_{OS-min} = 94.0 \text{ mV}$ and $V_{OS-max} = 98.0 \text{ mV}$ represents the designed functional specification boundaries of the output offset voltage for a particular application, then the reliability ($\equiv ITTF(t)$) of the system has also linearly decreased from 202939 hours to 27739 hours.
Figure 4.21: Simulation results of the output offset voltage ($V_{OS}$) of the unity feedback system which is continuously stressed for twenty years (175200 hr) with 0.0V input-stress voltage ($V_{pp} = 0.0V$) being one extreme of input-stress voltage and 125.0°C working-stressed temperature ($T_{STRESS} = 125.0^\circ$C). Output offset voltage ($V_{OS}$) and reliability ($\cong iTTF(t)$) are linearly increasing and decreasing respectively over the stress time due to the NBTI effect.
4.9 INDIRECT RELIABILITY ESTIMATION

Figure 4.22: Simulation results of the output offset voltage ($V_{OS}$) of the unity feedback system which is continuously stressed for twenty years (175200 hr) with 1.0V input-stress voltage ($V_{PP} = 1.0V$) being other extreme of input-stress voltage and 125.0°C working-stressed temperature ($T_{STRESS} = 125.0°C$). Output offset voltage ($V_{OS}$) and reliability ($\approx iTTF(t)$) are linearly increasing and decreasing respectively over the stress time due to the NBTI effect.
Case 2: Constant Stressors \((V_{PP} = 1.0V \text{ and } T_{\text{STRESS}} = 125.0^\circ C)\)

Similarly, Figure 4.22 represents the simulation results of the output offset voltage \(V_{OS}\) of the unity feedback system which is continuously stressed over twenty years with one volt input-stress voltage \((V_{PP} = 1.0V)\) being the other extreme of input-stress voltage and 125.0°C working-stress temperature \((T_{\text{STRESS}} = 125.0^\circ C)\). This time the degradation in the output offset voltage \(V_{OS}\) due to the NBTI effect is linearly decreasing over the stress time of twenty years and the total degradation during this stress time is equal to 2.1V. This is again in accordance with the design-stage simulation results of Figure 4.20 which shows that the total degradation in the output offset voltage over twenty years with \(V_{PP} = 1.0V\) and \(T_{\text{STRESS}} = 125.0^\circ C\) is 2.1V. Furthermore, in the case \(V_{OS-min} = 94.0 \text{ mV}\) and \(V_{OS-max} = 98.0 \text{ mV}\) represents the designed functional specification boundaries of the output offset voltage for a particular application, then the reliability \((\equiv iTTF(t))\) of the system has also linearly decreased from 190529 hours to 15329 hours.

Case 3: Random Stressors \((0.0V \geq V_{PP} \leq 0.25V \text{ and } 70.0^\circ C \geq T_{\text{STRESS}} \leq 125.0^\circ C)\)

Finally, Figure 4.23 represents the simulation results of the output offset voltage of the unity feedback system which is randomly stressed (this is just as an illustrative purpose where stress conditions are randomly changing each hour) over twenty years with varying input-stress voltages \((0.0V \geq V_{PP} \leq 0.25V)\) and varying working-stress temperatures \((70.0^\circ C \geq T_{\text{STRESS}} \leq 125.0^\circ C)\). This time, the degradation in the output offset voltage due to the NBTI effect is also assumed random over the stress time of twenty years. Sometimes it is increasing and other times it is decreasing depending on the input-stress values (see Figure 4.20). Similarly in the case \(V_{OS-min} = 94.0 \text{ mV}\) and \(V_{OS-max} = 98.0 \text{ mV}\) represent the designed functional specification boundaries of the output offset voltage for a particular application, then the reliability \((\equiv iTTF(t))\) of the system is also fluctuating randomly between 45948E+6 hours and 200921 hours. Randomly selected values are just to validate the proposed approach, which will of course differ from real-world stress-condition profiles.

These indirect reliability estimations during the operational life of a system can be further used to take the necessary repair actions in order to enhance the dependability of the whole system as discussed in section 4.7.2.
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Figure 4.23: Simulation results of the output offset voltage ($V_{OS}$) of the unity feedback system which is randomly stressed for twenty years (175200 hr) with varying input-stress voltage ($0.0V \geq V_{PP} \leq 0.25V$) and varying working-stress temperature ($70.0^\circ C \geq T_{STRESS} \leq 125.0^\circ C$). Output offset voltage ($V_{OS}$) and reliability ($\equiv iTTF(t)$) are randomly increasing or decreasing over the stress time due to the NBTI effect.
4.10 CONCLUSIONS

In this chapter, it was shown how regularly estimating reliability during operational life of a system can be used to enhance the system dependability. Variations and degradations in the system-level parameters are directly influenced by device-level parameters that have been used to estimate the reliability during the operational life of a system. These degradations further depend on the initial values of parameters due to fabrication-related process variations and the architecture of the system. This makes the reliability estimation a complicated process during operational life. By using conventional techniques of estimating the reliability of a system at the design stage, one cannot handle these real-time variations that are a function of initial values. Therefore, a workflow based upon regular monitoring and storage of system-level parameters is proposed for estimating the reliability of these systems during their operational life. These reliability estimations are further used for intelligently making decisions on digital tuning and replacement mechanisms. Based on derived formulas, an example target system has been simulated in a LabVIEW environment. These simulations validate the proposed idea that by regularly monitoring the most sensitive performance parameter(s) with degradation behaviour (linear or non-linear) with regard to aging effects and intelligently taking the right decisions at the right time the system dependability during its operational life can be better managed and extended. The price paid is in terms of area overheads for monitoring and storage facilities. However, this is essential for a more dependable design.

Furthermore, in order to avoid potential circuit overloading problems while directly interacting with the critical (internal) nodes of the system, an indirect technique has been proposed. This indirect technique estimates the reliability of a system based on the regular monitoring of input-stress voltages and working-stress temperatures. Design-stage aging simulations over a range of input-stress voltages and working-stress temperatures have been used to get a set of degradation values for a critical performance parameter, sensitive to aging effects, per unit time. These values are then used at system level to estimate the degradation of that particular critical performance parameter and hence the reliability of the system due to aging effects. The simulation results conducted in a LabVIEW environment for a simple unity-feedback system for constant and random input-stress conditions show that the proposed technique of estimating reliability during operational life is a valid technique. This idea can be further extended to bigger and more complex systems by dividing the whole system into simpler sub-systems and adopting the procedure explained in this paper. In case the system cannot be divided into simpler sub-systems any more, the proposed procedure can be adopted individually for each complex system. Furthermore, the effectiveness of the proposed technique depends on the quality of the aging simulations conducted at design stage. Having close similarity between the design-time aging simulations and the real world aging behaviour will result close to 100% accuracy of the proposed technique.
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CHAPTER

DIFFERENTIATING BETWEEN SHORT-TERM AND LONG-TERM DEPENDABILITY ISSUES

ABSTRACT — In the previous chapters it was shown that degradation in system-level performance parameters can be used to estimate the reliability which is crucial to improve the dependability during the operational life of a system. In this chapter, it will be shown that the operating temperature and supply voltage can lead to short-term and long-term dependability issues; therefore they must be addressed separately. System dependability consists of a set of attributes, of which the reliability heavily depends on operating temperature and supply voltage. Any change beyond the designed specifications of operating temperature and supply voltage may degrade the system performance and could result in system reliability issues and hence dependability problems. These reliability issues can be short-term variations and are solvable if the system returns back to its normal operational temperature and supply voltage. Therefore, this kind of short-term reliability issues should be differentiated from long-term reliability effects resulting from aging mechanisms. These long-term reliability issues are a function of stress time and have a cumulative nature. This differentiation turn out to be essential to better manage the system dependability during its operational life as will be shown later on. In this way the two issues can be separated and can be addressed separately. This separation of two reliability phenomena requires regular monitoring of the system operating temperature and the supply voltage during its operational life. It has been addressed in our proposed hardware architecture and workflow by taking this monitoring into account. It tackles them separately and carries out proper actions in order to enhance the system dependability. The simulation results for a target system carried out in the LabVIEW environment fully support the above idea of separating the issues and addressing them separately.

5.1 INTRODUCTION

As mentioned in the previous chapters, the dependability of electronic systems is becoming an important design concern as the technology is shrinking towards nanometer limits. On one side different physical degradation mechanisms like negative bias temperature instability (NBTI), positive bias temperature instability (PBTI), hot carrier injection (HCI), time-dependent-dielectric-breakdown (TDDB), and electromigration (EM) are becoming prominent [Lew09, Sch03, Jha05, Pau05]. On the other hand, fabrication related process variations, supply voltage, and operational
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Supply-voltage and temperature (PVT) related variations are also affecting the performance of these electronic systems [Lu09, Lat11, Kri10, Uns06, Kum06, Ali06]. The performance degradation of these electronic circuits under statistical variations is a popular research area for last couple of years [Wan08].

The interesting observation to note here is that some of these performance degrading effects have a common source of disturbance. For example, NBTI and PBTI are heavily dependent on the stress temperature and input stress voltage causing serious performance degradations in the electronic systems [Lew09, Sch03, Jha05]. Similarly, operational-temperature and supply-voltage variations, on the other hand, also individually contribute to the performance degradation of these electronic systems. The main difference is in terms of the parameter “time”. Temperature and voltage variations beyond specifications can cause serious performance degradations that could be of instantaneous, temporary or short-term nature as will be explained in the next sections. Therefore, these short-term performance degradations could diminish if the corresponding operational temperature and voltage values return back to their nominal values. Furthermore, the time duration for which these variations will remain effective can cause long-term aging (e.g. NBTI, PBTI) effects as well. Those effects could be contributing to the permanent performance degradation of the electronic systems at a particular time. The reason is the cumulative nature of these degradation mechanisms over the operating time which will determine their contribution in degrading the performance of these electronic systems. Therefore, variations in the system reliability and hence the system dependability as a function of operational temperature and voltage will be of short-term as well as long-term nature. In order to improve the system dependability, these short-term and long-term effects should be addressed separately.

In this chapter, these two different kinds of effects and how they can influence the system performance during its operational life will be explained. Furthermore, it will be investigated how operational-temperature and supply-voltage variations can cause short-term (non-permanent) and long-term (could be permanent) performance degradations. In addition, it will be researched how we can differentiate between these two performance degradation scenarios and how this differentiation could be helpful in achieving a high system dependability during its operational life.

The remainder of this chapter is organized as follows. Section 5.2 will briefly describe the importance of supply-voltage ($V$) and operational-temperature ($T$) variations in affecting the performance of both digital and analog circuits. Sections 5.3 and 5.4 will discuss the importance of separating the NBTI (the only aging mechanism considered in this chapter) and $VT$ variations and the corresponding necessary requirements to enhance the system dependability respectively. The basic idea of the resulting proposed hardware architecture (an extension of Figure 4.16), the corresponding workflow, its working principle and respective consequences are presented in section 5.5. The simulation environment and simulation results are given in section 5.6. The conclusions and important references are presented at the end of the chapter.

5.2 SUPPLY-VOLTAGE AND TEMPERATURE VARIATIONS

With technology scaling, both $V_{DD}$ and $V_{th}$ reduce, making it critical for electronic designers, especially for analog designers, as shown in Figure 5.1 [Bas09]. This figure
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Figure 5.1: Power supply ($V_{DD}$) and threshold voltage ($V_{th}$) vs technology node [Bas09].

shows that the distance ($V_{DD} - V_{th}$), known as the free-voltage space for analog design, is also reducing. Therefore, any variations in $V_{DD}$ or $V_{th}$ will influence this free voltage space and hence will affect the performance of electronic systems. Similarly, MOSFET device characteristics like threshold voltage, carrier mobility, and saturation velocity are heavily affected by temperature variations [Kum06] therefore varying the performance of associated electronic systems. For example, in automotive applications, electronic systems attached to automobile engines usually operate at higher temperature variations ranging from $-40^\circ C$ to $150^\circ C$ [Joh04] that could directly affect the performance of associated electronic systems.

5.2.1 SUPPLY-VOLTAGE AND TEMPERATURE VARIATIONS IN DIGITAL SYSTEMS

In digital systems, the propagation delay is a function of drain saturation current provided by active transistors which further depends on the supply voltage ($V_{DD}$) and operational temperature [Kum06]. Therefore, any variation in the supply voltage or operational temperature will affect the propagation delay. In other words, the digital system performance (e.g. speed) is highly affected by both operational temperature and supply voltage. The important thing to note here is that this variation in delay does not include the long-term aging effects (NBTI etc.). The duration of time for which these temperature and voltage variations are present will further decide the inclusion of these aging effects. For example, Figures 5.2(a), 5.2(b) and 5.2(c) show the percentage of change in the delay of a five-stage ring oscillator over two years due to aging (NBTI), operational-temperature change from $25^\circ C$ to $100^\circ C$ and supply-voltage change from $0.5V$ to $1.0V$ respectively. Figure 5.2(a) shows that the aging effects (NBTI etc.) over the same period of time are dependent on the operational temperature and the supply voltage. The higher the operational temperature or supply voltage are, the larger are the corresponding aging effects and vice versa. Similarly, Figure 5.2(b) indicates that at a constant supply voltage, the percentage of change in the delay of a five-stage ring oscillator, only due to the operational temperature changes from $25^\circ C$ to $100^\circ C$, is also changing with stress time. This means the change in delay as a result of a temperature
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(a)

Figure 5.2: Percentage of change in the delay of a five-stage ring oscillator due to change in (a) NBTI effect at two different temperatures and two different supply voltages, (b) the operating temperature from 25°C – 100°C at two different supply voltages, and (c) the supply voltage from 0.5V – 1.0V at two different temperatures versus stress time respectively (extracted from [Kri10]).

change is also time dependent. Furthermore, Figure 5.2(c) shows that if one keeps the temperature constant during the stress time then still the percentage of change in the delay of a five-stage ring oscillator, only due to the supply voltage change from 0.5V to 1.0V, is time dependent. This means the change in delay as a result of supply voltage change is also time dependent. The details from these figures provide the useful information that all of the three aspects, namely NBTI, operational temperature and supply voltage, have their own independent role in degrading the delay of a five-stage ring oscillator. Therefore, by having an individual control on these changes, the corresponding degradation in the system performance can be controlled.

5.2.2 SUPPLY-VOLTAGE AND TEMPERATURE VARIATIONS IN ANALOG SYSTEMS

Similar to digital systems, analog circuit performance is also sensitive to supply voltage (V) and operating temperature (T). For example, Figures 5.3(a), 5.3(b), and 5.3(c) show the change in open-loop gain of an amplifier designed in 65nm technology over twenty years due to aging (only NBTI considered), operational-temperature change from 25°C to 125°C, and supply voltage change from 1.1V to 1.3V respectively. Figure
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Figure 5.3: Change in open-loop gain of an opamp, stressed at different temperatures, due to (a) NBTI effect, (b) change in operating temperature from 25°C – 125°C (c) change in supply voltage from 1.1V-1.3V versus stress time respectively.

5.3(a) shows that if the supply voltage is kept constant ($V_{DD} = 1.2V$) then for each constant operational temperature the change in the open-loop gain of an amplifier as a result of NBTI effect is a function of the stress time. Similarly, Figure 5.3(b) indicates that if the supply voltage is kept constant ($V_{DD} = 1.2V$) then for each constant stress temperature (25°C, 50°C, 75°C, 100°C, and 125°C) if the current operational temperature is changed from 25°C to 125°C then the change in the open-loop gain of an amplifier is also changing over the stress time. This means the change in the open-loop gain of an amplifier at any time which does not include the change due to the NBTI effect is also a function of the operational temperature. Furthermore, Figure 5.3(c) reveals that at each constant operational temperature (e.g. 25°C, 50°C, 75°C, 100°C, and 125°C) if the supply voltage changes from 1.1V to 1.3V then the change in the open-loop gain of an amplifier is also changing over the stress time. This means the change in the open-loop gain of an amplifier at any time, which is independent from the NBTI effect, is also a function of the supply voltage. The above discussion indicates that all three aspects, namely the NBTI, operational temperature and supply voltage, have their independent role in degrading the open-loop gain of an amplifier. Therefore, by individually controlling these aspects, the corresponding degradation in the open-loop gain of the amplifier can be controlled.
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![Figure 5.4: Change in an arbitrary performance parameter ‘P’ as a function of time due to VT and NBTI effects. Dotted horizontal lines show the performance margins.](image)

5.2.3 THE ROLE OF SUPPLY-VOLTAGE AND TEMPERATURE VARIATION

If one compares the effect of VT variation, it is clear that the change in the delay of a five-stage ring oscillator (Figures 5.2(b) and 5.2(c)) and the open-loop gain of an amplifier (Figures 5.3(b) and 5.3(c)) is higher due to the change in the operational temperature and supply voltage at a particular time as compared to the change due to the NBTI (aging) effect (Figures 5.2(a) and 5.3(a)). This means the operational-temperature and the supply-voltage variations can play a significant role in the performance of digital and analog systems. These changes in performance parameters, delay for the five-stage ring-oscillator and open-loop gain for an amplifier, are independent from the cumulative changes in performance parameters as a result of aging (NBTI) effects.

In order to increase understanding, let an arbitrary performance parameter ‘P’ of a system undergo an arbitrary stress for a stress time ‘t’ as shown in Figure 5.4. This means there are two types of changes in the performance parameter ‘P’; the long-term change due to the NBTI effect and the short-term change due to VT variation effects. If one assumes that the dotted horizontal lines show the performance margins/boundaries for the performance parameter ‘P’ then the system performance parameter ‘P’ could exceed the maximum performance margin/boundary due to VT variations earlier (Figure 5.4 at $t_1$) than the NBTI effects only (Figure 5.4 at $t_2$). This also means that if the VT variations could be controlled by any means to normal values then the system performance parameter could also remain within the performance margins. In other words, the total life time of the system can be enhanced by controlling the VT variations to operational values.

5.3 THE IMPORTANCE OF SEPARATING NBTI AND SUPPLY-VOLTAGE AND TEMPERATURE VARIATIONS

As discussed in Chapter 4, the reliability of an electronic system is mainly addressed in the simulation phase of the design stage. Furthermore, a number of device-level models are used to investigate the reliability issues [Mar11] in electronic systems that are essential to safely guardband the system performance for a certain life time.
Most importantly, reliability estimations during the operational life of a system are crucial for dependable design. Reliability of the system requires that the performance parameters should remain within the specified limits of correct operation. Therefore, by monitoring the most sensitive performance parameter(s) with regard to short-term and long-term effects one can estimate the reliability of the system as discussed in Chapters 3 and 4. At any time, if the performance parameter is within the specified limits of correct operation then the system will be functioning correctly and it will be considered reliable at that time. On the other hand if the performance parameter is not within the specified limits of correct operation then the system will be functioning incorrectly and it will be considered unreliable at that time. However, as discussed in section 5.2, this performance parameter is sensitive to operational temperature ($T$), supply voltage ($V$) and other aging effects, like NBTI, causing short-term and long-term effects. Therefore, it is essential to separate these two effects and take the necessary actions in order to enhance the reliability of the system.

The separation of long-term NBTI and short-term $VT$ variations further requires a regular monitoring mechanism of the operational temperature, supply voltage and the most sensitive performance parameter. If there are variations in the performance parameter then the corresponding values of the operating temperature and supply voltage can clarify whether these current changes in the performance parameter are due to the change in the operational temperature and supply voltage or due to the aging effects (NBTI etc.). These distinctions are further used in making decisions for selecting the appropriate repair strategies in order to enhance reliability, maintainability, availability and hence the dependability of the system. These are further discussed in the next section.

### 5.4 Enhancing the System Dependability

One has to understand how to separate NBTI and $VT$ variations and to individually control the $VT$ variations to normal (typical) values to enhance the system dependability. Let us consider the density function of an arbitrary performance parameter ‘$P$’ of ‘$n$’ identical systems (e.g. open-loop gain ‘$A$’ of ‘$n$’ identical opamps) as shown in Figure 5.5. This density function can be further divided into three regions. The “Allowed” region of the performance parameter ‘$P$’ (e.g. $\pm 3\sigma$ of ‘$A$’) comprises the designed specification boundary region under which the system will function correctly as desired. The “Not Allowed” region of the performance parameter is the region where the performance parameter ‘$P$’ goes beyond the designed specification boundaries and the system starts disfunctioning. Although, under this condition the system is still working, the results will be unsatisfactory or undesirable. Similarly, the permanent failure region of the performance parameter is the region where the performance parameter ‘$P$’ is not only beyond the designed specifications but the system stops working and hence results in a permanent failure (permanent in the sense that it cannot be repaired except replacing it with a fresh one).

The allowed region shows the normal operation but in order to enhance the dependability or to prolongate the life time of the system, the second and third regions should be avoided by counter-acting with proper actions. This can be accomplished by:
1) **bringing back** the operating temperature and supply voltage to normal operating values for short-term (non-permanent) effects.

2) **digitally tuning** back the performance parameters to normal specifications for long-term effects.

3) incorporating some **fault-tolerant strategies**, like redundant systems/sub-systems in the case of permanent-failures.

As an example for options 1 and 2: cooling fans can be used for adjusting the operational temperature, digitally-tuneable power supplies can be used for adjusting the supply voltages, and digitally-assisted electronic systems can be used for reconfiguring or digitally adjusting the performance parameters [Cru09]. Off course, bringing back the operating temperature for complex systems on chip and the supply voltage for battery operated devices to normal operating values will be quite a challenge. These options are basically used to restore the second region of disfunctioning performance parameters to the normal (allowed) region (Figure 5.5). Similarly, the third region of permanent failure can also be restored to the normal region of performance parameters by completely replacing the permanent faulty unit with a spare unit. These options are very similar to the options used in Chapter 3. However, the first option of bringing back the operating temperature and supply voltage to normal operating values is the new feature in this chapter.

In fact, enhancing system dependability means enhancing its individual attributes [Avi01]. However, in this chapter and in the whole thesis the primary focus has been on three attributes; namely the reliability, the maintainability and availability. The **reliability**, being the probability as a function of time that the system will be functioning correctly at that time, can be enhanced by using the options 1, 2, and 3. The **maintainability**, being the probability as a function of time that the system will be repaired at that time if it fails to function correctly, can be enhanced by making the right choice between options 1, 2, and 3 (explained in next sections). Similarly, the **availability**, being the probability as a function of time that the system will be available for its service, can be enhanced by reducing the repair time. One approach can be to estimate the reliability of the system in advance and make the proper decisions at the right time for repair before the system fails or moves to the “Not Allowed” region of specifications. Anticipating repair actions in advance will reduce the repair time and hence the availability of the system will increase as discussed in section 4.7.2.
5.5 **DEPENDABLE HARDWARE ARCHITECTURE**

A similar type of hardware architecture as described in Chapter 4 has been proposed here to enhance the dependability of a system on chip as shown in Figure 5.6. It also consists of redundant sub-IPs ($SIP_{3(A,B,C)}$ ... $SIP_{A(A,B,C)}$) and a number of monitoring, tuning and decision-making circuits. The difference lies in the monitoring part. In the hardware architecture shown in Figure 5.6 there are two more monitoring circuits as compared to the previous one. The on-chip temperature and supply-voltage monitoring circuits, which were not present in the previously proposed hardware architecture of Chapter 4, can be used to monitor the overall temperature and supply-voltage of the whole chip or it can be used to monitor the temperature and supply-voltage of each individual sub-IP as shown by the vertical dotted lines in Figure 5.6. Similar to the previously proposed hardware architecture, performance parameter monitoring circuits are also present to monitor the most sensitive performance parameter(s) to short-term and long-term effects. The degradation of the most sensitive performance parameter(s), acquired either by direct or by indirect means as discussed in Chapter 4, can be used to estimate the reliability of the whole system or the reliability of each sub-IP. These three monitoring circuits then further communicate with the “Decision Making and Tuning Circuitry”, which then takes the necessary repair actions as shown by the horizontal dotted lines in Figure 5.6.

Figure 5.7 shows the workflow of the proposed new dependable hardware architecture. This proposed workflow is also similar to the workflow proposed in Chapter 4. The difference lies again in the operational-temperature and supply-voltage monitoring and control regions. The working principle of this workflow is explained below.
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5.5.1 PRINCIPLE OF WORKFLOW

In order to understand the working principle of the proposed workflow for the proposed hardware architecture, let us consider an exemplary system where an arbitrary performance parameter ‘P’ has been considered to be the most sensitive to short-term and long-term effects. This performance parameter ‘P’ will be further monitored for its variations due to short-term (VT) and long-term (NBTI aging) effects as shown in Figure 5.8. The dotted line shows the variations in ‘P’ due to VT effects and the solid line shows the variations due to the NBTI effect. During the regular testing mode (Figure 5.7), first the performance parameter ‘P’ will be checked against its system specifications (1 in Figure 5.7). It will be checked that either the performance parameter ‘P’ is within the specified limits/boundaries of the system specification or not. The system specifications stored in the database (11 in Figure 5.7) are used here for comparison purposes. If the performance parameter ‘P’ is within the defined system specifications then the current value of performance parameter ‘P’ along with the corresponding operating-temperature and supply-voltage values will be logged and stored in the system database (2 and 3 in Figure 5.7). These values are subsequently used to estimate the reliability of the current state of the system, as described in Chapter 4 (4 in Figure 5.7). This can be further used to predict in advance a possible hazard if any (8 in Figure 5.7). Similarly, in case ‘P’ is out of the defined system specifications stored in the database, proper actions as discussed in section 5.4 will be taken (5 – 10 in Figure 5.7).
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It is clear from Figure 5.8 that at points in time ‘$t_1 \ldots t_5$’ the $VT$ variations try to move the performance parameter ‘$P$’ beyond its defined performance margin. At each of these points in time (‘$t_1 \ldots t_5$’, Figure 5.8) the $VT$ values are brought back (option ‘1’ in section 5.4) to their normal values and the performance parameter ‘$P$’ returns to its allowed region of specification. For example, this can be done by introducing cooling techniques, switching off unnecessary parts, regulating or reconfiguring the power supply of each sub-IP if possible. On the other hand at each of these points in time (‘$t_1 \ldots t_5$’, Figure 5.8) the variations due to the NBTI effect continue accumulating and at time point ‘$T_1$’ these variations move the performance parameter ‘$P$’ beyond its performance margin. Therefore, at point in time ‘$T_1$’ the digital tuning capabilities (option ‘2’ in section 5.4) of the system are used to bring the performance parameter ‘$P$’ back to its normal region of system specifications. Similarly, at points in time ‘$t_6 \ldots t_{10}$’ and ‘$T_2 \ldots T_3$’ (Figure 5.8) the performance parameter ‘$P$’ is also brought back to its normal system specification using the above mentioned techniques (options ‘1’ and ‘2’ in section 5.4). Most importantly, at point in time ‘$T_4$’ the system repairing capabilities to move the performance parameter ‘$P$’ back to its normal specifications are not feasible anymore. It means that there are no more digital tuning and $VT$ adjustment options available in the system to bring the performance parameter ‘$P$’ back to its normal system specifications. Therefore, at this point in time ‘$T_4$’ the system will be replaced (option ‘3’ in section 5.4) by a spare unit and it will continue correct functioning again.

Although, in this example the degradation in performance parameter ‘$P$’ has been shown unidirectional (i.e. increasing), the degradation in performance parameter ‘$P$’ can be in either direction (increasing or decreasing) as discussed in section 5.6.3.
5.5.2 **PROS AND CONS OF PROPOSED APPROACH**

The proposed approach of dealing with the problems has a number of benefits. Adjusting temperature and supply voltage, on one side, will bring the system back to its normal operating conditions and on the other side it will lower the gradual effect of aging phenomena and hence slowing down its negative effects. Similarly, the digital tuning and replacement options will be solely used for adjusting long-term aging (NBTI etc.) and permanent failure effects respectively. This will certainly increase the reliability of the system as discussed in section 5.4.

Estimating the reliability in advance will make it easier to anticipate the possible digital solutions (digital tuning and replacement options) and hence lowering the repair time. Here, the reliability can be estimated by directly or indirectly monitoring the degradation in the most critical performance parameter(s) as discussed in Chapter 4. Furthermore, by lowering the repair time the maintainability of the system will be increased. This decrease in repair time will further increase the availability of the system to perform its operation as discussed in section 4.7.2. Hence by increasing reliability, availability, and maintainability, the dependability of the system will be increased.

The price paid in this case will be in terms of area overhead and complexity. The temperature, supply voltage and performance monitoring circuits will require extra area. Similarly, the database used to store the design-level system specifications and the runtime measurements will require memory elements and hence extra area. However in spite of the area overhead, the improvements in terms of longer life-time and enhanced system dependability could make it still an acceptable solution for especially critical systems.

5.6 **SIMULATIONS AND RESULTS**

The validity and feasibility of the proposed workflow and hardware architecture has been investigated by modelling a target system in the LabVIEW environment as explained below.

5.6.1 **TARGET SYSTEM**

In order to simplify things, the proposed idea is verified based on the simulation results of a single sub-IP \(SIP_{1A}\) of the proposed hardware architecture (Figure 5.6) and is compared against a similar single sub-IP system simulated without the proposed idea. This means that one sub-IP has the proper hardware architecture as explained in Figure 5.6 whereas the other sub-IP has no capabilities of repairing the performance. Furthermore for the sake of simplicity, the ‘gain’ parameter of the sub-IP ‘\(SIP_{1A}\)’ has been assumed to be the most sensitive performance parameter to \(VT\) and NBTI variations. Table 5.1 shows the design-level specifications of ‘\(SIP_{1A}\)’ and the possible \(VT\) variations that could be expected in the working environment of the system.
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Table 5.1: Designed specifications of $SIP_{IA}$ and the possible $VT$ variations in the system working environment.

<table>
<thead>
<tr>
<th>Name</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Designed gain of $SIP_{IA}$</td>
<td>$G_{P-SIP_{IA}}$ 20dB</td>
</tr>
<tr>
<td>Designed (allowed) supply voltage variations of $SIP_{IA}$</td>
<td>$V_{D-SIP_{IA}} [1.175V-1.225V]$</td>
</tr>
<tr>
<td>Designed (allowed) temperature variations of $SIP_{IA}$</td>
<td>$T_{D-SIP_{IA}} [-25°C - 75°C]$</td>
</tr>
<tr>
<td>Designed (allowed) gain variations of $SIP_{IA}$</td>
<td>$G_{D-SIP_{IA}} [19dB - 21dB]$</td>
</tr>
<tr>
<td>Possible working supply voltage variations</td>
<td>$V_{P-SIP_{IA}} [1.1V - 1.3V]$</td>
</tr>
<tr>
<td>Possible working temperature variations</td>
<td>$T_{P-SIP_{IA}} [0°C - 125°C]$</td>
</tr>
</tbody>
</table>

Figure 5.9: Possible gain variations of $SIP_{IA}$ due to $VT$ variations in the system working environment.

5.6.2 THE SIMULATION ENVIRONMENT

Figure 5.9 shows the possible ‘gain’ ($G_{PSIP_{1}}$) parameter variations in the sub-IP ‘$SIP_{IA}$’ due to the expected $VT$ variations in the working environment of the system. Figure 5.9 further shows that the possible gain parameter ‘$G_{P-SIP_{1A}}$’ variations can move beyond the designed specifications ($G_{D-SIP_{1A}}$) as a result of expected $VT$ variations in the working environment of the system.

To make it more illustrative, let ‘$SIP_{1A-C}$’ (subscript ‘C’ as an indicator) represent the sub-IP which is compensated by means of the proposed hardware architecture and has three digital tuning knobs for the ‘gain’ parameter. This means ‘$SIP_{1A-C}$’ has eight possible digital tuning options for adjusting the ‘gain’ parameter. Similarly, let ‘$SIP_{1A-NC}$’ represent the sub-IP which is neither compensated by means of the proposed hardware architecture nor has any type of digital tuning capabilities. Furthermore, two random number generators (uncorrelated) have been used in order to generate the expected randomly changing supply-voltage and operational-temperature variations in the actual working environment of the system. The next section will discuss the simulation results of the sub-IP ‘$SIP_{1A}$’ with and without the proposed hardware architecture and workflow as shown in Figure 5.10.

5.6.3 SIMULATION RESULTS OF THE TARGET SYSTEM

The four sub-graphs in Figure 5.10 represent the four monitors ($M_1 ... M_4$). Monitor ‘$M_4$’ shows the change in ‘gain’ parameter due to the aging (NBTI) effects only. It further shows the results of the decision making and tuning circuitry as well. The other
Figure 5.10: Simulation results over 43523 hours (~5 years) of a single sub-IP (SIP) of the system in Figure 5.6 with and without the proposed architecture (Figure 5.6) and workflow (Figure 5.7).
three monitors are used as the temperature monitor ($M_1$), the supply-voltage monitor ($M_2$), and the performance (the ‘gain’ parameter in current case) monitor ($M_3$) respectively. The vertical red lines in the monitor ‘$M_4$’ show the points in time when the operational-temperature and supply-voltage values of ‘$SIP_{1A-C}$’ are adjusted back (option 1 in section 5.4) to normal values (i.e. 25°C and 1.2V respectively) if the ‘gain’ parameter moves beyond the designed specifications ([19dB - 21dB]). These adjustments in the operational-temperature, supply-voltage and the resulting value of ‘gain’ parameter of ‘$SIP_{1A-C}$’ are shown by the white lines in monitors ‘$M_1$’, ‘$M_2$’, and ‘$M_3$’ respectively. The parameters ‘$T_1$ ... $T_8$’ show the points in time when the adjustments in the ‘gain’ parameter of ‘$SIP_{1A-C}$’ are no more possible by means of adjusting the operational-temperature and supply-voltage values back to their normal values. At these points in time (‘$T_1$ ... $T_8$’) the aging (NBTI) effect is responsible to move the ‘gain’ parameter of ‘$SIP_{1A-C}$’ beyond its designed specifications ([19dB - 21dB]). Therefore, at these points in time (‘$T_1$ ... $T_8$’) the digital tuning capabilities (option 2 in section 5.4) of ‘$SIP_{1A-C}$’ are used to move the ‘gain’ parameter back to its normal designed specification (i.e. within [19dB - 21dB]).

Similarly, the ‘gain’ parameter values of ‘$SIP_{1A-NC}$’ and the corresponding unadjusted variations in the operational-temperature and supply-voltage values are shown by the red line in monitors ‘$M_1$’, ‘$M_2$’, and ‘$M_3$’ respectively. It is clear from these monitor values that because no adjustments are made in the operational-temperature and supply-voltage values at several points in time (‘$t_1$ ... $t_{15}$’) the ‘gain’ parameter of ‘$SIP_{1A-NC}$’ moves out of its specification boundaries either for a short duration or a long duration. The length of the duration, for which the ‘gain’ parameter stays outside the specification boundaries, further depends on the corresponding length/duration of $VT$ and aging (NBTI) variations.

### 5.6.4 Comparison of the Simulation Results

The monitor ‘$M_3$’ in Figure 5.10 shows the comparison between the ‘gain’ parameters of ‘$SIP_{1A-C}$’ (white line) and ‘$SIP_{1A-NC}$’ (red line). This comparison shows that due to the use of the proposed hardware architecture and workflow, the sub-IP ‘$SIP_{1A-C}$’ can be used for a longer time as compared to sub-IP ‘$SIP_{1A-C}$’ which has no means of performance compensation. The sub-IP ‘$SIP_{1A-C}$’ will remain functional until the point in time ‘$R_1$’. This is the point in time when the sub-IP ‘$SIP_{1A-C}$’ needs to be completely replaced (option 3 in section 5.4) with a redundant sub-IP. This complete replacement with a redundant sub-IP happens at a point in time ‘$R_1$’ (Figure 5.10) as a result of running out of digital tuning options for digitally tuning the ‘gain’ parameter of the sub-IP ‘$SIP_{1A-C}$’ back to its normal specifications. On the other hand, the sub-IP ‘$SIP_{1A-NC}$’ needs a complete replacement with a redundant sub-IP at each point in time ‘$T_1$ ... $T_8$’ because of the unavailability of repairing mechanisms. The worst case is, as can be seen by the red lines of the monitor ‘$M_3$’ in Figure 5.10, is that the sub-IP ‘$SIP_{1A-NC}$’ will start functioning out of the specification limits/boundaries at several points in time (‘$t_1$ ... $t_{15}$’). It means, at all of these points in time (‘$t_1$ ... $t_{15}$’) the sub-IP becomes unreliable which is highly undesirable. Furthermore, the presented idea can be extended and simulated for other sub-IPs as well. The simulation results and comparison shown in Figure 5.10 gives confidence that by using the proposed hardware architecture and workflow the dependability of the whole system can be enhanced.
5.7 CONCLUSIONS

It should be noted that these simulations results are based on high-level abstract models that do not include the detailed implementation complexities and fabrication-related process variations as well as the corresponding area overheads. Similarly, due to a lack of system-level dependability enhancement techniques especially for analog and mixed-signal systems, according to our best knowledge, the current technique cannot be compared to any other techniques. In addition, the exact implementation complexities and the corresponding overheads currently could not be calculated due to time limitations. However, the simulation results are promising and encouraging.

5.7 CONCLUSIONS

In this chapter, the importance of differentiating between short-term and long-term dependability issues has been discussed. It has been shown by simulations that by separating the short-term and long-term dependability issues and addressing them separately, the dependability of the electronic systems can be further enhanced during the operational life of a system. Reliability, being one of the important attributes of dependability, is influenced on short-term (non-permanently) by operating temperature, supply voltage and on long-term (permanently) by a number of aging phenomena. Therefore, by separating them as short-term and long-term effects, proper actions can be taken in order to enhance the dependability of the system. This has been achieved in a proposed hardware architecture and workflow which regularly monitors and stores the operating-temperature and supply-voltage values along with the value of the most sensitive performance parameter(s) of the system in a logged database. It then estimates the reliability of the system based on these stored values. These estimations are subsequently used in anticipating the system performance in advance which is further used to take the necessary actions either by adjusting back the operational-temperature and supply-voltage variations to their nominal values; or by digitally tuning and subsequently replacing the faulty sub-IPs with redundant sub-IPs. These actions will further enhance the overall dependability of the system. Furthermore, the simulation results for a dummy target system, modelled in the LabVIEW environment, under randomly changing supply-voltage and working-temperature variations show that the proposed technique for enhancing the system dependability during the operational life is a valid technique.
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ABSTRACT — It has been shown in the previous chapters that in order to improve the runtime (meaning during operational life) dependability, one first has to investigate the critical performance parameters with respect to aging effects. The degradation information of the most critical performance parameter(s), monitored directly or indirectly, can then be further used to take the necessary actions for improving the system dependability during its operational life. This chapter will deal in detail on these issues by analysing the degradation effects in the performance parameters of a sample mixed-signal system, a charge-redistribution successive approximation register (SAR) ADC. This device will be further analysed to propose possible dependability improvement strategies. The first challenge is that conducting transistor-level aging simulations in complex analog and mixed-signal systems like analog-to-digital converters is often very time consuming. Therefore, in this chapter we will first investigate the degradation effects in the performance parameters of a charge-redistribution successive approximation register (SAR) ADC by using a system-level approach. In this approach the whole system has been divided into its sub-building blocks and the degradation effects of each individual sub-building block have been incorporated into its system-level models. Furthermore, these models have been simulated in the LabVIEW environment in order to investigate aging effects in static and dynamic performance parameters of a charge-redistribution SAR ADC. The results of these simulations have been further used to find the most critical performance parameter(s) to monitor the SAR ADC performance parameter degradations during operational life. These selected parameters are discussed in detail to find strategies to mitigate the performance degradation in the SAR ADC. This will result in dependability enhancement strategies for the SAR ADC during operational life.

6.1 INTRODUCTION

In chapters 3, 4, and 5 it has been shown that monitoring the degradation effects in potential critical performance parameter(s), either by direct or indirect means, is crucial for dependable design. In these chapters it has also been indicated that system-level performance parameters can be used to estimate the reliability during the operational life of a system. Furthermore, the selection of potential critical system-level performance parameter(s) is application dependent and can be divided into different
categories based on their sensitivity to aging effects and process variations. The most sensitive system-level performance parameter can be acquired via aging simulations at the design time and can be predicted as the best indicator for degradation effects. Therefore, electronic designs developed in aging-critical technology nodes require aging simulations in advance for obtaining a better dependable design.

In literature, simulation techniques are available to investigate aging effects based on the device-level (transistor) models [Mar11, Kri10, Zha08]. Mostly, efforts have been made either for a single device (MOS transistor) or relatively simple circuits like inverter, ring oscillator, or amplifiers [Wan11]. Usually, transistor-level aging simulators, based on device-level (transistor) models [Mar11, Bao09], are frequently used to simulate aging effects in these smaller and simple circuits. However, due to the long simulation times and involved complexity they are not suitable for complex analog and mixed-signal systems. This requires a different strategy for these complex systems that should be fast and sufficiently efficient while still based on device-level aging models. Therefore, behavioural models which are frequently used in electronics for studying performances of systems to accomplish a high simulation speed can also be used to simulate aging-related degradation effects in these electronic systems.

One possible way to simulate aging effects in larger systems is to sub-divide the system into smaller sub-building blocks. The idea is to simulate aging effects for each individual sub-building block or at least for aging-critical parts using the transistor-level aging simulators and use this degradation information in the system-level models. In this way degradation effects in the performance parameters of the whole system can be investigated. Another possibility, which has been used in this chapter, is to analyse the performance of the whole system by using a potentially possible set of degraded values. This set can be acquired via transistor-level aging simulators and can be used in the behavioural models of each sub-building block.

In this chapter, the focus is to analyse the degradation effects in the performance parameters of a relatively simple typical mixed-signal circuit, a charge-redistribution SAR ADC, based on the degradation models of its sub-building blocks. These successive approximation register (SAR) analog-to-digital converters (ADCs) are among the widely used ADCs in electronic industry [Hae10]. This is due to the relatively simple architecture and simple technology requirements for integrating capacitors in standard CMOS processes. The emphasis will be to analyse the static and dynamic performance degradation as a result of the buffer, comparator and DAC capacitor-array degradation. For simplicity, the rest of the sub-building blocks will be treated as ideal components (i.e. no aging) which have no influence on the presented methodology. The static and dynamic performance parameters that will be analysed as part of the performance analysis include offset, gain, dynamic nonlinearity error (DNLE), integral nonlinearity error (INLE), signal-to-noise and distortion (SINAD), total harmonic distortion (THD), and effective number of bits (ENOB). Based on the observed degradation effects in the static and dynamic performance parameters it will be investigated which performance parameters are most critical to aging effects and are the best indicators with respect to degradation effects. These performance parameters will subsequently be used to investigate a number of potential dependability enhancement strategies.

The rest of the chapter is organized as follows. Section 6.2 will describe the building blocks of a charge-redistribution SAR ADC, its operating principle, and the important mathematical formulations used to model the degradation effects in this
6.2 THE CHARGE REDISTRIBUTION SAR ADC

Among available architectures for SAR ADCs, the charge-redistribution (CR) based successive approximation is the most widely used architecture due to its medium digital output resolution, relatively simple architecture and simple control scheme [Hae10, Pei10]. Figure 6.1 shows the simplified circuit diagram of this ADC. It consists of a switching mechanism for analog input and reference voltages, an input buffer circuit, a digital-to-analog converter (DAC), a comparator and SAR control logic. The input buffer drives the DAC with the analog input voltage ($V_{in}$) and the reference voltage ($V_{ref}$) during different switching phases. Similarly, Figure 6.2 shows the binary-weighted capacitor array for an N-bit DAC architecture, which consists of N capacitors and one dummy capacitor of capacitance ‘C’ for an N-bit ADC.

6.2.1 THE WORKING PRINCIPLE OF THE ADC

The working principle of SAR ADC to convert the analog input signal to the digital output signal is performed in three phases; the sampling phase, the hold phase and the redistribution phase in which the actual conversion takes place [Kug00]. During the sampling phase, the switches $S_{sample}^1, S_{sample}^2$ and $S_D^1, S_0^1, \ldots, S_{N-1}^1$ are closed and all capacitors in the capacitor array sample the input voltage $V_{in}$ (Figure 6.2). While during the hold phase, the switches $S_{sample}^1, S_{sample}^2$, and $S_D^1, S_0^1, \ldots, S_{N-1}^1$ are opened and all the switches $S_D^0, S_0^0, \ldots, S_{N-1}^0$ are closed, thereby providing a voltage $V_C = -V_{in}$ to the comparator input. This shows that the present ADC architecture has a built-in sample-and-hold mechanism.

The actual conversion is performed during the redistribution phase, which takes N-conversion steps for an N-bit ADC. During this whole phase, the switch $S_{REF}$ remains closed (Figure 6.1). In the first conversion step, all the switches $S_D^1, S_0^1, \ldots, S_{N-2}^1$ and $S_{N-1}^0$ are opened and the switches $S_D^0, S_0^0, \ldots, S_{N-2}^0$ and $S_{N-1}^1$ are closed, thereby connecting $C_N$ to reference voltage $V_{REF}$. This corresponds to the full-scale-range (FSR) of the ADC (Figure 6.2). The most left-hand side capacitor $C_N$ forms a 1:1 capacitor ratio with the remaining capacitors in the capacitor array connected to ground via the switches $S_D^0, S_0^0, \ldots, S_{N-2}^0$ respectively. At this stage the comparator input voltage becomes $V_C = -V_{in} + V_{REF}/2$. If $V_{in} > V_{REF}$ (i.e. $V_C < 0$), the comparator output goes high and the switch $S_{N-1}^1$ remains closed providing the most significant bit of the digital output code ($D_{out}$) set to one ($MSB = 1$). On the other hand, if
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Figure 6.1: The simplified circuit diagram of a charge redistribution SAR ADC.

Figure 6.2: DAC capacitor array for an N-bit charge redistribution SAR ADC

\( V_{IN} < V_{REF} \) (i.e. \( V_C > 0 \)), the comparator output goes low and the switch \( S_{N-1} \) is opened and switch \( S_{N-1} \) is closed to discharge \( C_N \) providing the most significant bit of the digital output code \( (D_{OUT}) \) set to zero \( (MSB = 0) \). This process continues until the least significant bit \( (LSB) \) of the digital output code \( (D_{OUT}) \) is determined. The ideal output voltage of the DAC capacitor array after N-steps is given by [Hae10]:

\[
V_{C,\text{ideal}} = -V_{IN} + \frac{C_H}{C_H + C_L} \cdot V_{REF}
\]  

(6.1)

where \( C_H = \sum K C_K \) for \( K \) such that \( S_K \) is closed and \( C_L = \sum K C_K \) for \( K \) such that \( S_K \) is closed. As the switch \( S_D \) will always be closed during the redistribution phase, the most right-hand side dummy capacitor \( C_0 \) will always be included in \( C_L \). Each bit of the digital output \( D_{OUT} \) is hence determined by the values of \( S_K \) and \( S_K \) respectively. The bit-value is ‘1’ if \( S_K \) is closed and the bit-value is ‘0’ if \( S_K \) is closed.

6.2.2 MODELLING DEGRADATION EFFECTS IN THE SAR ADC

In order to study the degradation effects for different performance parameters of the ADC, at first, it has been divided into different sub-building blocks including switches, buffer, capacitor array for DAC, comparator and SAR control logic. All these sub-building blocks have been modelled as ideal components in LabVIEW. Afterwards, the aging effects have been incorporated in these ideal models for the different sub-building
blocks. Based on the architecture shown in Figure 6.1, the different voltages at nodes A, B, and C can be written as:

\[
V_A = \begin{cases} 
V_{IN} & \text{if } S_{\text{SAMPLE}}^1 = \text{closed} \& S_{\text{REF}} = \text{open} \\
V_{REF} & \text{if } S_{\text{REF}} = \text{closed} \& S_{\text{SAMPLE}}^1 = \text{open} 
\end{cases} 
\]

(6.2)

\[
V_B = \begin{cases} 
V_A = V_{IN} & \text{if } S_{\text{SAMPLE}}^1 = \text{closed} \& S_{\text{REF}} = \text{open} \\
V_{REF} & \text{if } S_{\text{REF}} = \text{closed} \& S_{\text{SAMPLE}}^1 = \text{open} 
\end{cases} 
\]

(6.3)

\[
V_C = -V_B = -V_{IN} \text{ during hold phase} \\
\text{if } S_{\text{SAMPLE}}^1, S_D^0, S_0^0, ..., S_{N-1}^0 = \text{closed} \\\n\text{and } S_{\text{SAMPLE}}^2, S_D^1, S_0^1, ..., S_{N-1}^1 = \text{open} 
\]

(6.4)

As the hold phase is followed by the redistribution phase, therefore the voltage ‘\(V_C\)’ after N-conversion steps will be the sum of voltages in the hold phase and the redistribution phase as explained in the previous section. This means that after these three phases the voltage ‘\(V_C\)’ will be given by equation (6.1).

The next step is to incorporate the aging effects in these equations. For this, first the degradation effects of each individual sub-building block have to be investigated. This can be done by using the actual transistor-level circuits in combination with their device-level aging models [Mar11, Bao09]. Alternatively, a range of appropriate degradation values can be used for each sub-building block. This is what has been used in this chapter where results have been extracted based on transistor-level circuits and NBTI aging models used in [Wan11] for the 65nm TSMC technology node.

According to the architecture in Figure 6.1, different sub-building blocks of the ADC could have aging effects under different aging mechanisms. However, for simplicity, only NBTI has been considered as the dominant degradation mechanism. Among the different sub-building blocks of the ADC only the buffer, the comparator and the DAC capacitor array are considered more prone to aging effects. As experience has shown, the digital parts may introduce additional delays as a result of aging effects; however these effects will be ignored. Therefore, the rest of the sub-building blocks, including switches and SAR control logic, have been modelled as ideal components.

### 6.2.2.1 Modelling the Buffer and Comparator Degradation Effects

As a result of aging, transistor parameters in the buffer and the comparator circuits are expected to change and hence could change their performance parameters. Among the different degraded performance parameters, the offset and the gain parameter are the most influenced performance parameters by aging effects in both buffer and comparator circuits [Wan11]. But on the other hand, the closed-loop configuration of the buffer and the voltage comparing nature of the comparator will make both less sensitive to gain degradation effects. Therefore, only offset degradation in the buffer and the comparator have been considered to be crucial and will be incorporated in the above equations. Hence, if \(V_{(OS,BUFF)}\) and \(V_{(OS,COMP)}\) represent the offset voltages of the buffer and the comparator respectively then the above equations for ‘\(V_B\)’ and ‘\(V_C\)’ can be rewritten as:

\[
V_B = \begin{cases} 
V_A + V_{OS,BUFF} = V_{IN} + V_{OS,BUFF} & \text{if } S_{\text{SAMPLE}}^1 = \text{closed} \& S_{\text{REF}} = \text{open} \\
V_{REF} + V_{OS,BUFF} & \text{if } S_{\text{REF}} = \text{closed} \& S_{\text{SAMPLE}}^1 = \text{open} 
\end{cases} 
\]

(6.5)
\[ V_C = -V_B = -(V_{IN} + V_{OS,BUFF} + V_{OS,COMP}) \quad \text{during hold phase} \quad (6.6) \]

\[ \text{if } S_{SAMPLE}^1, S_D^0, S_0^0, \ldots, S_{N-1}^0 = \text{closed} \]

\[ \text{and } S_{SAMPLE}^2, S_D^1, S_0^1, \ldots, S_{N-1}^1 = \text{open} \]

Similarly, after N-steps during the redistribution phase, \('V_C'\) can be rewritten as:

\[ V_C = -(V_{IN} + V_{OS,BUFF} + V_{OS,COMP}) + \frac{C_H}{C_H + C_L} (V_{REF} + V_{OS,BUFF}) \quad (6.7) \]

This equation shows that the comparator offset voltage will be added only to the analog input voltage \((V_{IN})\). Whereas, the buffer offset voltage will be added to both the analog input \((V_{IN})\) as well as reference voltage \((V_{REF})\). In other words, the degradation in the buffer and the comparator offset voltages will change the voltage value at the comparator input and hence the digital output of the ADC could change. These degradations in the buffer and the comparator offset voltages have been incorporated in the buffer and comparator behavioural models. The next section will discuss how DAC capacitor-array degradation effects can be incorporated in equation (6.7).

### 6.2.2.2 Modelling the DAC Capacitor-Array Degradation Effects

After modelling the buffer and comparator degradation effects, the next step is to model the DAC capacitor-array degradation effects. Metal-Insulator-Metal (MIM) capacitors, being widely used in A/D and D/A converters, degrade as a function of input stress voltage, working stress temperature, and stress time. This degradation could change its behaviour (increasing or decreasing) after a certain amount of time based on the stress conditions [Hot09, Sed11, Chi07, Wu10]. For example, in case of SiO\(_2\) MIM-capacitors, the capacitance increases at a constant stress for a certain period of stress time and starts decreasing after that period of stress time with the same stress conditions. This reversal in MIM-capacitance degradation behaviour begins earlier at elevated stress temperatures [Chi07]. This means, the capacitance of MIM capacitors is a complex function of input stress voltage \('V_{STRESS}’\), working stress temperature \(’T_{STRESS}’\) and the corresponding stress time \(’t’\). This can be written as:

\[ \Delta C_{MIM} = f(V_{STRESS}, T_{STRESS}, t) \quad (6.8) \]

Let’s assume that the input stress voltage \(’V_{IN}’\) and the working stress temperature \(’T_{STRESS}’\) are randomly changing over a specific period of time (e.g. 20 years). In this situation the degradation in each capacitor \('C_N’\) of the DAC capacitor array will depend on the switching activity of its associated switches \(S_{N-1}^1\) and \(S_{N-1}^0\) (Figure 6.2), the stress time \(’t’\), the input stress voltages \(’V_{IN}’\) and \(’V_{REF}’\) and the stress temperature \(’T_{STRESS}’\). This means:

\[ \Delta C_N = f(S_{N-1}^1_{OFF}, S_{N-1}^0_{OFF}, V_{IN}, V_{REF}, T_{STRESS}, t) \quad (6.9) \]

Furthermore, the switching activity in the associated switches \(S_{N-1}^1\) and \(S_{N-1}^0\) for each capacitor \('C_N’\) will further depend on the input voltage \(’V_{IN}’\), that can have any random value in between zero voltage and the full-scale (FS) voltage values of the
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ADC (Figure 6.1). This means, for each capacitor \( C_N \), the input stress voltage will fluctuate randomly between \( V_{IN} \), \( V_{REF} \) and the ground terminal with \( V_{IN} \) being another random value as described above. During the random ON state the capacitor \( C_N \) is connected to the \( V_B \) terminal and hence \( V_{STRESS} = V_{IN} \) or \( V_{REF} \). During the random OFF state the capacitor \( C_N \) is connected to the ground terminal and hence \( V_{STRESS} = 0V \). This makes the input stress voltage \( V_{STRESS} \) for capacitor \( C_N \) a random process over the stress time \( t \). Similarly, if the stress temperature \( T_{STRESS} \) is also randomly changing over the stress time \( t \) (e.g. 20 years) then the change or degradation in the capacitance of capacitor \( C_N \) will also have a random behaviour. This means at some random points in time the capacitance will increase whereas at other random points in time the capacitance of capacitor \( C_N \) will decrease [Chi07].

As a conclusion, the degradation in each capacitor \( C_N \) as a result of aging, can be randomly increasing or decreasing and the corresponding degradation in the DAC capacitor array will result in a capacitor array with random variations at random points of time during the stress time \( t \). In other words, a randomly increasing or decreasing degradation in each capacitor \( C_N \), as a result of aging, will result in a randomly degraded ADC, having a different DAC capacitor array, at random points of time during the stress time \( t \).

The randomly changing input voltage \( V_{IN} \) will decide the random ON or OFF activity of the switches and hence the random input stress voltage \( V_{STRESS} \) for each capacitor \( C_N \) during the stress time \( t \). Similarly, the random working stress-temperature \( T_{STRESS} \) along with the above stress conditions will decide the random increase or decrease in the capacitance of each capacitor \( C_N \) during the stress time \( t \). The random ON or OFF activity will also decide the random stress time during which the degradation occurs and hence will produce a random amount of degradation in each capacitor \( C_N \). This can be modelled for each capacitor as a random degradation of its ideal value. Therefore, the value of each capacitor \( C_N \) in Figure 6.2 can be rewritten as:

\[
C_{N-new} = [S \times (P \times R_1)/100] \times C_N + C_N
\]

where

\[
S = 1 \quad \text{if } R_2 \geq 0.5
\]
\[
= -1 \quad \text{if } R_2 < 0.5
\]

Here ‘\( P \)’ is the maximum possible percent degradation value that can occur during the stress time ‘\( t \)’ (e.g. 20 years) and can be obtained from experimental data. The parameters ‘\( R_1 \)’ and ‘\( R_2 \)’ are two independent random number generators that generate random values between ‘0’ and ‘1’. The parameter ‘\( R_1 \)’ can be related to the random amount of degradation in the capacitance of each capacitor ‘\( C_N \)’ at random points of time during the stress time ‘\( t \)’. Similarly, the parameter ‘\( R_2 \)’ can be related to the randomly increasing and decreasing degradation behaviour in the capacitance of each capacitor ‘\( C_N \)’ at random points of time during the stress time ‘\( t \)’. Therefore, ‘\( C_H \)’ and ‘\( C_L \)’ in equation (6.7) become:

\[
C_{H-new} = \sum K C_{K-new} \quad \text{for } K \text{ such that } S_K^1 \text{ is closed}
\]
Therefore, equation (6.7) can be rewritten as:

\[ V_C = -(V_{IN} + V_{OS,BUFF} + V_{OS,COMP}) + \frac{C_{H-New}}{C_{H-New} + C_{L-New}} (V_{REF} + V_{OS,BUFF}) \] (6.14)

It is clear from the above equation that the new capacitor ratio will also change the voltage generated during the redistribution phase. In other words, the capacitor degradation in the DAC capacitor array and the degradation in the buffer and comparator offset voltages, as a result of aging, will change the voltage value at the comparator input and hence the digital output of the SAR ADC could change. These degradations in the DAC capacitor array as well as the buffer and the comparator offset voltages have been incorporated in the ideal models. The next two sections will discuss how the degradation as a result of aging will affect the static and dynamic performance parameters of the SAR ADC.

6.3 **SAR ADC PERFORMANCE ANALYSIS**

The sine-wave histogram method is one of the most widely used methods for ADC testing [Hsi08]. It is normally used to obtain ADC static parameters like the offset (VOS), gain (G), differential nonlinearity (DNL), and integral nonlinearity (INL). Some on-chip histogram test methods have also been reported in literature [Aza00]. This makes the sine-wave histogram-testing method a suitable choice for estimating the ADC static performance parameters. Similarly, a full scale sine-wave input having a peak value of \(2^{N-1}\) has also been used to estimate the N-bit ADC dynamic parameters like signal-to-noise and distortion (SINAD), total harmonic distortion (THD), and effective number of bits (ENOB). Following are the equations [Hsi08] that have been used in order to calculate the static and dynamic parameters of the N-bit ADC in LabVIEW. First the equations for static parameters are given.

The offset is calculated using:

\[ V_{OS} = \frac{\cos[\pi H(0)/N_t] - \cos[\pi H(2^N - 1)/N_t]}{\cos[\pi H(0)/N_t] + \cos[\pi H(2^N - 1)/N_t]} \left(2^{N-1} - 1\right) \] (6.15)

Here \(N_t\) denotes the total number of samples used in the histogram method whereas \(H(0)\) and \(H(2^N - 1)\) represent the number of hits at the lower and the upper codes respectively. Similarly, the DNL error (DNLE) is calculated using:

\[ DNLE(i) = \frac{H(i)}{H_{ideal}(i)} - 1, \quad i = 1, 2, \ldots, 2^N - 2 \] (6.16)
Table 6.1: Confidence level and the corresponding common values of \( \frac{Z_a}{2} \) [Atx13].

<table>
<thead>
<tr>
<th>Confidence Level</th>
<th>Value for ( \frac{Z_a}{2} )</th>
<th>Confidence Level</th>
<th>Value for ( \frac{Z_a}{2} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>70%</td>
<td>1.040</td>
<td>92%</td>
<td>1.750</td>
</tr>
<tr>
<td>75%</td>
<td>1.150</td>
<td>95%</td>
<td>1.960</td>
</tr>
<tr>
<td>80%</td>
<td>1.280</td>
<td>96%</td>
<td>2.050</td>
</tr>
<tr>
<td>85%</td>
<td>1.440</td>
<td>98%</td>
<td>2.330</td>
</tr>
<tr>
<td>90%</td>
<td>1.645</td>
<td>99%</td>
<td>2.576</td>
</tr>
</tbody>
</table>

where

\[
H_{det}(i) = \frac{N_t}{\pi} \left[ \sin^{-1} \left( \frac{i + 1 - 2^{N-1} - V_{os}}{A} \right) - \sin^{-1} \left( \frac{i - 2^{N-1} - V_{os}}{A} \right) \right] \tag{6.17}
\]

and

\[
A = \text{Amplitude} = \frac{2^{N-1} - 1 - V_{os}}{\cos[\pi H(2^N - 1)/N_t]} \tag{6.18}
\]

The total number of samples used \((N_t)\) are calculated by using the following equation depending on the different levels of confidence used for the DNL error (DNLE) resolution [Atx13]:

\[
N_t = \frac{\pi 2^{N-1}(Z_a/2)^2}{\beta^2} \tag{6.19}
\]

Here \(Z_a/2\) represents the confidence level which has commonly accepted values as summarized in Table 6.1 [Atx13]. The \(N\) denotes the ADC number of bits and \(\beta\) the required DNLE resolution. Furthermore, the INL error (INLE) and gain (G) are calculated using the following equations [Hsi08]:

\[
\text{INL}(i) = \sum_{k=1}^{i} \text{DNLE}(k), \quad i = 1, 2, \ldots, 2^N - 2 \tag{6.20}
\]

\[
G \approx 1 - \frac{1}{2^N - 2} \sum_{i=2}^{2^N-2} \text{DNLE}(i) \tag{6.21}
\]

The following equations have been used to calculate the dynamic parameters [Gra06] being signal-to-noise and distortion (SINAD), total harmonic distortion (THD), and effective number of bits (ENOB):

\[
\text{SNR} = 20 \log_{10} \left[ \frac{\text{RMS value of FS Sinewave}}{\text{RMS value of Quantization Noise}} \right] \tag{6.22}
\]

\[
\text{THD} = 20 \log_{10} \sqrt{\frac{V_{f_2}^2 + V_{f_3}^2 + \cdots + V_{f_n}^2}{V_{f_1}^2}} \tag{6.23}
\]

\[
\text{SINAD} = -10 \log_{10} \left[ 10^{-\frac{\text{SNR}}{10}} + 10^{-\frac{\text{THD}}{10}} \right] \tag{6.24}
\]
6.4 SIMULATION SETUP

In order to investigate the degradation in the ADC performance parameters (static and dynamic) as a result of the degradation in its chosen sub-building blocks, a performance-analysis simulation setup has been constructed in the LabVIEW environment as shown in Figure 6.3. This performance-analysis system consists of a flexible sine-wave generator where amplitude, frequency, dc value, duration and number of samples produced can be changed by the user. The number of samples generated corresponds to the ADC number of bits, the DNLE resolution and the confidence level used as shown in equation (6.19). For the confidence level ‘\( \frac{\alpha}{2} \)’ the commonly accepted values used are summarized in Table 6.1. The ADC is modelled in the LabVIEW environment based on the equations (6.1) - (6.14). Separate control structures are used to provide the desired reference voltage (\( V_{\text{REF}} \)) and possible variations in the buffer and the comparator offset (\( V_{\text{OS,BUFF}}, V_{\text{OS,CMP}} \)) voltages as shown in Figure 6.3. The modelled ADC has a flexible architecture where input voltage, reference voltage, number of bits for digital output (\( f_{\text{OUT}} \)) can be altered. This also holds for the maximum DAC capacitors percentage of error, and different confidence levels for DNLE resolution. The output of the ADC was stored in a memory which is further used to calculate the static and the dynamic performance parameters using the equations (6.15) - (6.25) as discussed in the previous section.

The amplitude of the input sine-wave has been taken slightly larger than the full-scale voltage (Amplitude \( > \) FS Voltage) for calculating the static parameters using the histogram based method as explained in the previous section. On the other hand, for dynamic parameters the amplitude of the input sine-wave has been taken equal to the full-scale voltage (Amplitude \( = \) FS Voltage) of the ADC. Table 6.2 further summarizes

\[
\text{ENOB} = \frac{\text{SINAD} - 1.76}{6.02}
\]  
(6.25)

Where ‘FS’ denotes the full-scale, and ‘\( V_{f1} \)’ is the amplitude of the fundamental frequency and ‘\( V_{f2} \)’ is the amplitude of second harmonic etc.

Figure 6.3: Block diagram of the SAR ADC performance-analysis system modelled in the LabVIEW environment.
the values that have been used for analysing the static and the dynamic performance parameters of the ADC. Twelve bits (12-bits) being in between the high and low resolution ADCs have been used for simulating the ADC performance. Similarly, actual degraded values of the buffer and the comparator offset values at different stress points in time can be used as discussed in [Wan11]. In the present simulation setup, a range of values in-between $\pm 10 mV$ have been used for the change in the buffer and the comparator offset voltages as a result of aging effects.

Based on the equations (6.10) and (6.11), twenty randomly degraded DAC capacitor arrays have been generated. Most importantly, the following assumption has been made while generating these random DAC capacitor arrays.

**Assumption:**

It is assumed that the maximum change or degradation that can occur in each capacitor ‘$C_i$’ during the total stress time ‘$t$’ (e.g. 20 years) lies within $\pm 0.5\%$ of its ideal value $2^{N-1}C$. It means, the parameter ‘$p$’ in equation (6.10) has been chosen to be $\pm 0.5\%$. This could be an exaggerated value but the idea is to test the system under a worst-case scenario.
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Table 6.4: 12-bit SAR ADC output offset voltage values extracted from Figure 6.4(a).

<table>
<thead>
<tr>
<th>$V_{OS,ADC}$ [mV]</th>
<th>$V_{OS,COMP} = -10$ mV</th>
<th>$V_{OS,COMP} = 0$ mV</th>
<th>$V_{OS,COMP} = 10$ mV</th>
</tr>
</thead>
<tbody>
<tr>
<td>$V_{OS,BUFF} = -10$ mV</td>
<td>-15.03</td>
<td>-05.01</td>
<td>05.01</td>
</tr>
<tr>
<td>$V_{OS,BUFF} = 0$ mV</td>
<td>-09.99</td>
<td>00.00</td>
<td>09.99</td>
</tr>
<tr>
<td>$V_{OS,BUFF} = 10$ mV</td>
<td>-04.99</td>
<td>04.99</td>
<td>14.97</td>
</tr>
</tbody>
</table>

Twenty randomly degraded DAC capacitor array values based on the above assumption have been used in the SAR ADC simulation setup for analysing the static and dynamic performance parameters. The upper ten values in Table 6.3 have been used for analysing the static performance parameters whereas the lower ten values in Table 6.3 have been used for analysing the dynamic performance parameters respectively. The reason to use separate values for static and dynamic parameters lies in the fact that it is hard to generate the same random values in the simulation setup because they are randomly generated during the simulations. Simulations have been conducted for each of these ADCs according to the values given in Tables 6.2 and 6.3. The results, based on the output of each randomly degraded ADC, are used to calculate the static and dynamic performance parameters and are discussed in the next section.

6.5 Simulation Results

In order to describe the obtained results properly they have been divided separately into static parameter and dynamic parameter results as discussed below.

6.5.1 Static Performance Parameter Degradation Results

Four static parameters being the offset, gain, DNLE and INLE of the SAR ADC are considered and discussed here.

6.5.1.1 The SAR ADC Output Offset Voltage Degradation

Figure 6.4(a) shows the degradation in the output offset voltage of the 12-bit ADC, having an ideal DAC capacitor array, as a result of degradation in the buffer and comparator offset voltages. It reveals there is a linear relationship between the buffer and the comparator offset voltage and the ADC output offset voltage as a result of linear degradation in the buffer and comparator offset voltages. However, a nonlinear relation could be seen in the case of nonlinear degradation effects in the buffer and comparator offset voltages. An interesting point to note here is that the 1 mV change in the buffer offset results in 0.5 mV change in the output offset voltage and the 1 mV change in the comparator offset results in 1 mV change in the output offset voltage as shown in Table 6.4 (3rd column and 3rd row). Figure 6.4(a) indicates that the change in the output offset voltage of the SAR ADC is highly affected by the buffer and comparator offset-degraded values.

Figure 6.4(b) depicts the output offset voltage standard deviation of ten randomly degraded ADCs, having degraded DAC capacitor array values (Table 6.3), as a function of the buffer and comparator offset voltage degradations. This figure indicates the change in the output offset voltage of the SAR ADC has almost a negligible effect from
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Figure 6.4: a) Output offset voltage degradation of a single SAR ADC with ideal DAC capacitor array and b) output offset standard deviation of ten 12-bit SAR ADCs with random DAC capacitor array-degradation as a result of the degradation in the buffer offset voltage ($-10mV \leq V_{OS,BUF} \leq 10mV$) and the comparator offset voltage ($-10mV \leq V_{OS,COMP} \leq 10mV$) respectively.

Figure 6.5: The ‘gain’ parameter degradation of a single SAR ADC with ideal DAC capacitor array as a result of the degradation in the buffer offset voltage ($-10mV \leq V_{OS,BUF} \leq 10mV$) and the comparator offset voltage ($-10mV \leq V_{OS,COMP} \leq 10mV$).

the capacitor degradations (Figure 6.4(b)) as a result of aging effects. The vertical colour bar in these figures shows the numerical values corresponding to each colour.

6.5.1.2 THE SAR ADC GAIN DEGRADATION

Figure 6.5 shows the change in the ‘gain’ parameter of the 12-bit ADC having an ideal DAC capacitor array. It indicates that there is almost no effect on ‘gain’ parameter as a result of degradation in the buffer and the comparator offset voltages. Similarly, Figure 6.6(a) shows the ‘gain’ parameter variation of each of the ten randomly degraded ADCs (Table 6.3) as a function of the buffer and comparator offset voltage degradations. Figure 6.6(b) shows the corresponding standard deviation in the ‘gain’ parameter. The nearly flat surface of each randomly degraded ADC in Figure 6.6(a) indicates that contrary to the output offset voltage (above section), the change in the ‘gain’ parameter of each randomly degraded ADCs is affected less by the buffer and comparator offset voltage degradations. However, the standard deviation of the ‘gain’ parameter for these ten ADCs in Figure 6.6(b) depicts that it has changed, though very small, as a result of capacitor degradations in the DAC capacitor array. This change in
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Figure 6.6: (a) ‘Gain’ parameter degradation surface, and (b) ‘gain’ parameter standard deviation of ten 12-bit SAR ADCs with random DAC capacitor-array degradation as a result of the degradation in the buffer offset voltage ($-10\,mV \leq V_{OS,BUFF} \leq 10\,mV$) and the comparator offset voltage ($-10\,mV \leq V_{OS,COMP} \leq 10\,mV$) respectively.

Figure 6.7: (a) Output differential nonlinearity error (DNLE) and (b) output integral nonlinearity error (INLE) standard deviation of a single SAR ADC with ideal DAC capacitor array as a result of the degradation in the buffer offset voltage ($-10\,mV \leq V_{OS,BUFF} \leq 10\,mV$) and the comparator offset voltage ($-10\,mV \leq V_{OS,COMP} \leq 10\,mV$) respectively.

the ‘gain’ parameter of the ADC turns out to be proportional to the percentage of degradation in the capacitor values due to the aging effects.

6.5.1.3 THE SAR ADC DNLE AND INLE DEGRADATION

Figures 6.7(a) and 6.7(b) show the DNL error (DNLE) and INL error (INLE) standard deviation values of the 12-bit ADC having an ideal DAC capacitor array. From these figures it can be observed that the DNLE and INLE values for a 12-bit ADC are very small as a result of the degradation in the buffer and the comparator offset voltages.

Figures 6.8(a) and 6.8(b) depict the DNLE and INLE standard deviation of each of the ten randomly degraded ADCs as a function of the buffer and comparator offset voltage degradations. The nearly flat DNLE and INLE surface of each of the ten randomly degraded ADCs in Figures 6.8(a) and 6.8(b) give rise to the conclusion that the degradation in the buffer and comparator offset voltages have a negligible effect on
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Figure 6.8: (a) DNLE standard deviation surface and (b) INLE standard deviation surface of ten 12-bit SAR ADCs with random DAC capacitor-array degradation as a result of the degradation in the buffer offset voltage ($-10mV \leq V_{OS,BUFF} \leq 10mV$) and the comparator offset voltage ($-10mV \leq V_{OS,COMP} \leq 10mV$) respectively.

Figure 6.9: Degradation of the output signal-to-noise and distortion (SINAD) of a single 12-bit SAR ADC with ideal DAC capacitor array as a result of the degradation in the buffer offset voltage ($-10mV \leq V_{OS,BUFF} \leq 10mV$) and the comparator offset voltage ($-10mV \leq V_{OS,COMP} \leq 10mV$).

6.5.2 DYNAMIC PERFORMANCE PARAMETER RESULTS

Three dynamic performance parameters being the signal-to-noise and distortion (SINAD), total harmonic distortion (THD), and effective number of bits (ENOB) are considered and discussed here.

6.5.2.1 SAR ADC SINAD, THD AND ENOB DEGRADATION

Figure 6.9 shows the degradation in SINAD of the 12-bit ADC, having an ideal DAC capacitor array, as a result of the degradation in the buffer and the comparator offset voltages. This shows that the SINAD is more sensitive to the buffer offset voltage degradation as compared to the comparator offset voltage degradation. Figures 6.10(a)
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Figure 6.10: Degradation in (a) SINAD of each of ten 12-bit SAR ADCs and (b) the combined standard deviation in SINAD of all ten 12-bit SAR ADCs with random DAC capacitor-array degradation as a result of the degradation in the buffer offset voltage \((-10 mV \leq V_{OS,BUFF} \leq 10 mV)\) and the comparator offset voltage \((-10 mV \leq V_{OS,COMP} \leq 10 mV)\) respectively.

Figure 6.11: Degradation of the output total harmonic distortion (THD) of a single 12-bit SAR ADC with ideal DAC capacitor array as a result of the degradation in the buffer offset voltage \((-10 mV \leq V_{OS,BUFF} \leq 10 mV)\) and the comparator offset voltage \((-10 mV \leq V_{OS,COMP} \leq 10 mV)\).

and 6.10(b) show the change in SINAD of each of the ten randomly degraded ADCs (Table 6.3) and the combined standard deviation in SINAD of all ten randomly degraded ADCs respectively. This shows that the degradation in SINAD is also highly sensitive to the DAC capacitor-array degradations.

Figure 6.11 shows the degradation in THD of the 12-bit ADC, having an ideal DAC capacitor array, as a result of the degradation in the buffer and the comparator offset voltages. This shows that, similar to SINAD degradation, the THD degradation is also very sensitive to buffer offset voltage degradation as compared to comparator offset voltage degradation. Figures 6.12(a) and 6.12(b) show the change in THD of each of the ten randomly degraded ADCs (Table 6.3) and the combined standard deviation in THD of all ten randomly degraded ADCs respectively. This shows that the degradation in THD is also highly sensitive to the DAC capacitor-array degradations.

Figure 6.13 shows the degradation in ENOB of the 12-bit ADC, having an ideal DAC capacitor array, as a result of the degradation in the buffer and the comparator offset voltages. This shows that, similar to THD and SINAD degradation, the ENOB degradation is also very sensitive to buffer offset voltage degradation as compared to
Figure 6.12: Degradation in (a) THD of each of ten 12-bit SAR ADCs and (b) the combined standard deviation in THD of all ten 12-bit SAR ADCs with random DAC capacitor-array degradation as a result of the degradation in the buffer offset voltage \((-10mV \leq V_{OS,BUFF} \leq 10mV)\) and the comparator offset voltage \((-10mV \leq V_{OS,COMP} \leq 10mV)\) respectively.

Figure 6.13: Degradation of the effective number of bits (ENOB) of a single 12-bit SAR ADC with ideal DAC capacitor array as a result of the degradation in the buffer offset voltage \((-10mV \leq V_{OS,BUFF} \leq 10mV)\) and the comparator offset voltage \((-10mV \leq V_{OS,COMP} \leq 10mV)\).

The above results lead to the conclusion that the SINAD, THD, and ENOB become worse as the buffer and the comparator offset voltages move towards the \(-10mV\) value. This is because of the fact that according to equation (6.7) the comparator offset voltage will try to cancel out the buffer offset voltage. However, the DAC capacitor array will introduce some part of the buffer offset voltage at node C (Figure 6.1). This could saturate the comparator in one direction and then introduce distortion in the actual value. This distortion will further lead to reduction of SINAD, THD and ENOB. Some of the values extracted from the above figures are summarized in Table 6.5, which shows that the best values of SINAD, THD, and ENOB are achieved in the triangular region formed by the highlighted dotted-red boxes.
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Figure 6.14: Degradation in (a) ENOB of each of ten 12-bit SAR ADCs and (b) the combined standard deviation in ENOB of all ten 12-bit SAR ADCs with random DAC capacitor-array degradation as a result of the degradation in the buffer offset voltage \((-10 \text{mV} \leq V_{\text{OS,BUFF}} \leq 10 \text{mV})\) and the comparator offset voltage \((-10 \text{mV} \leq V_{\text{OS,COMP}} \leq 10 \text{mV})\) respectively.

Table 6.5: SINAD, THD, and ENOB values extracted from Figures 6.9, 6.11 and 6.13.

<table>
<thead>
<tr>
<th>SINAD [dB]</th>
<th>$V_{\text{OS,COMP}} = -10 \text{ mV}$</th>
<th>$V_{\text{OS,COMP}} = 0 \text{ mV}$</th>
<th>$V_{\text{OS,COMP}} = 10 \text{ mV}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>THD [dB]</td>
<td>55.68</td>
<td>-61.11</td>
<td>8.957</td>
</tr>
<tr>
<td>ENOB [bit]</td>
<td>62.52</td>
<td>-69.68</td>
<td>10.09</td>
</tr>
<tr>
<td>$V_{\text{OS,BUFF}} = -10 \text{ mV}$</td>
<td>62.51</td>
<td>-73.98</td>
<td>62.51</td>
</tr>
<tr>
<td>$V_{\text{OS,BUFF}} = 0 \text{ mV}$</td>
<td>-69.70</td>
<td>-104.50</td>
<td>-69.70</td>
</tr>
<tr>
<td>$V_{\text{OS,BUFF}} = 10 \text{ mV}$</td>
<td>10.09</td>
<td>12.00</td>
<td>10.09</td>
</tr>
</tbody>
</table>

The combined standard deviation in SINAD, THD and ENOB (Figures 6.10(b), 6.12(b), and 6.14(b) respectively) of all the ten ADCs show the total degradation that can be expected in 20 years under the assumption made in section 6.4. These figures show that the dynamic parameters are severely affected due to the degradation in the buffer and comparator offset voltages as well as due to the random degradation in the capacitors of the DAC capacitor array.

6.5.3 Summary of Simulation Results

Summarising the above results one can say that among the static parameters, the offset, and among the dynamic parameters, the SINAD, THD and ENOB, are severely affected by the buffer and comparator offset degradations. In contrast the static parameters like gain, DNLE, and INLE are minimally affected by the buffer and comparator offset degradations. On the other hand, all of the static, except offset voltage, and all of the dynamic performance parameters of the ADC are severely affected by the capacitor degradations in the DAC capacitor array. These results have been summarized in Table 6.6.
Table 6.6: The effect of the buffer and comparator offset voltage and DAC capacitor-array degradations on the static and dynamic performance parameters of the SAR ADC.

<table>
<thead>
<tr>
<th>Degradation Effect</th>
<th>Offset</th>
<th>Gain</th>
<th>DNLE</th>
<th>INLE</th>
<th>SINAD</th>
<th>THD</th>
<th>ENOB</th>
</tr>
</thead>
<tbody>
<tr>
<td>Comparator Offset Degradation</td>
<td>Very</td>
<td>Huge</td>
<td>Very Small</td>
<td>Very Small</td>
<td>Very</td>
<td>Very</td>
<td>Very</td>
</tr>
<tr>
<td>DAC Capacitor Degradation</td>
<td>Very Small</td>
<td>Small</td>
<td>Very Huge</td>
<td>Very</td>
<td>Very</td>
<td>Very</td>
<td>Very</td>
</tr>
</tbody>
</table>

6.6 **POTENTIAL CRITICAL PERFORMANCE PARAMETERS**

As discussed in the previous chapters, system-level performance parameters can possibility be used to estimate the runtime (during the operational life) reliability of a system. For this, it has first to be established which system-level performance parameters are critical to aging effects and how many system-level performance parameters are required to estimate the runtime reliability of the system. Therefore, in the present case of a SAR ADC we have already achieved some results about the degradation effects in its system-level performance parameters, as discussed in section 6.5.3. These results show which system-level performance parameters (e.g. output offset voltage) are critical to aging effects and which parameters are responsible for their degradation. Therefore, from Table 6.4 one can draw the following conclusions:

1) The buffer and comparator offset voltages and the DAC capacitor-array degradations are the two main contributors (assumed in this chapter for simplicity) in degrading the static and dynamic performance parameters of the SAR ADC.

2) No single system-level performance parameter (static or dynamic) can be considered as the best reliability indicator for the rest of the system-level performance parameters (explained below).

3) The buffer and comparator offset voltage degradation and the DAC capacitor-array degradation show opposite results for the ‘gain’, DNLE and INLE parameters (Table 6.6). The buffer and comparator offset voltages have almost no effect on the ‘gain’, DNLE and INLE parameters. Whereas, the DAC capacitor-array degradation has an impact on the ‘gain’, DNLE and INLE parameters.

4) If somehow the degradation in the output offset voltage value (2nd column in Table 6.6), as a result of buffer and comparator offset degradation, can be controlled then the corresponding degradation in the dynamic performance parameters can also be controlled (scenario 1, explained below).

5) If somehow the degradation in the INLE value (5th column in Table 6.6), as a result of DAC capacitor-array degradation, can be controlled then the corresponding degradation in the gain parameter, DNLE, and all of the dynamic performance parameters can also be controlled (scenario 2, explained below).
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6) Furthermore, all of the dynamic performance parameters are affected by the degradation in the buffer and comparator offset voltage degradation and DAC capacitor-array degradation (Table 6.6).

Based on the above conclusions, the two system-level performance parameters, being the SAR ADC output offset voltage and INLE value, can be selected as the best indicators for degradation effects. The maximum or minimum DNLE value can also be equally selected as the best indicator in place of INLE value. The following scenarios can be extracted from the above discussion:

**Scenario 1:** In the case, the output offset value is out of its specification boundaries/limits whereas the INLE value is within the specification boundaries/limits, it means the buffer and comparator offset voltage degradation are responsible for the degradation in the system-level performance parameters (Table 6.6). Therefore, by adjusting the buffer and comparator within their normal specification boundaries of offset voltage will be a possible solution to avoid degradations of the static and dynamic performance parameters.

**Scenario 2:** In the case, the output offset voltage is within its specification boundaries/limits and the INLE value is out of its specification boundaries/limits (Table 6.6), it means the DAC capacitor-array degradation is responsible for the degradations in its system-level performance parameters. Therefore, by adjusting the DAC capacitor array values (explained in the next section) to their normal specification boundaries/limits could possibly be used to alleviate the degradation effects in the static and dynamic performance parameters.

**Scenario 3:** In the case, both the output offset voltage as well as the INLE values are out of their specification boundaries (Table 6.6) then both the buffer and comparator offset voltage degradation and DAC capacitor-array degradations are responsible for the degradation in its system-level parameters. In this case, both the buffer and comparator offset voltage and DAC capacitor array values have to be adjusted back (explained in the next section) to their normal specification boundaries/limits in order to avoid the corresponding degradation effects in the static and dynamic performance parameters.

In conclusion, by introducing a monitoring and controlling mechanism for the two performance parameters, the output offset voltage and INLE value, the rest of the static and dynamic performance parameters can be maintained within their specification boundaries/limits (according to Table 6.6). The next section will discuss some possible ways to monitor and control these performance parameters and additional improvements in order to enhance the overall dependability of the SAR ADC.

6.7 PROPOSED DEPENDABILITY ENHANCEMENT STRATEGIES

Enhancing the dependability of the SAR ADC means enhancing its individual attributes. The focus of this whole thesis has been on some important dependability attributes namely the reliability, the maintainability and the availability of the system. In
this section possible strategies will be investigated how to improve the dependability of SAR ADCs for the above mentioned dependability attributes.

According to the results and discussions presented in the above section, separate monitoring and control mechanisms for the SAR ADC output offset voltage and INLE values are required. The control of these performance parameters can be achieved by controlling the respective degradation-causing parameter. In our case this means controlling the buffer and comparator offset voltage and DAC capacitor values within their normal values of specifications. A number of possibilities to monitor and control these performance parameters are discussed below.

6.7.1 Monitoring Mechanisms

The monitoring of the SAR ADC output offset voltage value is different from monitoring the simple offset voltage in an analog circuit. Here, digital values are present at the output of the SAR ADC instead of analog values. Therefore, measuring the offset voltage at the output of a SAR ADC requires a reference input signal with known values that can give us an estimate of the output offset voltage. Similarly, INLE values require a special method to be monitored during the operational life of the SAR ADC. Combining these two monitoring requirements, the on-chip sine-wave histogram method [Lee04, Aza01] seems to be a potential method to monitor SAR ADC output offset voltage and the INLE values.

6.7.2 Controlling Mechanisms

Controlling the output offset and INLE degradation in the SAR ADC is more complicated than monitoring them. As mentioned in the previous sections, the degradations in the buffer and comparator offset are the major reason for degradation in the SAR ADC output offset. The DAC capacitor-array degradation is the major reason for causing INLE degradation. Therefore, controlling the SAR ADC output offset voltage and INLE value means controlling the buffer and comparator offset voltage and DAC capacitor-array values.

6.7.2.1 Controlling the Buffer and Comparator Offset

Controlling the buffer and comparator offset can be accomplished in the following ways.

B. The Offset Cancellation Technique

One way of dealing with the buffer and comparator offset voltage is the usage of offset cancellation techniques [Wu13]. Usually, there are three types of CMOS offset cancellation techniques, being trimming, chopping, and auto-zeroing. These in turn can be divided in two categories: static and dynamic offset cancellation techniques. Trimming, a static offset cancellation technique, is performed during the production phase to eliminate offset and can be applied once [Wu13]. Auto-zeroing, a dynamic offset cancellation technique, is a sampling technique in which the offset is measured and then subtracted in the subsequent clock phases. Chopping is another dynamic
cancellation and continuous-time modulation technique in which the signal and offset are modulated to different frequencies [Wu13]. Since chopping and auto-zeroing are dynamic techniques that continuously reduce offset, they also remove low frequency 1/f noise as well as offset drift over temperature or time. Therefore, among these offset cancellation techniques, auto-zeroing being a sampling and dynamic technique can be used as a potential way to reduce the buffer and comparator offset degradations and hence a way to control the SAR ADC output offset voltage.

C. DIGITAL TUNING TECHNIQUES FOR OFFSET

Beside all of these auto offset cancellation techniques, a digital offset compensation technique [Wan11] can also be used. In this case, digitally controlled knobs are used to externally control the internal offset. Each digital step corresponds to a specific offset voltage compensation (e.g. 9μV). Such type of digital tuning technique is not automatic. It first requires a monitoring methodology to estimate the exact amount of offset present and then a corresponding digital tuning value can be selected to compensate the present offset voltage.

6.7.2.2 CONTROLLING THE DAC CAPACITOR ARRAY VALUES

Controlling the capacitances of the DAC capacitor array within the specification boundaries/limits is more challenging than the buffer and comparator offset voltage. Traditionally, unit-element topology and careful layout are often proposed for DAC capacitor improvements. However, these improvement techniques are static and can only be used either at the design or production phase. Maintaining the DAC capacitor array dynamic (time dependent) values or reducing time dependent degradation in the capacitors of DAC capacitor array requires a dynamic approach that can be controlled at different points of time during the life time of the SAR ADC.

A possible solution that meets the dynamic requirements is the bitwise correlation (BWC) technique reported in [Liu12]. The author injects a discrete-time single-bit pseudorandom noise (PN) signal to the ADC input that is converted along with the analog input signal. This output is further used by the associated digital domain calibration engine to extract the bit waits simultaneously to be further used in the digital correction process.

Another dynamic technique that can potentially be used to correct the DAC capacitor-array degradation is to split the ADC architecture with a fully digital background calibration and correction algorithm as presented in [Mcn11]. The author makes use of the split ADC architecture to get the difference of two independent outputs from each half-sized ADCs. This difference is further used in the background calibration algorithm to extract the correction parameters for correcting the DAC capacitor array induced errors.

Furthermore, in order to avoid all possible complexities and associated overheads in terms area and speed, radical designs that are better in degradation tolerance over a range of input stress voltages and working stress temperatures should be researched and investigated to maintain the DAC capacitor array values during operational life.
Based on the above mentioned possible approaches to control the buffer and comparator offset voltage and DAC capacitor array values, the best strategy seems to use auto-zeroing as the dynamic offset cancellation technique and the background digital calibration technique, based on the bitwise correlation (BWC), to correct the DAC capacitor array values during the operational life of the SAR ADC. The scaling of CMOS device dimensions offers clear advantages for digital circuitry in terms of density, speed, and integration. Therefore, it becomes advantageous to further push the calibration into the digital domain as described above.

Nowadays most of the A/D converters with offset cancellation make use of auto-zeroed comparators. However, the actual implementation of the auto-zeroing technique brings complications as well [Ana13]. The recent, more sophisticated auto-zeroing techniques employ multiple nulling loops, differential signal paths, multiple stage amplifiers, and Miller multiplied storage capacitors [Ana13]. Internal voltages are carefully controlled to prevent the saturation of nulling circuitry and hence to prevent the long overload times due to the complicated settling behaviour of these nulling loops. A careful design and layout is required to reduce the digital clock noise and aliasing effects. The size of the on-chip storage capacitors is also limited by the cost-effective die size. This requires small storage capacitors with efficient switch design and layout to reduce the offset errors introduced due to charge injection effects. Switch leakage must also be minimized to maintain the circuit accuracy, especially at high temperatures.

The above technique to use auto-zeroing and background digital calibration has the effect that the static and dynamic performance parameters can stay within their specifications boundaries as a result of buffer, comparator and DAC capacitor degradations. Therefore, by using auto-zeroing and background digital calibration the reliability, being the probability as a function of time that the system will be functioning correctly at that time, has increased. However, in order to increase the availability, being the probability as a function of time that the system will be available for its service, it will still require additional actions to be taken. Of course, the system is available for its correct service and will be maintained automatically by employing the above mentioned strategies for a certain amount of operational life. However, depending on the nature of the application this may require further considerations. For example, mission-critical applications working in harsh environments that need to be available for very long operational times require redundant systems or sub-systems. This redundancy is essential in order to avoid permanent failures of a system because the availability will be affected in case of permanent failures in the system. Therefore, in order to avoid permanent failures and keep the system available for its correct service one requires to have fault-tolerant strategies based on redundant systems or sub-systems as discussed in the previous chapters. This will certainly increase the availability of the system.

Similarly, the maintainability, being the probability as a function of time that the system can be repaired when it fails to function correctly, will also be enhanced by incorporating the above mentioned strategies. However, in order to decrease the repairing time it is required to have some monitoring mechanism; a monitoring mechanism that will monitor the performance of the system. This will be further used to take the necessary precautionary actions in advance in order to decrease the repairing time and hence a potential way to enhance the maintainability of the system.
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Furthermore, the requirement to have monitoring mechanisms to take the precautionary actions in advance in order to decrease the repairing time and the redundancy requirements for improving availability of the system suggests to use a dependable hardware architecture as discussed in the next section.

6.7.3.1 DEPENDABLE HARDWARE ARCHITECTURE

The dependability enhancement possibilities, discussed above, suggest that depending on the nature of the application one further requires to have redundancy and monitoring mechanisms in the system. The important thing to note here is that it all depends on the nature of the application and the possible working environment of the system. If for a particular application, the degradation of its performance parameters is not a major issue and they remain within their specifications for the required period of operational life then no corrections are required. However, if there are very strict requirements because of the criticality of the mission or application then one has no choice except to include redundancy and monitoring capabilities.

Therefore in worst-case conditions, it is suggested to have a dependable hardware architecture as discussed in section 3.9.3. Figure 6.15 is the modified version of this hardware architecture to fit well with the SAR ADC architecture. It consists of redundant buffer and comparator parts. If one assumes that the DAC capacitor array is less prone to degradation as compared to the buffer and comparator, then a single DAC capacitor array will be sufficient for a specific duration of operational life as shown in Figure 6.15. The monitoring of the performance parameters, especially the SAR ADC offset voltage and INLE value, can be carried out via the traditional sine-wave histogram method as mentioned above. To facilitate this, there is a dedicated on-chip sine-wave generating circuit and digital circuitry along with an associated memory to carry out all the histogram-based performance analysis. Similarly, to facilitate the...
background digital calibration, based on the bitwise correlation (BWC), one requires an on-chip single-bit pseudorandom noise generator and associated digital calibration logic.

As described above, on one side the auto-zeroing can introduce implementation complexities and on the other side one has to have a monitoring mechanism for the buffer and comparator offset voltages. Therefore, instead of using auto-zeroing one can use digital offset tuning methods. By already having a monitored value of the buffer and comparator offset voltage an equivalent digital tuning value can be calculated in advance and can be used instantly to bring the offset voltage value within their specification boundaries.

Therefore, the proposed hardware architecture in Figure 6.15 can be used to enhance the dependability of the SAR ADC in a similar way as the proposed hardware platform discussed in Chapter 3. In special cases, where the option of human intervention is not possible, like space missions, the number of redundant buffers and comparators can also be increased depending on the total lifetime requirements. In normal case, without further increasing number of redundant sub-blocks, a rough estimate shows that the total area overhead is probably higher than 100%.

### 6.8 Conclusions

In this chapter, system-level behavioural models have been used in order to analyse the static and dynamic performance parameter degradations of the charge-redistribution SAR ADC as a result of aging degradations in the buffer, comparator and DAC capacitor array. Degradation effects of the buffer, comparator and DAC capacitor array have been modelled and incorporated in the system-level model of the SAR ADC. These models have been further used in a flexible performance-analysis simulation setup designed in the LabVIEW environment where different input parameters including degradation values of different building blocks can be selected by the user. Simulation results of this simulation setup show that the ADC performance parameters like the SINAD, THD and ENOB are heavily affected. Other performance parameters like the offset, gain, DNLE, and INLE are minimally affected as a result of degradation in the buffer and comparator offset voltages. On the other hand, all of the static (except offset voltage) and all of the dynamic performance parameters of the SAR ADC are severely affected due to DAC capacitor-array degradations. Based on these results two performance parameters, the output offset voltage and INLE, have been selected to be the best indicators for the degradation of the SAR ADC. Different possibilities to mitigate the cause of these degradations in the output offset voltage and INLE values are discussed and further used in the proposed dependability enhancement strategies for the SAR ADC. Depending on the worst-case application requirements, a dependability-enhancing hardware architecture has been proposed that utilizes hardware redundancy as well as performance monitoring mechanisms.
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In this chapter, the final conclusions and recommended future work of our research work is presented. First, in section 7.1, the summary of all research work presented in this thesis is described. In sections 7.2 and 7.3, the conclusions and main contributions are stated. Possible limitations of the current research work are discussed in section 7.4. Finally, in section 7.5 some possible directions for future work, as a continuation of our research work presented in this thesis, are presented.

7.1 SUMMARY OF THE RESEARCH WORK

Electronic systems have become an essential part of our contemporary society. They are frequently used in consumer, as well as safety-critical systems. These systems usually require interactions with the environment, which is analog in nature. Therefore, being the interface between the real world and the digital world, analog and mixed-signal (AMS) front ends are an essential part of these electronic systems. Furthermore, in designing these electronic systems the cost, area, and power consumed are an important issue. To cope with these issues, the semiconductor industry continues to scale transistor devices to smaller nanometer CMOS technologies. However, to maintain the effective performance scaling, the oxide electrical fields and current densities are increasing continuously. On one side the technology scaling has improved the electronic systems in their performance, low energy consumption and lower die cost. However, on the other hand, it has introduced new special, temporal and dynamic variations. Failure mechanisms like Bias Temperature Instability (BTI), Hot Carrier Injection (HCI), Electro-migration (EM), and Time Dependent Dielectric Breakdown (TDDB) can have a significant impact on the lifetime of electronic systems. Therefore, advanced CMOS technology nodes have now reached values where it is very challenging to guarantee the system operation over the intended product lifetime and hence their dependability.

This means, in order to have a dependable interface between the real world and the digital world in advanced CMOS technologies, one requires to have dependable analog and mixed-signal (AMS) front ends. This dependable interface will be different from the reliable interface (where only reliability has been considered). For a dependable interface it has to be reliable as well as available and maintainable. We assume three attributes of dependability in this thesis, reliability, availability and maintainability as
being the desired and essential interface properties. In other words, the AMS interface has to be:

1) Functioning correctly at any time under a given set of operating conditions (Reliability)
2) Available to correctly deliver its services at any time (Availability)
3) Having the capability to repair at any time if it fails to deliver correct services (Maintainability)

Therefore, making the AMS interface dependable will require addressing the problem from three different angles. First, strategies have to be incorporated to make the AMS interface reliable so that it is always functioning correctly in its intended environment. Second, strategies have to be incorporated in order to make it available at any time with zero (ideally) down time. This means, as a third requirement, it should be repaired immediately (ideally) if it fails to provide its correct service.

A number of design-stage simulation techniques are already available to address the reliability issues in devices and associated small circuits. However, more complex systems, especially AMS systems, require special attention. This is because these conventional transistor-based simulators are extremely slow to analyze degradation effects. A solution to this problem, presented in this research work, is to use system-level behavioral models along with degradation information. This degradation information can be extracted from actual life-time tests (measurements). Alternately, for complex systems the whole system can be divided into simpler sub-systems (where possible) and the degradation information of each sub-system can be extracted by using conventional reliability simulators. Later, this degradation information can be used in system-level behavioral models to simulate the degradation effects in the complete (complex) system (Chapters 3 and 6). A number of conventional system-level simulation tools like VHDL-AMS or LabVIEW can be used for this purpose. The degradation information of a set of important performance parameters, specific to an application, can either be used to build robust designs or it can be used to extract the critical performance parameters with regard to degradation effects. Making a robust design for a number of performance parameters is considered complex, sensitive to small variations/noise and extremely time consuming, especially for AMS systems. Another possibility is to use this information for selecting critical performance parameters in terms of degradation effects. These critical performance parameters can be regularly monitored during the operational life of a complex electronic system to enable the critical decisions (digital tuning or replacement) in order to enhance its reliability. These decisions can be triggered by providing external digital-stimuli based tuning/adjustment mechanisms in these complex electronic systems. Examples of these systems include digitally-assisted AMS systems where external digital signals are used to realize, control, improve, and change the circuit functionalities in the analog domain. This implies regular observations and control mechanisms to implement this concept. This method is introduced and implemented (simulated) in Chapter 3.

Once the reliability issue is tackled, the next point is to make the system available for correct operation at any time. This concept is rarely addressed in literature for AMS interfaces. However, this is an important property of AMS interfaces and has to be considered equally in this research. This problem can become a potential bottleneck and may lead to complete AMS interface failure.
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One approach, which has been presented in this research work, is to introduce other spare AMS interfaces (units) in parallel to the original one. In our case, two spare units have been introduced. This points to the fact that hardware redundancy is essentially important for fault-tolerant behaviour. A switching mechanism can be introduced to activate the redundant hardware when needed. In order to reduce power requirements, the redundant parts can be completely isolated from the power supply and can be activated only if they are being replaced with the faulty units. To reduce the switching time, or downtime, possible future faults can be predicted in advance by regularly analysing their performance as described above. This will certainly reduce the repairing time or the maintainability of the system will increase. This means that the goal to implement a dependable AMS interface can be accomplished by 1) regularly monitoring the critical performance parameters with regard to degradation mechanisms, 2) introducing digital assistance in terms of external digital tuning/adjustment of critical performance parameters and 3) incorporating switching-based replacement of faulty units with spare units.

A major problem in this proposed scheme is how to reduce the area overhead introduced by redundant units and the associated complexity, power consumption, and speed degradation. This has been solved by optimizing the dependability requirements along with other issues (e.g., power, speed etc.). The idea is to design a complete dependable IP library, for each individual IP, having different flavours of the same functional IPs that have different reliability, availability, maintainability, area, power, and speed values. Depending on the requirements set by the user or application, the best set of IPs can be selected to make a compromise among dependability, associated overheads and performance constraints. This is a generic concept and can be used for other electronic systems as well. Furthermore, a single spare unit instead of two spare units can be used as a duplicate system based on a workload sharing mechanism with built-in monitoring and control mechanism for AMS systems (Chapter 3, section 3.9.3).

In order to solve dependability issues introduced as a result of fabrication-related process-induced initial-value dependent degradation effects, a new workflow has been introduced. Usually, it is assumed that the performance degradation (aging) behavior of similar systems having different initial performance values as a result of process variations is similar. However, it has been observed that the degradation behavior of similar performance parameters having different initial values, as a result of process variations, is different. In some cases degradation will be faster and in some other cases it will be slower. It can even become worse in the case the degradation direction is changing during the product life time and can be random. This requires a different monitoring mechanism based on a database of system specifications and regularly monitored logged values of these critical performance parameters. The new monitoring mechanisms observe the performance of critical performance parameters at regular intervals of times and use this information to decide intelligently at what time it has to take digital tuning or replacement actions (Chapter 4).

Furthermore, in order to reduce the sub-system loading and complexity problems while monitoring system performance parameters, an indirect novel technique is presented. In this technique, a set of degraded values of critical performance parameters along with corresponding stress conditions is extracted during design-stage simulations. By establishing a numerical relation between these degraded values of the performance parameter and the associated stress conditions, a mechanism can be employed to extract performance degradations as a function of time, based on the regular measurements of
stressors. These working-stress voltages and working-stress temperatures are regularly monitored and corresponding performance degradations can be estimated based on the design-stage calculations (Chapter 4).

Despite all these improvements to make AMS systems more dependable, one of the fundamental issues, that is mostly ignored in reliability calculations, is to separate short-term and long-term dependability issues. Short-term issues are caused by short-term or temporary changes in the working-stress voltages and working-stress temperatures. Therefore, it is important to differentiate and separate these short-term variations and long-term degradation effects in order to efficiently enhance the dependability of AMS systems (Chapter 5). The short-term variations can cause temporary changes in the performance of an AMS interface and can be reduced or removed by bringing the operating stress conditions back to their normal specifications. On the other hand, the long-term dependability issues in the AMS interface, being produced as a result of the cumulative nature of degradation/aging effects, can be resolved by having similar digitally-assisted capabilities of external digital tuning of existing units or replacement of faulty units.

As an example of a somewhat complex system (or IP) and being an important part of most AMS interfaces, a charge-redistribution successive approximation register (SAR) ADC, has been considered to investigate the reliability issues in its static and dynamic performance parameters based on the proposed system-level behavioral-model degradation simulations of its sub-blocks. This information is then further used to discuss the potential solutions in order to enhance the dependability of the SAR ADC (Chapter 6).

7.2 **Answers to Research Questions**

Based on the summary presented above, the research questions mentioned in Chapter 1 can be answered as:

- **What type of hardware architecture can be used to address the technology-scaling related temporal-degradation issues in AMS systems during their operational life?**
  A hardware architecture based on spare AMS interfaces connected via electronic switches and having built-in digital repairing capabilities along with monitoring mechanisms can be used to enhance the dependability of analog and mixed-signal front ends during their operational life (Chapter 3).

- **How optimization can be achieved among different dependability requirements and other issues like area, power, speed etc. in AMS systems?**
  A dependable library-based optimization technique for selecting the best combination of system modules or sub-modules can be used to establish a compromise between required different dependability attributes and other issues like area, power, speed etc. for AMS systems (Chapter 3).
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- What type of improvements will be necessary in the hardware architecture to address the initial-value dependent degradation issues in AMS systems? An improved dependable hardware architecture with runtime reliability estimation mechanism can be used to address the initial-value dependent degradation issues and subsequently this information can be used to intelligently take the necessary repair actions in order to improve the dependability of AMS front ends (Chapter 4).

- What type of methodologies can be used in order to indirectly estimate the performance of AMS systems during their operational life? A novel technique where design-stage simulations are used to extract a set of degradation values of critical performance parameters along with corresponding stress conditions. This information can be further used to indirectly estimate the performance of AMS systems during their operational lifetime (Chapter 4).

- What (additional) actions will be required to distinguish between time-dependent variations and dynamic variations (i.e. long-term and short-term variations) in order to enhance the dependability of AMS systems? A modified system-level technique based on the regular monitoring of working stress voltages and temperatures can be used to address the time-dependent and dynamic variations (i.e. long-term and short-term variations respectively) separately during the operational life. This differentiation can be further used to better manage the dependability of AMS systems during short-term and long-term variations (Chapter 5).

- What type of alternate methods, as compared to conventional device-level simulations, can be used to analyze/investigate time-dependent variations/degradations in complex AMS systems (e.g. analog-to-digital converters)? A new way of using behavioral models of a system and its sub-systems and the corresponding degradation information of its sub-systems can be used to investigate the degradation issues in the complete system. This method can be used to analyze/investigate the degradation effects in complex AMS systems (e.g. ADCs) that are usually extremely time consuming using conventional circuit-level simulations (Chapter 6).

7.3 CONCLUSIONS AND MAIN CONTRIBUTIONS OF OUR RESEARCH WORK

In this section the conclusions and the main contributions of the research in this thesis are explained under several sub headings.

7.3.1 THE DEPENDABLE HARDWARE PLATFORM

A hardware platform based on digitally-assisted redundant IPs for a general AMS front end has been presented. This hardware platform is different from the conventional
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TMR system in the sense that it has no voter. Rather it has a built-in performance monitoring mechanism and all spare IPs are not operational at all as they are powered off. Only one IP of a particular kind (e.g. OpAmp) is active at any time. The performance of an active IP is regularly monitored and controlled via built-in monitoring and digital control mechanisms respectively. In case of performance deviations, as compared to allowed design specifications, first digital tuning/adjustment capabilities are utilized to bring the performance back to its normal values. Secondly, if the digital tuning/adjustment options are insufficient, the complete IP is replaced with another spare IP via switches. Therefore, it can be concluded that by monitoring performance and taking necessary repair actions will improve the dependability of AMS front ends (Chapter 3) [Kha11a].

7.3.2 THE LIBRARY OF DEPENDABLE IPS

A generic concept based on a library of dependable IPs has been presented to optimize the dependability, area, speed and power requirements set by the user or application. The idea is to design a number of flavors of the same functional IP but having different values for reliability, maintainability, availability, area, speed, and power requirements. Then the best combination of IPs is selected that can meet the dependability, area, speed and power requirements set by the user or application for the required system. In conclusion a compromise can be established between the available resources (library) and desired system requirements (Chapter 3) [Kha11b].

7.3.3 THE DEPENDABLE WORKLOAD-SHARING DUPLICATION SYSTEM

To overcome a major area overhead, a duplication system having built-in monitoring and digital control mechanism is proposed in order to enhance the dependability of AMS front ends. The new or enhanced hardware platform proposed in this technique is based on duplicated IPs; one IP of a particular kind (e.g. OpAmp) is being active at any time. This hardware platform is different from the above mentioned “Dependable Hardware Platform”. The idea is to use one IP at any time and at regular intervals of time, or at calculated points in time, activate the other IP so that the first IP can be properly diagnosed and repaired for any performance degradations leaving a perfectly functioning IP for the correct operation. After another regular interval of time, or after a calculated interval of time, activate the first IP for normal operation so that the second IP can be properly diagnosed and repaired for any potential performance degradations. In order to avoid any failures in the current active module, the duration of its normal operation can be selected intelligently in such a way that before the failure occurs (as a result of degradation) the other IP should be activated for its normal operation and the current IP undergoes diagnosis and repair procedure. By this way of dealing with the system, the availability will be increased to its maximum; limited by switching time only. Therefore, it can be concluded that by using this approach the target of a more reliable, maintainable, and available AMS front end with less area overhead could be achieved (Chapter 3) [Kha11b].
7.3.4 **PROCESS-INDUCED INITIAL-VALUE DEPENDENT WORKFLOW**

An important finding, that has been implemented to improve the dependability of AMS front end during its operational life, is the dependence of the degradation rate on the initial value of the performance parameter produced as a result of process-induced variations. This implies that the runtime performance degradation and lifetime predictions will be harder to determine during the design-stage reliability simulations. Therefore, it necessitates the requirement to use runtime reliability-estimation techniques. These techniques have been used in the proposed dependability workflow where design-stage specification boundaries along with the runtime reliability-estimation calculations have been subsequently used to intelligently take the necessary repair actions in order to improve the dependability of AMS front ends. In conclusion, a workflow to estimate runtime reliability based on runtime performance monitoring is essential to enhance the dependability of AMS front ends against process-induced initial-value dependent variations (Chapter 4) [Kha13c].

7.3.5 **DIRECT RUNTIME RELIABILITY-ESTIMATION TECHNIQUE**

A runtime reliability estimation technique based on the estimates of instantaneous-time-to-failure ($iTTF$) has been presented. The idea is to use the performance degradation information of a critical performance parameter with respect to degradation effects at two different points in time and use this information to estimate the remaining time before the failure occurs (i.e. when the performance parameter moves beyond its designed allowed specification). In this way, an approximate value of the time can be estimated for which the system will perform correctly or in other words the quantitative runtime reliability can be estimated. Therefore, a conclusion can be drawn that the quantitative runtime reliability of AMS front ends can be estimated based on the estimates of instantaneous-time-to-failure ($iTTF$) of a critical performance parameter as a result of degradation (Chapter 4) [Kha13c].

7.3.6 **INDIRECT RUNTIME RELIABILITY-ESTIMATION TECHNIQUE**

A novel idea to indirectly estimate the runtime reliability of electronic systems, based on the runtime measurements of working-stress voltage and working-stress temperature, has been presented. The idea is to use the design-stage degradation/aging simulations for a critical performance parameter to get a set of values, corresponding to a range of actual working-stress voltages and working-stress temperature of the system, and store these values in a database. These values will provide a relationship between the individual stress conditions and the corresponding degradations in the critical performance parameter. Later on, during the operational life, a continuous estimate of the working-stress voltage and working-stress temperature along with the corresponding stress-time information will provide an indirect way of estimating the corresponding degradation in the performance parameter. This is rather different from the technique mentioned in the previous section where the degradation in the performance parameter is directly measured. This performance degradation information at two different points in time will be subsequently used to estimate the remaining time before the failure occurs (i.e. when the performance parameter moves beyond its designed specification).
and hence a way to estimate the runtime reliability. In conclusion, an indirect runtime reliability estimation technique can be used for AMS front ends in place of the direct technique mentioned in the above section. Which can be further used to enhance the dependability of AMS front ends during their operational life (Chapter 4) [Kha13b].

7.3.7 **Differentiating Between Short-Term and Long-Term Dependability Issues**

In order to better manage the dependability improvement strategy, an important differentiation which has been implemented has also been discussed. It has been observed that the working-stress voltage and working-stress temperature can change for a short-term or temporary duration that can create short-term or temporary degradations in the performance of a system. Therefore, it is important to differentiate between the short-term and long-term dependability issues. Long-term dependability issues result from aging effects and are cumulative in nature. Short-term dependability issues can be solved by monitoring the corresponding changes in the working-stress voltages and working-stress temperatures. However, long-term dependability issues can be solved by utilizing the same digital repairing strategies as previously discussed in the “The Dependable Hardware Platform” (section 7.3.1). Therefore, it can be concluded that the separation of short-term and long-term dependability issues is required in order to further manage the overall dependability of AMS front ends (Chapter 5) [Kha13a].

7.3.8 **Behavioral Model-Based Degradation Analysis System**

Behavioral models have been frequently used to analyze the performance of electronic systems especially due to their faster speed of simulation. However, in this research we have presented the idea of using behavioral models in order to simulate the degradation effects in electronic systems. Usually, it is considered complex and very time consuming to simulate degradation/aging effects in complex systems on the basis of transistor-based simulators. Therefore, the presented idea is to subdivide the complex or bigger system into smaller sub-systems and use the degradation information of each sub-system in their respective behavioral models to simulate the degradation effects in the whole system. The degradation effects of smaller sub-systems can be either extracted from the transistor-based simulators or they can be experimentally measured (also very time consuming and expensive) directly from accelerated life tests. An alternate, less accurate way could be to use an expected range of degraded values. A number of system-level simulation tools like VHDL-AMS and LabVIEW have been used to implement the presented idea (Chapters 3 and 6). In conclusion, behavioral models can also be potentially used to study the degradation effects in complex systems that are much faster as compared to transistor-based simulators [Kha13d, Kha14].

7.3.9 **A Flexible Degradation-Analysis System for SAR ADCs**

Performance degradation analysis of ADCs using transistor-based simulators is considered to be very time consuming and often inefficient. To resolve this issue for a SAR ADC, a flexible degradation-analysis system based on system-level behavioral models (as discussed in the above section) has been implemented in the LabVIEW
environment. The analysis system is capable of simulating the degradation effects in the static and dynamic performance parameters of a SAR ADC including offset, gain, DNLE, INLE, SINAD, THD, and ENOB. In this research work the degradation effects introduced by the buffer, comparator and DAC capacitor array have been considered. However, this concept can be further extended to include the degradation effects of other sub-systems of the SAR ADC as well or can be extended to other ADC architectures or mixed-signal systems. This concludes that the behavioral-model based degradation-analysis system can be used to study the degradation effects in the static and dynamic performance parameters of a SAR ADC which are further used in proposing the dependability enhancement strategies as discussed in Chapter 6 [Kha13d, Kha14].

7.4 **POSSIBLE LIMITATIONS OF THIS RESEARCH WORK**

In this section the possible limitations of the proposed techniques presented in this research work will be briefly discussed.

- The dependable hardware platform presented in section 7.3.1 could face implementation problems. The monitoring and controlling part will be quite a challenge for AMS designers. The switching part can introduce leakage, noise and bandwidth problems.

- Designing a library of dependable IPs (section 7.3.2) for a number of electronic circuits/IPs will be quite time consuming and tedious work. However, once solved, this will become an asset for electronic industry.

- In the dependable workload-sharing duplication system, presented in section 7.3.3, a complete failure of one IP can cause availability problems because, in this case, the system will be unavailable due to diagnosis and repair. Although, the system will be available with a poor availability but will be much better as compared to the conventional TMR system where a single IP (module) is of no use because at least two IPs (modules) are required to decide a correct operation. Furthermore, the switches ($SW_1$ and $SW_2$) used to select the current active path can lead to single points of failure if fault-tolerant switching architecture is not considered.

- The indirect runtime reliability estimation technique (section 7.3.6) mainly relies on the set of values extracted from the design-stage degradation simulations. Therefore, the accuracy of the presented technique will be limited by the accuracy of the simulation results to real environmental results. Furthermore, the accuracy and speed of measuring input-stress voltage and working-stress temperature during operational life (section 4.9) will also affect the overall accuracy of the presented technique.

- Usually, bringing back the supply voltage to normal operating values, as discussed in Chapter 5 (section 5.4), can be accomplished with the help of digitally-tunable power supplies. However, bringing back the operating temperature to normal operating values will be quite a challenge for system designers.
7.5 **FUTURE WORK AND RECOMMENDATIONS**

- The overall speed of diagnosing and repairing the SAR ADC performance as discussed in the proposed dependability enhancement strategy (section 6.7.3) could be much higher and can affect the overall dependability. However, by using an alternate (spare) SAR ADC during diagnosis and repairing (as discussed in section 3.9.3) process will solve the issue.

7.5 **FUTURE WORK AND RECOMMENDATIONS**

The research work presented in this thesis mainly focuses on system-level techniques that can be used to enhance the dependability of AMS SOCs; it mainly relies on system-level simulations. However, to further strengthen and validate the presented concepts, a strong industrial collaboration is required. It is important to implement the presented concepts in the respective aging-sensitive technology nodes. This concept has to be implemented gradually. One has to start with the simple implementation of analog and mixed-signal front ends and studying their performance degradation at system level using simulation tools and validation by actual accelerated life tests. Then the actual implementation of the presented techniques have to be validated by highly accelerated life tests (HALT) and highly accelerated stress tests (HAST).

Further improvements can be found in the digital domain where new algorithms or software techniques have to be proposed to cope with degradation effects. This can be potentially solved and implemented at the software side.

The foundation of a new research direction can also be established based on the behavioral model-based degradation simulations for complex systems. However, as the technology trends are reducing device dimensions and the future electronic systems are becoming more compact and complex, it seems to be the evident choice to simulate and evaluate the dependability issues and take the proper countermeasures.
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<table>
<thead>
<tr>
<th>Abbreviation</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>AC</td>
<td>Alternate Current</td>
</tr>
<tr>
<td>ADC</td>
<td>Analogue-to-Digital Converter</td>
</tr>
<tr>
<td>ADE</td>
<td>Analogue Design Environment</td>
</tr>
<tr>
<td>ALT</td>
<td>Accelerated Life Testing</td>
</tr>
<tr>
<td>AMS</td>
<td>Analog and Mixed-Signal</td>
</tr>
<tr>
<td>ATB</td>
<td>Analogue Test Bus</td>
</tr>
<tr>
<td>Av</td>
<td>Availability</td>
</tr>
<tr>
<td>BERT</td>
<td>Berkeley Reliability Tools</td>
</tr>
<tr>
<td>BiCMOS</td>
<td>Bipolar Complementary Metal Oxide Semiconductor</td>
</tr>
<tr>
<td>BTI</td>
<td>Biased Temperature Instability</td>
</tr>
<tr>
<td>BWC</td>
<td>Bit-Wise Correlation</td>
</tr>
<tr>
<td>CHE</td>
<td>Channel Hot Electron</td>
</tr>
<tr>
<td>CMMR</td>
<td>Common Mode Rejection Ratio</td>
</tr>
<tr>
<td>CMOS</td>
<td>Complementary Metal Oxide Semiconductor</td>
</tr>
<tr>
<td>CMU</td>
<td>Central Measurement Unit</td>
</tr>
<tr>
<td>CR</td>
<td>Charge Redistribution</td>
</tr>
<tr>
<td>DAC</td>
<td>Digital-to-Analogue Converter</td>
</tr>
<tr>
<td>DAHC</td>
<td>Drain Avalanche Hot Carrier</td>
</tr>
<tr>
<td>DC</td>
<td>Direct Current</td>
</tr>
<tr>
<td>DFR</td>
<td>Design-For-Reliability</td>
</tr>
<tr>
<td>DNL</td>
<td>Differential Non-Linearity</td>
</tr>
<tr>
<td>DNLE</td>
<td>Differential Non-Linearity Error</td>
</tr>
<tr>
<td>DS</td>
<td>Duplicate System</td>
</tr>
<tr>
<td>DTB</td>
<td>Digital Test Bus</td>
</tr>
<tr>
<td>DUT</td>
<td>Devices-under-Test DUT</td>
</tr>
<tr>
<td>EATB</td>
<td>External Analogue Test Bus</td>
</tr>
<tr>
<td>EM</td>
<td>Electro-Migration</td>
</tr>
<tr>
<td>ENOB</td>
<td>Effective Number of Bits</td>
</tr>
<tr>
<td>FFT</td>
<td>Fast Fourier Transform</td>
</tr>
<tr>
<td>FIT</td>
<td>Failure in Time</td>
</tr>
<tr>
<td>FMEA</td>
<td>Failure Mode and Effects Analysis</td>
</tr>
<tr>
<td>FPGA</td>
<td>Field Programmable Gate Array</td>
</tr>
<tr>
<td>FS</td>
<td>Full Scale</td>
</tr>
<tr>
<td>FSR</td>
<td>Full Scale Range</td>
</tr>
<tr>
<td>GUI</td>
<td>Graphical User Interface</td>
</tr>
<tr>
<td>HALT</td>
<td>Highly Accelerated Life Test</td>
</tr>
<tr>
<td>HAST</td>
<td>Highly Accelerated Stress Test</td>
</tr>
<tr>
<td>HCI</td>
<td>Hot Carrier Injection</td>
</tr>
<tr>
<td>IATB</td>
<td>Internal Analogue Test Bus</td>
</tr>
<tr>
<td>Abbreviation</td>
<td>Description</td>
</tr>
<tr>
<td>--------------</td>
<td>-------------</td>
</tr>
<tr>
<td>IC</td>
<td>Integrated Circuit</td>
</tr>
<tr>
<td>INL</td>
<td>Integral Non-Linearity</td>
</tr>
<tr>
<td>INLE</td>
<td>Integral Non-Linearity Error</td>
</tr>
<tr>
<td>IO</td>
<td>Input / Output Interface</td>
</tr>
<tr>
<td>IP</td>
<td>Intellectual Property</td>
</tr>
<tr>
<td>IPHP</td>
<td>Initial Proposed Hardware Platform</td>
</tr>
<tr>
<td>ITTF</td>
<td>Instantaneous Time To Failure</td>
</tr>
<tr>
<td>LabVIEW</td>
<td>Laboratory Virtual Engineering Workbench</td>
</tr>
<tr>
<td>LDD</td>
<td>Lightly Doped Drain</td>
</tr>
<tr>
<td>LER</td>
<td>Line-Edge Roughness</td>
</tr>
<tr>
<td>LMU</td>
<td>Local Measurement Unit</td>
</tr>
<tr>
<td>LP</td>
<td>Linear Programming</td>
</tr>
<tr>
<td>LSB</td>
<td>Least Significant Bit</td>
</tr>
<tr>
<td>MATLAB</td>
<td>MATrix LABoratory</td>
</tr>
<tr>
<td>MDT</td>
<td>Mean Down Time</td>
</tr>
<tr>
<td>MEMS</td>
<td>Micro Electro-Mechanical Systems</td>
</tr>
<tr>
<td>MIM</td>
<td>Metal-Insulator-Metal</td>
</tr>
<tr>
<td>MOS</td>
<td>Metal Oxide Semiconductor</td>
</tr>
<tr>
<td>MOSFET</td>
<td>Metal Oxide Semiconductor Field Effect Transistor</td>
</tr>
<tr>
<td>MOSRA</td>
<td>Metal Oxide Semiconductor Reliability Analysis</td>
</tr>
<tr>
<td>MSB</td>
<td>Most Significant Bit</td>
</tr>
<tr>
<td>MTBF</td>
<td>Mean Time before Failures</td>
</tr>
<tr>
<td>MTTF</td>
<td>Mean Time to Failure</td>
</tr>
<tr>
<td>MTTR</td>
<td>Mean Time to Repair</td>
</tr>
<tr>
<td>NBTI</td>
<td>Negative Bias Temperature Instability</td>
</tr>
<tr>
<td>NMOS</td>
<td>N-Channel Metal Oxide Semiconductor</td>
</tr>
<tr>
<td>NMOSFET</td>
<td>N-Channel Metal Oxide Semiconductor Field Effect Transistor</td>
</tr>
<tr>
<td>NPHP</td>
<td>New Proposed Hardware Platform</td>
</tr>
<tr>
<td>NRIP</td>
<td>No Repairable Intellectual Properties</td>
</tr>
<tr>
<td>OpAmp</td>
<td>Operational Amplifier</td>
</tr>
<tr>
<td>OTF</td>
<td>Oxide Thickness Fluctuation</td>
</tr>
<tr>
<td>PBTI</td>
<td>Positive Bias Temperature Instability</td>
</tr>
<tr>
<td>PDF</td>
<td>Probability Density Function</td>
</tr>
<tr>
<td>PDK</td>
<td>Process Design Kit</td>
</tr>
<tr>
<td>PHP</td>
<td>Proposed Hardware Platform</td>
</tr>
<tr>
<td>PMOS</td>
<td>P-Channel Metal Oxide Semiconductor</td>
</tr>
<tr>
<td>PMOSFET</td>
<td>P-Channel Metal Oxide Semiconductor Field Effect Transistor</td>
</tr>
<tr>
<td>PSRR</td>
<td>Power Supply Rejection Ratio</td>
</tr>
<tr>
<td>PVT</td>
<td>Process-Voltage-Temperature</td>
</tr>
<tr>
<td>RBD</td>
<td>Reliability Block Diagram</td>
</tr>
<tr>
<td>RDF</td>
<td>Random Dopant Fluctuation</td>
</tr>
<tr>
<td>Rel</td>
<td>Reliability</td>
</tr>
<tr>
<td>RF</td>
<td>Radio-Frequency</td>
</tr>
<tr>
<td>Acronym</td>
<td>Description</td>
</tr>
<tr>
<td>---------</td>
<td>-------------</td>
</tr>
<tr>
<td>SAR</td>
<td>Successive Approximation Register</td>
</tr>
<tr>
<td>SBD</td>
<td>Soft Break Down</td>
</tr>
<tr>
<td>SINAD</td>
<td>Signal-to-Noise-And-Distortion</td>
</tr>
<tr>
<td>SiO2</td>
<td>Silicon Di-Oxide</td>
</tr>
<tr>
<td>SIP</td>
<td>Sub- Intellectual Property</td>
</tr>
<tr>
<td>SNR</td>
<td>Signal-to-Noise Ratio</td>
</tr>
<tr>
<td>SoC</td>
<td>System-on-Chip</td>
</tr>
<tr>
<td>SPICE</td>
<td>Simulation Program with Integrated Circuit Emphasis</td>
</tr>
<tr>
<td>SRAM</td>
<td>Static Random Access Memory</td>
</tr>
<tr>
<td>TBF</td>
<td>Time Before Failure</td>
</tr>
<tr>
<td>TDDB</td>
<td>Time-Dependent Dielectric Breakdown</td>
</tr>
<tr>
<td>THD</td>
<td>Total Harmonic Distortion</td>
</tr>
<tr>
<td>TMR</td>
<td>Triple Modular Redundancy</td>
</tr>
<tr>
<td>TS</td>
<td>Triplicate System</td>
</tr>
<tr>
<td>TSMC</td>
<td>Taiwan Semiconductor Manufacturing Company</td>
</tr>
<tr>
<td>TTR</td>
<td>Time To Repair</td>
</tr>
<tr>
<td>VCC</td>
<td>Voltage at a Common Connector</td>
</tr>
<tr>
<td>VCO</td>
<td>Voltage Controlled Oscillator</td>
</tr>
<tr>
<td>VCO</td>
<td>Voltage Controlled Oscillator</td>
</tr>
<tr>
<td>VDD</td>
<td>Voltage Drain Drain</td>
</tr>
<tr>
<td>VHDL</td>
<td>Very High Density Logic</td>
</tr>
<tr>
<td>VLSI</td>
<td>Very Large Scale Integration</td>
</tr>
<tr>
<td>Vth</td>
<td>Threshold voltage</td>
</tr>
<tr>
<td>WIR</td>
<td>Wrapper Instruction Register</td>
</tr>
<tr>
<td>WRB</td>
<td>Wrapper Boundary Register</td>
</tr>
<tr>
<td>WRIP</td>
<td>With Repairable Intellectual Properties</td>
</tr>
</tbody>
</table>
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PROPOSITIONS
accompanying the PhD dissertation

On Improving Dependability of Analog and Mixed-Signal SoCs:
A System-Level Approach

by Muhammad Aamir Khan

1. The dependability of analog and mixed-signal systems, being an important part of most critical systems especially in automotive, medical and military systems, has received little attention (this thesis).

2. It will be difficult to meet the dependability requirements during the operational life of systems using design-time tuning of the electronic systems only (this thesis).

3. Performance estimations during the operational life of a system are crucial for a dependable system (this thesis).

4. Gaining system dependability improvement has its price in terms of area, speed, power, and cost (this thesis).

5. In order to improve the system dependability, the short-term and long-term effects should be addressed separately (this thesis).

6. Improvement in system dependability is dependent on the accuracy and dependability of its monitoring and tuning mechanism (this thesis).

7. We have to live with dependability issues.

8. The current trend of funding risk-free and guaranteed profitable research activities by governments and third parties will actually hinder the progress of innovation.

9. Science is just like a language that is used to understand some of the hidden laws of this universe; we need more languages to understand them all.

10. Solving lifetime dependability issues of electronic chips will require a good electronic doctor on chip.

These propositions are regarded as opposable and defendable, and have been approved as such by promoter, Prof.dr.ir. G.J.M Smit.