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Abstract

For the full utilization of large bandwidth and high speed features provided by optical fibers, currently concepts for integrated optical devices for wavelength division multiplexing/demultiplexing are vigorously investigated. Due to their superior selectivity, compactness, and possibility of dense integration, microresonators with circular ring or disk cavities are attractive add-drop filter elements for applications in photonic chips related to optical wavelength-division multiplexing. Modeling of these devices is the topic of the present work.

In this thesis, we restrict ourselves to two dimensional settings. While for specific configurations one could regard the present two dimensional model as an approximate description of realistic devices in terms of effective indices, in other cases simulations in three spatial dimensions are certainly necessary, e.g. for vertically coupled resonators. Therefore our model is formulated such that an extension to three dimensions is straightforward. We treat the circular microcavities as traveling wave resonators in the framework of a pure frequency domain description.

The most common resonator model, discussed in Chapter 1, permits a basic understanding of the functioning of these devices. The resonators are functionally represented in terms of two bent-straight waveguide couplers with appropriate connections using bent and straight waveguides. The abstract scattering matrices of these couplers, and the propagation constants of the cavity bends allow to compute the spectral responses of the resonators. Generally, these quantities are treated as free parameters. One of the objectives of this work is to present a systematic approach to compute these free parameters for given resonator configurations. Another objective is to characterize the response of the resonators systematically for various geometrical parameters (e.g. the radius of the cavity, the widths of the waveguides, the separation distances) and material parameters (e.g. the refractive indices).

A rigorous classical analytic model of confined optical wave propagation along 2-D bent slab waveguides and curved dielectric interfaces is investigated in Chapter 2. This frequency domain model is based on ansatz of piecewise continuous
bend mode profiles in terms of Bessel and Hankel functions. This approach provides a clear picture of the behaviour of bend modes, concerning their decay for large radial arguments or effects of varying bend radius. For the numerical implementation of this model, fast and reliable routines are required to evaluate Bessel functions with large complex orders and large arguments. Using the “uniform asymptotic expansions” of Bessel/Hankel functions, we found that with present standard computers it is not a problem to carry out the rigorous analytic evaluation of the problem. Our implementation enabled detailed studies of bent waveguide properties, including higher order bend modes and whispering gallery modes, their interference patterns, and issues related to bend mode normalization and orthogonality properties. Also a perturbational expression is derived for the shift in the propagation constant due to changes in the core refractive index.

Capitalizing on the availability of rigorous analytical modal solutions for 2-D bent waveguides, Chapter presents a model of bent-straight waveguide couplers using a frequency domain spatial coupled mode formalism, derived by means of a variational principle. The formulation is consistent with standard physical notions; it takes into account that multiple modes in each of the cores may turn out to be relevant for the functioning of the resonators supplemented with such couplers. Simulation results for the response of 2-D couplers for monomode and multimode settings for varying separation distances, radii, and different wavelengths are discussed. The resulting scattering matrices show reciprocity as expected according to the symmetry of the coupler structures, which also provides a useful means of assessing the reliability of the simulations.

Having explained how to compute the required cavity mode propagation constants and the scattering matrices, Chapter presents simulation results for the entire resonator devices. We also discuss a few procedures for the faster calculation of the spectral response. The examples cover the spectral response and field for microresonators with mono- and multi-modal cavities for TE and TM polarizations. Comparisons with finite difference time domain simulations show very good overall agreement. A detailed analysis of effect of the separation distances on the resonator spectral response is carried out, which leads to a useful criterion that should be satisfied by the numerical simulations. Also, a perturbational approach for the evaluation of tuning of resonators by slight changes of the cavity core refractive index is presented.

The present work about coupled mode theory based modeling and analysis of 2-D circular integrated optical microresonators paved the way for analogous simulations of realistic microresonators in three spatial dimensions.
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Chapter 1

Introduction

Communication networks are part and parcel of today's knowledge based society. Optical fibers are extensively used in state-of-the-art communication networks. But the use of electronic devices in heterogeneous electronic-optical networks represents a major bottleneck for the full utilization of large bandwidth and high speed features provided by the optical fibers. To circumvent such network traffic congestion, optics based technologies for wavelength division multiplexing/demultiplexing are vigorously investigated. Microcavity based resonators are one of the promising concepts for such applications. Modeling of these devices is the topic of the present work. This introductory chapter presents the general theory of circular microresonators as wavelength filters. It also outlines the organization of the present thesis.

Parts of this chapter are adapted from:
Chapter 1: Introduction

The information and communication technology revolution transformed the world in a true sense into a global village. It changed the style of communication, trans-actions, and entertainment. E-mail communication became a standard practice. Internet enabled banking, 24/7 open automatic teller machines, e-commerce changed the way we used to deal with money. Computer aided design and manufacturing cut down the production cost of consumer products, and also increased their reliability. Voice-over-Internet is about to start a new era of low cost long distance telephony, and Video-on-Demand is lurking on the horizon. The genesis of this digital life style can be traced back into 1970s.

In 1970s, mass production by integration of electronic components helped to reduce the prices of electronic devices dramatically, and acted as a catalyst for the information technology revolution in 1990s. Soon computers became ubiquitous. The utility of computers increased significantly, when they were connected to each other. At present, the world wide web of computers (aka the Internet) is the most happening place in the world. As more and more day-to-day activities were getting information technology enabled, the demand for fast computers and high speed communication networks was also increasing. Traditionally, microelectronics was used for the manufacturing of data/signal processing devices, and copper cables were used as the carrier media for data transfer. But as the demand for high speed and large capacity data transfer was grown, the copper cable based communication networks were not able to handle it efficiently. At that time, optical fibers made their appearance, ushering a dawn of new technology.

1.1 Rise of optical technology

In modern-day communication systems, electromagnetic waves play a very important role. Communication with microwaves, radio waves are well known examples. Optical fibers carry electromagnetic signals in the form of light waves. The wavelengths of these light waves ranges generally from 0.4 \( \mu \text{m} \) to 1.6 \( \mu \text{m} \). Unlike in the conventional copper wires, where electromagnetic signals are carried by electrons, in the optical fibers the signals are carried by photons.

This fundamental difference offers several advantages for the use of optical fibers in place of copper cables. Compared to copper cables, optical fibers have much lower line loss and smaller dispersion per unit length. Moreover, optical fibers support a broad bandwidth permitting multiplexing to further increase the transmission capacity. Copper cables are prone to electromagnetic interference causing high error rates, and also they are sensitive to eavesdropping, whereas optical fibers
are immune to these problems. As a result, optical fibers soon became one of the essential components of communication networks.

As most processing/transmission devices (e.g. computers, routers, amplifiers, etc.) are at present based on electronics, data to be processed or transmitted is typically available in the form of electrical signals. To send these signals over optical fiber networks, these signals first have to be converted from the electrical domain to the optical domain. At amplifier/receiver units, the data have to be converted back to electrical signals. This signal conversion from the electrical domain to the optical domain, and vice versa, involves losses. And also the realization introduces additional costs [4].

With the use of optical fibers, even though the signal transmission is improved significantly, the ultimate performance of combined electronic-optical transmission systems is determined by the processing speed of the electronic devices. Microelectronic devices are also getting faster, but their switching speed is not at par with the transmission capacity of optical networks [5, 6]. This is inevitable, because the underlying physical mechanisms for the transfer of electrons and photons are quite different. Also there are technological limitations for the extreme miniaturization of the electronic circuits [7]. To accommodate the increasing demand of faster information processing, there is a need to develop a new technology. The potential shown by the optical fibers drew attention to optics.

The field of optics has made huge progress from the time of seminal work of Huygens (1629-1695), Newton (1643-1727) and Maxwell (1831-1879). The invention of lasers in 1958 rejuvenated the interest in optics. The next stepping stone for optics was the use of optical fibers in telecommunication networks. This growing interest in optics led to the establishment of new fields like “optronics”, “photonics” [1].

A main concern of the field of modern optics is the generation, manipulation, guidance, and detection of light for communication and information processing applications. Thus the communication networks are evolving from mere cost effective optical signal transport in networks based on electronic devices to full-fledged optical networks. In an advanced stage, such optical networks will as far as possible avoid the expensive conversion of electrical signals into optical signals, and vice versa. Apart from optics based light sources, detectors, and signal carriers (i.e. optronics — opto-electronics — is about using modern optical technology along with conventional microelectronics technology. Many times, the terms “optics” and “photonics” are used interchangeably, and the distinction between them is rather vague. Optics is a quite wide field dealing with light in different contexts, spanning from geometrical optics (dealing with lenses, prisms, free space transmission, etc.) to quantum optics (dealing with light-matter interaction).
waveguides), essential building blocks of such networks are optics based amplifiers, modulators, switches, and filters [8]. Successful demonstration and realization of these functional components will lead to “all-optical-processing” systems.

1.2 Next generation Active Integrated optic Subsystems

Innovations in the areas of material sciences and lithography, coupled with the availability of powerful microscopy tools initiated intensified efforts towards “all-optical-processing” systems. As one of the outcomes of these current developments, it is now possible to realize compact and high finesse dielectric microcavities. These optical microcavities have shown a great potential for many applications [9]. For quite some time, microcavity resonators are discussed as promising building blocks for passive and active components for integrated optical devices [10]. Recent advances opened a range of possibilities of using micro-ring/disk resonators (a “cavity” coupled to single/dual waveguides) as lasers [11, 12, 13], logic gates [14, 15], optical switches [16, 17, 18], sensors [19, 20, 21], and add/drop (multiplexing/demultiplexing) wavelength filters [22, 23].

The performance of wavelength division multiplexing/demultiplexing filters plays a crucial role for the full utilization of the high bandwidth potential of optical fibers. At present, arrayed waveguide gratings (AWGs) are used for this purpose [24, 25]. But due to their comparably large sizes, AWGs are not suitable for the use in densely integrated photonic circuits [26, 27]. Alternatively, wavelength division filters based on photonic crystals are quite promising [28, 29, 30], but the corresponding technological issues are still challenging. On this background, due to their versatility, compactness and possibility of dense integration, resonators based on conventional microcavities became attractive candidates for add/drop wavelength filters. A recent overview of this field can be found in Ref. [31].

Microcavity based resonator filters can be configured in various ways [22]. In this work we are interested in resonators, in the form of dual waveguide coupled circular microcavities, as tunable add/drop wavelength filters. A wavelength filter is a device which, given several input signals of different wavelengths, selects one of these as the output wavelength. By an add/drop filter one means that not only one of the inputs can be dropped (i.e. extracted/demultiplexed), but also a new input can be added (i.e. inserted/multiplexed) to the outgoing signal. Tunability of a filter implies that one can tune (i.e. change) the output response of the filter to one of the desired input wavelengths.

The co-ordinated efforts to demonstrate the feasibility of microresonator based
compact integrated optical subsystems resulted in the project “Next generation Active Integrated optic Subsystems” (NAIS), funded by the European Commission within the framework of the Information Society Technologies programme [32]. This project was centered around the realization of microresonator based tunable add/drop wavelength filters. The work presented in this thesis has been part of that project.

The project NAIS has covered several aspects like material research, design tools and techniques, technology/fabrication, testing and packaging, and system requirements. Naturally, there were lots of interdependencies among these different research topics. The project involved several disciplines like physics, mathematics, electrical engineering, material science, etc. The progress of such a time-bound multidisciplinary engineering project is advanced by a sound understanding of the dependence of the performance of the devices on material and design aspects. In this regard, a realistic model of the device and a reliable simulation tool based on such a model is essential. This is where the present work, as part of the design workpackage, contributed to the project NAIS.

1.3 Circular optical microresonators

Two typical settings of microresonators are shown in Fig. 1.1. A ring or a disk shaped dielectric cavity is placed between two parallel dielectric straight waveguides. In real life (3-D) devices, the straight waveguides can be positioned either in the same plane (Fig. 1.1a): horizontal coupling scheme) or below (Fig. 1.1b): vertical coupling scheme) the cavity plane. These two straight waveguides form four ports for the external connections, the two input ports named “In-port” and “Add-port”, and the two output ports named “Through-port” and “Drop-port”. To understand the functioning of the microresonators, for the sake of simplicity, let’s consider only unidirectional fields (clockwise propagating), where only the In-port is illuminated, while there is no incoming signal at the Add-port.

Conventionally, the functioning of microresonators is described by the interaction of harmonic optical waves propagating along the straight waveguide and the cavity, and the interferometric resonances of the waves inside the cavity [33]. A single frequency optical wave is launched at the In-port of the resonator. As this signal propagates along the upper straight waveguide, that connects the In-port and Through-port, part of it is evanescently coupled to the cavity. While propagating along the cavity, part of this signal is coupled to the lower straight waveguide and appears at the Drop-port. The remaining part of the signal propagates along the cavity, and interferes with the newly in-coupled signal in the upper interac-
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Figure 1.1: Scanning electron microscope pictures of horizontally coupled (a) and vertically coupled (b) real life microresonators. Courtesy: Integrated Optical Microsystems group, Department of Electrical Engineering, University of Twente.

region. Depending upon the specific configuration, these two fields undergo constructive or destructive interference.

If the cavity field is out of phase with the newly entering field, then destructive interference takes place inside the cavity and as a result, there is only a small amount of power inside the cavity. Under so-called off resonance conditions, as shown in Fig. 1.2(a), most of the input power is directly transmitted to the Through-port, and there is comparably low power at the Drop-port.

On the other hand, if the field inside the cavity is in phase with the newly in-coupled signal, then due to constructive interference, energy builds up inside the cavity. This field gets coupled to the Drop-port waveguide. Under so-called resonance conditions, there is a significant power observed at the Drop-port, while less power appears at the Through-port. This situation is shown in Fig. 1.2(b).

A typical spectral response of a microresonator device is shown in Fig. 1.3. Resonances appear as dips in the Through-port power curve and peaks in the Drop-port power curve. In other words, the wavelengths for which a microresonator is on resonance, will be “dropped” at the Drop-port. Also, for a symmetrical device, if a new signal that corresponds to a resonance wavelength is launched at the Add-port, it will get “added” to the off resonance signal launched at the In-port, and appears at the Through-port. Therefore the arrangement shown in Fig. 1.1 can be used as an add/drop filter.
1.3 Circular optical microresonators

![Diagram](image)

**Figure 1.2**: Off-resonance state (a) and resonance state (b) of a microresonator. The figure shows the real physical $y$ component of TE polarized electrical field for a microresonator as considered in Section 4.3.1 with a cavity radius of 5 $\mu$m and gap widths of 0.3 $\mu$m.

![Diagram](image)

**Figure 1.3**: Wavelength dependent response of the microresonator as introduced in Fig. 1.2. Characterizing quantities of this spectral response are the free spectral range $\Delta \lambda = 0.02 \mu$m, the full width at half maximum $2\delta \lambda = 0.9 \text{nm}$, the finesse $F = 22$, and the quality factor $Q = 1158$. These quantities are explained in detail in Section 4.3.4.
1.4 Ring-resonator theory

For the sake of further understanding, consider the typical abstract setting of a horizontally coupled circular microresonator as sketched in Figure 1.4. Two straight waveguides are evanescently coupled to the cavity. For “well confined” modes of the straight waveguide and cavity, one can expect that the interaction between the cavity modes and the port waveguide modes is localized around the region of the closest approach. Hence the device is functionally decomposed into two bent-straight waveguide couplers (I and II), which are connected to each other by the cavity segments, i.e. by pieces of bent waveguides. External connections are provided by the straight waveguides.

![Functional decomposition of a microresonator into bent-straight waveguide couplers (shown by the dashed rectangles I and II), with the straight waveguide and the bent waveguide connections.](image)

In this setting, as explained in the following paragraphs, the prediction of the spectral response of the resonator requires a description of the light propagation along the cavity segments, the analysis of the response of the bent-straight waveguide couplers, and finally a framework to combine these individual modules to predict the drop- and through-power. The subsequent discussion in this section is meant for structures involving monomodal straight waveguides and ring cavity. In Chapter 4, we extend it to the multimodal setting.
1.4 Ring-resonator theory

1.4.1 “Standard model” for resonators: Monomode setting

The “standard resonator model” [34, 35] describes the frequency domain propagation of light inside the resonator. In this model, the optical field with vacuum wavelength $\lambda$ oscillates everywhere in time according to $\exp(\imath \omega t)$, where $\omega = k c$ is real angular frequency, $k = 2\pi/\lambda$ is the vacuum wavenumber, and $c$ is the vacuum speed of light. The model is based on the following approximations and assumptions:

- For simplicity, we here assume that all waveguides are monomodal and all modes are of same polarization.
- The waveguides are made of linear and nonmagnetic materials. The attenuation of the cavity fields is incorporated into the complex valued cavity mode propagation constant.
- The bent-straight waveguide couplers considered here are “adiabatic”. Thus backreflections are negligible inside the couplers and the cavity segments.
- Outside the coupler regions, there is negligible “interaction” between the fields of the straight waveguides and the cavity.
- For further simplification, we assume that the resonator is symmetrical with respect to the $x$ and $z$ axes (see Figure 1.4).

Thus, the microresonator model under consideration consists of two identical bent-straight waveguide couplers (coupler I and coupler II) which are connected to each other by two segments of the cavity waveguide of length $L/2$. The external ports are constituted by straight waveguides. Variables $A, B, \tilde{A}, \tilde{B}$ (external connections) and $a, b, \tilde{a}, \tilde{b}$ (cavity connections) denote the amplitudes of properly normalized guided modes in the respective coupler port planes, which are identified by corresponding letters.

The response of the couplers is characterized by a scattering matrix $S$. For the coupler I and II, the relationship between coupler input and output amplitudes is given by

$$
\begin{pmatrix}
\tilde{b} \\
\tilde{B}
\end{pmatrix}
= S
\begin{pmatrix}
a \\
A
\end{pmatrix},
\quad
\begin{pmatrix}
b \\
B
\end{pmatrix}
= S
\begin{pmatrix}
\tilde{a} \\
\tilde{A}
\end{pmatrix},
\quad
\text{with}
\quad
S
= \begin{pmatrix}
S_{bb} & S_{bs} \\
S_{sb} & S_{ss}
\end{pmatrix}. 
$$

The entry $S_{v,w}$ with $v, w = b, s$ represents the “coupling” from the mode of waveguide $w$ to the mode of waveguide $v$. Thus $S_{bb}, S_{ss}$ are “self coupling coefficients”,
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and $S_{bb}$, $S_{ab}$ are “cross coupling coefficients”. Note that, here the matrix $S$ is not assumed to be unitary. Losses, e.g. due to power transfer to radiative (non-guided) parts of the optical field in the coupler region, can thus be incorporated in $S$.

The (lossy) mode of the cavity waveguide is characterized by a complex valued cavity mode propagation constant $\gamma = \beta - i\alpha$, where $\beta$ is the phase constant and $\alpha$ is the attenuation constant. Then for the propagation of the fields along the cavity segments, one writes

$$a = G\tilde{b}, \quad \tilde{a} = Gb, \quad \text{with} \quad G = e^{-i\beta L/2} e^{-\alpha L/2}.$$  \hspace{1cm} (1.2)

1.4.2 Power transfer

Due to the linearity and the symmetry of the device, it is sufficient to consider an excitation in only one of the external ports, say port $A$. Given input amplitudes $A = \sqrt{P_I}, \tilde{A} = 0$, one is interested in the transmitted power $P_T = |B|^2$ and the dropped power $P_D = |\tilde{B}|^2$. By solving equations (1.1) and (1.2) for amplitudes $B$ and $\tilde{B}$, one obtains

$$\tilde{B} = \left( \frac{S_{ab}S_{bb}G}{1 - S_{bb}^2G^2} \right) A, \quad B = \left( S_{ss} + \frac{S_{ab}S_{bb}G^2}{1 - S_{bb}^2G^2} \right) A. \hspace{1cm} (1.3)$$

Let $S_{bb} = |S_{bb}| e^{i\varphi}$, $S_{ss} - S_{bb}S_{ab}/S_{bb} = \rho e^{i\psi}$ with $\varphi$, $\rho$ and $\psi$ real. Then the dropped power is given by

$$P_D = P_I \frac{|S_{ab}|^2|S_{bb}|^2 e^{-\alpha L}}{1 + |S_{bb}|^4 e^{-2\alpha L} - 2|S_{bb}|^2 e^{-\alpha L} \cos(\beta L - 2\varphi)}, \hspace{1cm} (1.4)$$

and the through power is given by

$$P_T = P_I \frac{|S_{ss}|^2(1 + |S_{bb}|^2 \rho^2 e^{-2\alpha L} - 2|S_{bb}|\rho e^{-\alpha L} \cos(\beta L - \varphi - \psi))}{1 + |S_{bb}|^4 e^{-2\alpha L} - 2|S_{bb}|^2 e^{-\alpha L} \cos(\beta L - 2\varphi)}. \hspace{1cm} (1.5)$$

Here $L$ is the total length of those parts of the cavity which are not already included in the couplers. According to equations (1.4) and (1.5), one can evaluate the throughput power and the dropped power, if the scattering matrix $S$ and the cavity propagation constant $\gamma$ are available.
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1.4.3 Resonances

In principle, all quantities that enter expressions (1.3), (1.4), (1.5) are wavelength dependent. Hence the proper way to compute the resonator spectrum would be to evaluate all relevant quantities in these expressions for a series of wavelengths.

A little more insight can be obtained if one accepts the approximation that if only a narrow wavelength interval needs to be considered, then the significant changes in the drop power and through power originate “exclusively” from the cosine terms in Equations (1.4), (1.5) that include the phase information.

To take into account the nonnegligible length \( l \) of the cavity segments in the coupler regions, write the phase term as \( \beta L - 2\phi = \beta L_{\text{cav}} - \phi \), where \( L_{\text{cav}} = 2\pi R \) is the complete cavity length, and \( \phi = 2\beta l + 2\phi \) (a corresponding procedure is also applied to the phase term in the numerator of Equation (1.5)). Further consider only the wavelength dependence of the propagation constant \( \beta \) as it appears explicitly in the term \( \beta L_{\text{cav}} - \phi \). In this way, one incorporates the wavelength dependence of the phase change \( \beta L_{\text{cav}} \) for the entire cavity, but disregards the wavelength dependence of the phase change \( \phi \) that is introduced by the interaction with the port waveguides.

With the above approximation, resonances (i.e. maxima of the dropped power) are now characterized by singularities in the denominators of Equations (1.4), (1.5), which occur if \( \cos (\beta L_{\text{cav}} - \phi) = 1 \). This leads to the condition

\[
\beta = \frac{2m\pi + \phi}{L_{\text{cav}}} =: \beta_m, \quad \text{for integer } m. \tag{1.6}
\]

For a resonant configuration, the dropped power is given by

\[
P_D|_{\beta=\beta_m} = P_I \frac{|S_{\text{sb}}|^2|S_{\text{bs}}|^2e^{-\alpha L}}{(1 - |S_{\text{bb}}|^2e^{-\alpha L})^2}. \tag{1.7}
\]

Note that properly computed values of \( S_{\text{sb}}, S_{\text{bs}} \) and \( S_{\text{bb}} \) already include the losses along the parts of the cavity inside the couplers. Therefore \( L \) in the Equation (1.7) (and in those places of Equations (1.4), (1.5) where attenuation is concerned) must not be replaced by \( L_{\text{cav}} \).

In Chapter 4 we verify the validity of the above outlined approximation. As we shall see in the subsequent paragraphs, it provides quite useful insight into the spectral response of microresonators.
1.4.4 Resonance characteristics

As shown in Figure 1.3, the performance of resonators can be measured in terms of the free spectral range, the full width at half maximum, the finesse, and the quality factor. Here we derive (approximate) expressions for these characterizing quantities.

Free spectral range

The free spectral range (FSR) is defined as the wavelength difference $\Delta \lambda$ between two successive maxima of the dropped power (or minima of the through power).

The resonant configuration next to a resonance found for $\beta_m$ is approximated as

$$\beta_{m-1} = \frac{2(m-1)\pi + \phi}{L_{cav}} = \beta_m - \frac{2\pi}{L_{cav}} \approx \beta_m + \frac{\partial \beta}{\partial \lambda} \Delta \lambda$$

where the right hand side is obtained as a first order Taylor series expansion for the propagation constant around the $m'$th resonance wavelength; $\Delta \lambda$ is the difference between the vacuum wavelengths corresponding to the two resonant configurations.

By virtue of homogeneity arguments [36] for the propagation constants $\beta(\lambda, q_j)$, viewed as a function of the wavelength $\lambda$ and all geometrical parameters $q_j$ that define the cavity waveguide cross section, one finds

$$\frac{\partial \beta}{\partial \lambda} = -\frac{1}{\lambda} \left( \beta + \sum_j q_j \frac{\partial \beta}{\partial q_j} \right) \approx -\frac{\beta}{\lambda}$$

for the wavelength dependence of the propagation constants in the cavity loop. The same (crude) approximation can be obtained if one writes the propagation constant in terms of vacuum wavenumber and effective mode index as $\beta = 2\pi n_{\text{eff}}/\lambda$ and neglects the wavelength dependence of the effective index:

$$\frac{\partial \beta}{\partial \lambda} = -\frac{\beta}{\lambda} + k \frac{\partial n_{\text{eff}}}{\partial \lambda} \approx -\frac{\beta}{\lambda}.$$
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for the free spectral range (FSR) $\Delta \lambda$ of the resonator around the resonance of order $m$ that is associated with the wavelength $\lambda$ and the effective mode index $n_{\text{eff}} = \lambda \beta_m / 2\pi$ of the cavity waveguide.

A more accurate and still simple expression can be obtained if one does not introduce the approximations (1.9), (1.10), i.e. if the wavelength dependence of $\beta$ or $n_{\text{eff}}$ is explicitly incorporated. Customarily one can write

$$\frac{\partial \beta}{\partial \lambda} = -\frac{k}{\lambda} n_{\text{eff}, g} \quad \text{with} \quad n_{\text{eff}, g} = n_{\text{eff}} - \frac{\lambda}{\lambda} \frac{\partial n_{\text{eff}}}{\partial \lambda},$$

(1.12)

where $n_{\text{eff}, g}$ is the group effective index of the cavity mode [35]. Then the free spectral range is given by

$$\Delta \lambda = \frac{\lambda^2}{n_{\text{eff}, g} L_{\text{cav}}}. \quad (1.13)$$

Full width at half maximum

The full width at half maximum (FWHM) is a measure of the sharpness of the resonance. As the name suggests, it is given as the width of the resonance peak where the power drops to half of the resonance value.

A configuration that drops about half of the maximum power is realized for a propagation constant $\beta + \delta \beta$ with $1/(1 + |S_{bb}|^2 e^{-2\alpha L} - 2|S_{bb}|^2 e^{-\alpha L} \cos (\beta L_{\text{cav}} - 2\phi)) = 2/(1 + |S_{bb}|^2 e^{-2\alpha L} - 2|S_{bb}|^2 e^{-\alpha L} \cos (\beta L_{\text{cav}} + \delta \beta L_{\text{cav}} - 2\phi)).$ Using the second order approximation of the cosine terms around a resonant cavity propagation constant, one obtains

$$\delta \beta = \pm \frac{1}{L_{\text{cav}}} \left( \frac{1}{|S_{bb}|} e^{\alpha L/2} - |S_{bb}| e^{-\alpha L/2} \right)$$

(1.14)

for the shift in the propagation constants that distinguishes configurations with the maximum and half of the maximum dropped power.

Using an approximation $\delta \beta \approx -(\beta_m / \lambda) \delta \lambda$, analogous to Equations (1.9), (1.10), Equation (1.14) leads to an expression

$$2\delta \lambda = \frac{\lambda^2}{\pi L_{\text{cav}} n_{\text{eff}}} \left| m \right| \left( \frac{1}{|S_{bb}|} e^{\alpha L/2} - |S_{bb}| e^{-\alpha L/2} \right)$$

(1.15)

which gives the full width at half maximum $2\delta \lambda$ of the resonance of order $m$. 13
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Finesse and quality factor

The finesse $F$ of the resonator is defined as the ratio of the free spectral range and the full width at half maximum of a resonance for a specific resonance wavelength. With the FSR and the FWHM given by Equations (1.11), (1.15), for the present model the finesse is given by

$$F = \frac{\Delta \lambda}{2\delta \lambda} = \frac{\pi |S_{bb}|e^{-\alpha L/2}}{1 - |S_{bb}|^2e^{-\alpha L}}. \quad (1.16)$$

The ability of the cavity to confine the field is described by the quality factor $Q$. It is a measure of the sharpness of the transmission peak and defined as the ratio of the resonance wavelength to the full width at half maximum.$^3$

$$Q = \frac{\lambda}{2\delta \lambda} = \pi \frac{n_{\text{eff}} L_{\text{cav}} |S_{bb}|e^{-\alpha L/2}}{\lambda} \frac{1 - |S_{bb}|^2e^{-\alpha L}}{n_{\text{eff}} L_{\text{cav}}} = \frac{n_{\text{eff}} L_{\text{cav}}}{\lambda} F. \quad (1.17)$$

For a circular resonator with radius $R$ and cavity length $L_{\text{cav}} = 2\pi R$, one obtains

$$Q = k R n_{\text{eff}} F \quad (1.18)$$

for the relationship between $Q$ and finesse $F$.

As before, the approximations according to Equations (1.9), (1.10) can be avoided by substituting the effective cavity mode index $n_{\text{eff}}$ in Equations (1.15), (1.17) by the effective group mode index $n_{\text{eff},g}$ as defined in Equation (1.12).

1.4.5 Tuning

The realization and actual performance of the resonators are constrained by several factors, e.g., an accurate definition of the resonance wavelengths requires a high degree control of the geometrical parameters, temperature dependant changes in the material parameters detune the spectral response. Active (e.g. electro-optical, thermo-optical) tuning of the resonators greatly relaxes these constraints. This is quite essential for stable performance of the devices. See Ref. [38] and the references quoted there for further details. Here we outline a framework for the modeling of tuning.

$^3$In a time domain setting, the $Q$ factor is defined as the ratio of the optical power stored in the cavity to the cycle averaged power radiated out of the cavity [37]. Therefore the larger the $Q$ factor, the longer the optical field is trapped inside the cavity.
As explained in Section 1.4.3, at resonance the condition \( \beta = (2m\pi + \phi)/L_{\text{cav}} = \beta_m \) holds for the cavity mode propagation constant, where the integer \( m \) gives the order of the resonance. Assume that the wavelength dependence of the propagation constant \( \beta = \beta(\lambda) \) is given. Then one can write \( \beta(\lambda_m) = \beta_m \), where \( \lambda_m \) is the resonance wavelength associated with the resonant cavity mode propagation constant \( \beta_m \).

Disregarding its influence on the response of the (short) couplers as a first approximation, a tuning mechanism is modeled by a parameter \( p \), which affects mainly the field propagation along the cavity. Thus now, besides the wavelength, the cavity mode propagation constant also depends on the tuning parameter, i.e. \( \beta = \beta(p, \lambda) \), with \( p = 0 \) representing the original state: \( \beta(0, \lambda_m) = \beta_m \).

With the tuning applied, the resonance of order \( m \) is shifted towards a new wavelength \( \tilde{\lambda}_m \), such that \( \beta(p, \tilde{\lambda}_m) = (2m\pi + \phi)/L_{\text{cav}} = \beta_m \) is satisfied again. A linear approximation in the tuning parameter and in the wavelength differences

\[
\beta(p, \tilde{\lambda}_m) \approx \beta(0, \lambda_m) + p \frac{\partial \beta}{\partial p} \bigg|_{0, \lambda_m} + (\tilde{\lambda}_m - \lambda_m) \frac{\partial \beta}{\partial \lambda} \bigg|_{0, \lambda_m} \overset{!}{=} \beta_m
\]

leads to an expression for the shift in the wavelength \( \Delta_p \lambda_m = \tilde{\lambda}_m - \lambda_m \) that is affected by the tuning mechanism

\[
\Delta_p \lambda_m = -p \left( \frac{\partial \beta}{\partial p} \right) \left( \frac{\partial \beta}{\partial \lambda} \right)^{-1} \bigg|_{0, \lambda_m},
\]

which on simplification by using Equation (1.19) leads to

\[
\Delta_p \lambda_m = p \frac{\partial \beta}{\partial p} \frac{\lambda_m^2}{\beta_m} \quad \text{or} \quad \Delta_p \lambda_m = p \frac{\partial \beta}{\partial \lambda} \frac{\lambda_m^2}{2\pi n_{\text{eff},m}},
\]

i.e. the wavelength shift compensates the change in the cavity mode propagation constant due to a nonzero perturbation strength \( p \). Note that the wavelength shift does not depend on the length of the cavity. If available, the effective group index \( n_{\text{eff},g} \) according to Equation (1.12) can replace the effective index \( n_{\text{eff}} \) in Equation (1.21).

We are specifically interested in tuning effected by the change of the cavity core permittivity (i.e. refractive index). For further details about this, see Section 2.5 and Section 4.6.
1.5 Existing approaches for modeling of circular micro-resonators

From the abstract resonator theory discussed in Section 1.4, it is clear that the spectral response of the microresonators depends on the propagation of electromagnetic fields along the cavity, and the coupling between the cavity and the straight waveguides. In turn, these quantities are influenced by the geometrical parameters like the size of the cavity, the gap widths between the cavity and the straight waveguides, and by material parameters like refractive indices. Several analytical, parametrical, pure numerical, and mixed analytical-numerical models have been proposed for the analysis of these structures.

Proper understanding of the propagation of electromagnetic fields along the cavity is very important, because the behavior of these fields is mainly responsible for the resonances in the spectral response. This is systematically explained by a time domain model of isolated (circular) cavities in terms of integer valued angular mode number and complex valued eigenfrequencies [39, 40, 41]. But in case of the present resonators, the cavity is coupled to the external straight waveguides. These waveguides are usually modeled in terms of given real valued frequency [42, 43]. Thus, to study a cavity coupled to straight waveguides, a complex eigenfrequency model of (isolated) cavities is not the most suitable choice. Problems for the description of the coupling arise from the radially growing field solutions of the time domain cavity modes [39, 40]. Nevertheless, attempts are made to study analytically the above coupling by combining a complex eigenfrequency model of the cavities with a real valued frequency model of the straight waveguides [41, 44].

To avoid such juggling of viewpoints, either parametrical or ab initio frequency domain models are used. While very few studies exist about ab initio models, parametrical models, such as discussed in Section 1.4, are quite popular, e.g. see [33, 45, 46, 47]. Treating the (complex valued) cavity mode propagation constants and the coupler scattering matrices (which parameterize the interaction between the cavity and the straight waveguide in terms of coupling coefficients) as free parameters, one can qualitatively analyze the effects of the above parameters on the spectral response. Under simplifying assumptions of a lossless coupler and unidirectional monomode wave propagation, universal relations for the coupling of optical power between a cavity ring and one bus waveguide are derived in [48]. In Ref. [38] a detailed procedure of fitting these free parameters in the ring-resonator model to experimental measurements is outlined. But when it comes to the design
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3 Other factors like anisotropy, material attenuation, side wall roughness play a role in real devices, but these are out of scope of the present work.
of microresonators, one must know how to determine systematically these free parameters, given the geometrical and material properties of the device.

The coupling between a circular cavity and a straight waveguide has been modeled with phenomenologically derived expressions for the coupling coefficient [22], with integral equations based on Green’s functions [49], and with different versions of coupled mode theory. Coupled mode theory [50, 51, 52] proved to be a quite useful tool for the analysis of the interaction between straight waveguides. Motivated by this success, in Ref. [44] space dependent coupled mode theory has been used to model the coupling between a curved waveguide and a straight waveguide. That approach is based on a complex eigenfrequency model of the cavities. Also the coupled mode equations are derived phenomenologically. As another variant, time dependent coupled mode theory was also attempted [22, 53].

Concerning the modeling of three dimensional microresonators, by using the effective index method certain 3-D settings can be reduced to 2-D, which are then analyzed by means of phenomenologically derived expressions for the coupling coefficients [33] or by conformal mapping method [54].

Apart from the above analytical and parametrical methods, pure numerical methods like Finite Difference Time Domain (FDTD) [55, 56] are also used for the simulation of microresonators. In Ref. [57] a finite difference based Helmholtz solver is used to compute the spectral response of 2-D microdisk resonators. Even for the 2-D setting, pure numerical methods turn out to be time consuming, and these become prohibitively time consuming in case of the 3-D setting. These numerical models are generally reserved for benchmarking of the results obtained with other techniques, not for practical design work.

Finally one should emphasize that specific 2-D configurations can be treated in an accurate and highly efficient analytical way in terms of integral equations [58]. This concerns eigenvalue [59, 60] and scattering problems [61, 62] for micro-ring and disk cavities with regular deformations, in the vicinity of one straight dielectric waveguide or half-block. Unfortunately, the extension to 3-D appears to be far from obvious.

1.6 Scope of the thesis

With the growing importance of microresonators for a variety of applications, it becomes necessary to devise a model which is directly interpretable in physical terms, and which is essentially free of any fit parameters. Moreover, the numerical implementation should not be computationally time consuming and resource
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intensive. These are the desirable features for a microresonator model from the viewpoint of device design and interpretation of experimental results.

The present work remains in the scope of classical optics, on the basis of the Maxwell equations. Referring to the classification of resonator types given in [53], in this thesis we treat the circular microcavities as traveling wave resonators in the framework of a pure frequency domain description. For modeling purposes, we adopt the functional decomposition as outlined by the “standard model” in Section 1.4. The advantage of such a decomposition is that the analysis of microresonators reduces to the modeling of straight waveguides and bent waveguides, and the modeling of bent-straight waveguide couplers. Out of this, models for straight waveguides are quite well established, and sophisticated numerical tools for their analysis exist already.

The decomposition approach of the “standard model” is well known in the literature [35, 46, 47], where it is typically presented as a parametrical model. For qualitative study of the spectral response of microresonators, such a parametrical model is sufficient. But from the design point of view, it is rather inadequate. The numerical implementation of such model requires the propagation constants of the cavity segment modes, and the coupling coefficients of the bent-straight waveguide couplers.

The real valued frequency domain model of the wave propagation along bent waveguides or curved interfaces (i.e. cavity segments) is well known [10, 63, 64]. For recent work on this topic, see Refs. [65, 66, 67, 68]. But due to the difficulties associated with complex order Bessel functions, this approach is hardly ever pursued in detail. Important issues like computing bend modes and their propagation constants (especially for very small bent radii), or the mode normalization still require proper attention.

To some degree, the time domain and the frequency domain viewpoints for propagation of the cavity modes are equivalent, and results obtained with one model can be interpreted in the framework of the other model [40, 44]. But this switching of viewpoints is not straightforward, and it leads to a few rather obscure issues like the nature of cavity fields at infinity, or the issue of “phase matching” for the coupling between the cavity fields and the straight waveguide fields. As commented in Section 1.5, a model of bent-straight waveguide couplers is lacking, which is consistent in terms of physical notions and based on rigorous mathematical concepts.

A major part of the work presented in this thesis is centered around topics re-
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4For the present work, we use 2-D straight waveguide mode solver by Dr. Manfred Hammer. See www.math.utwente.nl/hammer/Metric/ for further details.
lated to the wave propagation along curved interfaces. We establish a model for bent-straight waveguide couplers with a sound mathematical foundation, that is consistent with the physical notions. We derive the governing equations from first principles. Going beyond the mere abstract theoretical model, another objective of this work is the reliable and efficient numerical implementation of the approach. We will also address this issue in the present work.

To investigate feasibility and scope of the above approach, in this thesis we restrict ourself to the modeling of 2-D microresonators. Naturally, we discuss only horizontally coupled devices. The theory, however, has been formulated such that an extension to the 3-D setting (including the vertically coupled case) can follow the same line of arguments [69].

1.7 Outline of the thesis

This thesis is based on our contributions to the project NAIS concerning the modeling and simulation of microresonators as tunable wavelength filters. Here we investigate a frequency domain spatial coupled mode theory based model of 2-D circular integrated optical microresonators. The formulation requires the propagation constants of the cavity segment (bent waveguide) modes and the scattering matrices of the bent-straight waveguide couplers. The former quantities characterize the wave propagation along the cavity segments, and the latter quantities characterize the response of the couplers. We proceed as follows:

- Chapter 2 explores the classical frequency domain model of the wave propagation along curved interfaces. We implemented routines for complex order Bessel functions, which allow to compute the bend modes and their propagation constants, and also to visualize the bend field propagation.

- Chapter 3 presents a parameter-free spatial coupled mode theory model of bent-straight waveguide couplers derived from variational principles. With access to the analytical bent waveguide modes, we could implement the above model, and investigate it systematically.

- Chapter 4 describes in detail the 2-D model for circular microresonators, and explains how to evaluate effectively their spectral response. Tunability of microresonators is an essential feature from the application point of view. This chapter also describes how the effect of small changes of the cavity refractive index on the spectral response of the resonators can be estimated by perturbational expressions.

- Chapter 5 contains the conclusions of the present work and a brief outlook.
1.8 Publications

The work presented in this thesis has been accompanied by the following publications.


Chapter 2

Analytic approach to dielectric optical bent slab waveguides

A rigorous classical analytic model of confined optical wave propagation along 2-D bent slab waveguides and curved dielectric interfaces is investigated, based on a piecewise frequency domain ansatz for bend mode profiles in terms of Bessel and Hankel functions. This approach provides a clear picture of the behaviour of bend modes, concerning their decay for large radial arguments or effects of varying bend radius. Fast and accurate routines are required to evaluate Bessel functions with large complex orders and large arguments. Our implementation enabled detailed studies of bent waveguide properties, including higher order bend modes and whispering gallery modes, their interference patterns, and issues related to bend mode normalization and orthogonality properties. Also a perturbational expression is derived for the shift in the propagation constant due to changes in the core refractive index.

Parts of this chapter are adapted from:
Bent dielectric waveguides play an important role in photonic integrated circuits. Accurate evaluation of mode profiles, phase propagation constants, and of optical losses associated with the leaky wave propagation is the central task for theoretical modeling of the curved structures. The present work on this – rather old – topic is motivated by the recent interest in circular optical microresonator devices as building blocks for large-scale integrated optics [22, 31]. During our participation in a related European project [32], we experienced that certain notions about the properties of bend modes deserved clarification. This concerns e.g. the behaviour of the mode profiles for large radial coordinates, profile integrability, mode orthogonality, or a clear picture of propagation and interference of the bend modes.

A sound modal analysis of bent slabs becomes particularly relevant if the mode profiles are to be employed as basis fields for a description of integrated optical microresonators with circular, ring- or disk-shaped cavities. In a framework of coupled mode theory [33, 70, 44], an as far as possible analytic representation of the basic field profiles on a radially unbounded domain must be regarded as highly advantageous. This is provided by the approach of this chapter. Preliminary promising studies on CMT modeling of circular resonators are contained in [34, 71, 72]; further details follow in Chapters 3-4.

This chapter presents an analytical model of (2-D) bent waveguides. Using the uniform asymptotic expansions of Bessel/Hankel functions as provided in Ref. [73, 74], we found that with present standard computers it is not a problem to carry out the rigorous analytic evaluation of the problem. Details on the implementation of Bessel and Hankel functions are given in Section 2.3. See Refs. [67, 68, 75], for steps towards a 3-D generalization of the present 2-D model.

In Section 2.1 various methods for modeling of bent waveguides are briefly reviewed. Section 2.2 introduces the bend mode ansatz and outlines the analytic steps towards a solution. Remarks on bend mode normalization, on orthogonality properties of bend modes are added in Sections 2.2.1, 2.2.2. Section 2.4 summarizes the results of the analytic model for a series of bend configurations including higher order modes, and modes which are “effectively” guided by just one dielectric interface. Wherever benchmark results are available, the present analytical results are compared with them. In Section 2.5 a perturbational analysis of the effect of changes in the core refractive index on the propagation constants is carried out.

1Partly these notions originate from the use of a ray picture for the description of bent waveguides, or from approximate models in terms of “equivalent” leaky straight waveguide profiles. We will avoid these viewpoints in the present work.
2.1 Existing approaches for modeling of bent waveguides

Initial frequency domain models of optical bent waveguides can be found in Ref. [10, 63]. Since then, various different techniques were applied to the task. In Refs. [76, 77] a method for the calculation of bend mode losses is presented, based on ray path notions from geometrical optics. By conformal mapping [78, 79], the bent waveguide problem can be transformed into equations for a (leaky) straight waveguide. In Ref. [80] conformal mapping with perfectly matched layer (PML) boundary conditions is used to analyze bent waveguides. In a perturbational approach [81] the curvature is treated as a perturbation of a straight waveguide, and the bent waveguide modes are expressed in terms of straight waveguide fields. Other techniques of a more analytical character (e.g. WKB approximations [82], a transfer matrix approach [83]), or of a numerical nature (e.g. beam propagation [84], the method of lines [85], finite difference [86] or finite element discretizations [87]) are applied as well.

The pure analytic approach for modeling of optical bent slab waveguides is quite well known [10, 63, 64, 65, 66, 88, 43], though apparently hardly ever evaluated rigorously, especially for bent waveguides with small radii. When trying to do so, a major obstacle is encountered in the form of the necessity to compute Bessel functions of large complex order and large argument; we experienced that efficient facilities for these function evaluations are not provided by the standard numerical libraries. To overcome that hindrance, most authors resorted to approximations of the problem, such that reliable results for bent slab waveguides, e.g. for the purpose of a bend mode solver benchmark, still seem to be rare.

Alternatively, one can consider time-domain resonances that are supported by full circular cavities. In that viewpoint, the field solutions are parameterized by an integer azimuthal index; the frequency takes the role of a complex valued eigenvalue. Any difficulties with the complex order Bessel functions are avoided in that way, and the values for frequencies and propagation constants can be largely translated between the two viewpoints [39]. However, the field solutions obtained in the latter way are not directly useful for applications, where one is interested in pieces of bent waveguides only. Also, for a microresonator model that combines modal solutions for bent and straight waveguides by means of coupled mode theory integrals, the fixed-frequency bend mode profiles as discussed in this chapter are required.

The present discussion is concerned with a frequency domain model, where the (real valued) frequency or vacuum wavelength is regarded as a given parameter, and one is interested in solutions of the Maxwell equations for wave propagation along angular segments of the curved structures, that are characterized by a complex valued propagation constant.
2.2 Bent waveguide model

Consider a bent slab waveguide with the $y$-axis as the axis of symmetry as shown in Figure 2.1. We assume that the material properties and the fields do not vary in the $y$-direction. Being specified by the radially dependent refractive index $n(r)$ (here $n$ is piecewise constant), the waveguide can be seen as a structure that is homogeneous along the angular coordinate $\theta$. Hence one chooses an ansatz for the bend modes with pure exponential dependence on the azimuthal angle, where the angular mode number is commonly written as a product $\gamma R$ with a reasonably defined bend radius $R$, such that $\gamma$ can be interpreted as a propagation constant.

![Figure 2.1: A bent slab waveguide. The core of thickness $d$ and refractive index $n_f$ is embedded between an interior medium ("substrate") with refractive index $n_s$ and an exterior medium ("cladding") with refractive index $n_c$. The distance between the origin and the outer rim of the bend defines the bend radius $R$.](image)

In the cylindrical coordinate system $(r, y, \theta)$, the functional form (in the usual complex notation) of the propagating electric field $E$ and the magnetic field $H$ reads

$$
E(r, \theta, t) = (\tilde{E}_r, \tilde{E}_y, \tilde{E}_\theta)(r) e^{i(\omega t - \gamma R \theta)}, \\
H(r, \theta, t) = (\tilde{H}_r, \tilde{H}_y, \tilde{H}_\theta)(r) e^{i(\omega t - \gamma R \theta)}, 
$$

(2.1)

where the $\sim$ symbol indicates the mode profile, $\gamma$ is the propagation constant of the bend mode, and $\omega$ is the angular frequency corresponding to vacuum wavelength $\lambda$. Since an electromagnetic field propagating through a bent waveguide loses energy due to radiation [88], $\gamma$ is complex valued, denoted as $\gamma = \beta - i\alpha$, where $\beta$ and $\alpha$ are the real valued phase propagation and attenuation constants.

Note that the angular behaviour of the field (2.1) is determined by the product...
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\( \gamma R \), where the definition of \( R \) is entirely arbitrary. Given a bend mode, the values assigned to the propagation constant \( \gamma \) change, if the same physical solution is described by using different definitions of the bend radius \( R \). We will add a few more comments on this issue in Section 2.4. The definition of the bend radius \( R \) as the radial position of the outer interface of the core layer is still applicable in case the guiding is effected by a single dielectric interface only, i.e. for the description of whispering gallery modes (see Section 2.4.5). Hence, for this paper we stick to the definition of \( R \) as introduced in Figure 2.1.

If the ansatz (2.1) is inserted into the Maxwell equations, one obtains the two separate sets of equations

\[
\begin{align*}
\frac{\gamma R}{r} \tilde{E}_y &= -\mu_0 \omega \tilde{H}_r, \\
\frac{\partial \tilde{E}_y}{\partial r} &= -i\mu_0 \omega \tilde{H}_\theta, \\
\frac{1}{r} \frac{\partial r \tilde{H}_\theta}{\partial r} + i \frac{\gamma R}{r} \tilde{H}_r &= -i\epsilon_0 \epsilon \omega \tilde{E}_y
\end{align*}
\]

and

\[
\begin{align*}
\frac{\gamma R}{r} \tilde{H}_y &= \epsilon_0 \epsilon \omega \tilde{E}_r, \\
\frac{\partial \tilde{H}_y}{\partial r} &= i\epsilon_0 \epsilon \omega \tilde{E}_\theta, \\
\frac{1}{r} \frac{\partial r \tilde{E}_\theta}{\partial r} + i \frac{\gamma R}{r} \tilde{E}_r &= i\mu_0 \omega \tilde{H}_y
\end{align*}
\]

with vacuum permittivity \( \epsilon_0 \), vacuum permeability \( \mu_0 \), and the relative permittivity \( \epsilon = n^2 \).

For transverse electric (TE) waves the only nonzero components are \( \tilde{E}_y, \tilde{H}_r \) and \( \tilde{H}_\theta \), which are expressed in terms of \( \tilde{E}_y \), while for transverse magnetic (TM) waves the only nonzero components are \( \tilde{H}_y, \tilde{E}_r \) and \( \tilde{E}_\theta \), which are given by \( \tilde{H}_y \). Within radial intervals with constant refractive index \( n \), the basic electric and magnetic components are governed by a Bessel equation with complex order \( \gamma R \),

\[
\frac{\partial^2 \phi}{\partial r^2} + \frac{1}{r} \frac{\partial \phi}{\partial r} + \left( n^2 k^2 - \frac{\gamma^2 R^2}{r^2} \right) \phi = 0
\]

for \( \phi = \tilde{E}_y \) or \( \phi = \tilde{H}_y \), where \( k = 2\pi/\lambda \) is the (given, real) vacuum wavenumber. For TE modes, the interface conditions require continuity of \( \tilde{E}_y \) and of \( \partial_r \tilde{E}_y \) across the dielectric interfaces. For TM modes, continuity of \( \tilde{H}_y \) and of \( \epsilon^{-1} \partial_r \tilde{H}_y \) across the interfaces is required.
Eq. (2.4), together with the interface conditions and suitable boundary conditions for \( r \to 0 \) and \( r \to \infty \), represents an eigenvalue problem with the bend mode profiles \( \phi \) as eigenfunctions, and the propagation constants \( \gamma \) or angular mode numbers \( \nu = \gamma R \) as eigenvalues. The equation is solved piecewise in the regions with constant refractive index. While the procedure is in principle applicable for arbitrary multilayer bent waveguides, for the sake of brevity we discuss here the three layer configuration as introduced in Figure 2.1.

The general solution of Eq. (2.4) is a linear combination of the Bessel functions of the first kind \( J \) and of the second kind \( Y \). This representation is applicable to the core region. Since \( Y \) tends to \( \frac{1}{2} \) if \( r \to 0 \), for the boundedness of the electric/magnetic field at the origin one selects only the Bessel function of the first kind \( J \) for the interior region. In the outer region, we are looking for a complex superposition of \( J \) and \( Y \) that represents outgoing waves. Such a solution can be given in terms of the Hankel functions of the first kind \( H^{(1)} \) or of the second kind \( H^{(2)} \). Using the asymptotic expansions of these functions \([73, \text{chap. 9, Eq. (9.2.3), Eq. (9.2.4)}]\)

\[
H^{(1)}_\nu(nkr) \sim \sqrt{\frac{2}{\pi nkr}} e^{i(nkr - \nu \pi/2 - \pi/4)}, \\
H^{(2)}_\nu(nkr) \sim \sqrt{\frac{2}{\pi nkr}} e^{-i(nkr - \nu \pi/2 - \pi/4)},
\]

and taking into account the harmonic time dependence \( \exp(i\omega t) \) (with positive frequency), one observes that \( H^{(1)} \) represents incoming waves, while outgoing waves are given by \( H^{(2)} \). Thus the piecewise ansatz for the basic components of the electric/magnetic bent mode profile is

\[
\phi(r) = \begin{cases} 
A_J J_\nu(n_s kr), & \text{if } 0 \leq r \leq R^-, \\
A_J J_\nu(n_l kr) + B_l Y_\nu(n_l kr), & \text{if } R^- \leq r \leq R^+, \\
A_c H^{(2)}_\nu(n_c kr), & \text{for } r \geq R^+,
\end{cases}
\]

where \( R^- = R - d, \ R^+ = R \), and where \( A_s, A_l, B_l \) and \( A_c \) are so far unknown constants.

The polarization dependent interface conditions lead to a homogeneous system of linear equations for \( A_s, A_l, B_l \) and \( A_c \). The condition for a nontrivial solution can be given the form

\[
\frac{J_\nu(n_l kR^-)}{J_\nu(n_s kR^-)} - q_s \frac{J'_\nu(n_l kR^-)}{J'_\nu(n_s kR^-)} = \frac{J_\nu(n_l kR^+)}{H^{(2)}_\nu(n_c kR^+)} - q_c \frac{J'_\nu(n_l kR^+)}{H^{(2)}_\nu(n_c kR^+)}
\]

and

\[
\frac{Y_\nu(n_l kR^-)}{J_\nu(n_s kR^-)} - q_s \frac{Y'_\nu(n_l kR^-)}{J'_\nu(n_s kR^-)} = \frac{Y_\nu(n_l kR^+)}{H^{(2)}_\nu(n_c kR^+)} - q_c \frac{Y'_\nu(n_l kR^+)}{H^{(2)}_\nu(n_c kR^+)}.
\]
with \( q_j = n_l/n_j \) for TE polarization, and with \( q_j = n_j/n_l \) for TM polarized fields, for \( j = s, c \). Eq. (2.7) is the dispersion equation for the three layer bent slab waveguide. For given frequency \( \omega \), this equation is to be solved for the propagation constants \( \gamma = \nu / R \).

For the numerical implementation, Eq. (2.7) is rearranged as

\[
T_1 \cdot T_2 = T_3 \cdot T_4, \tag{2.8}
\]

where

\[
\begin{align*}
T_1 &= J_{\nu}(n_l k R^-) J'_{\nu}(n_s k R^-) - q_s J_{\nu}(n_s k R^-) J'_{\nu}(n_l k R^-), \\
T_2 &= Y_{\nu}(n_l k R^+) H_{\nu}^{(2)}(n_s k R^+) - q_c H_{\nu}^{(2)}(n_c k R^+) Y'_{\nu}(n_l k R^+), \\
T_3 &= Y_{\nu}(n_l k R^-) J_{\nu}(n_s k R^-) - q_s J_{\nu}(n_s k R^-) Y'_{\nu}(n_l k R^-), \\
T_4 &= J_{\nu}(n_l k R^+) H_{\nu}^{(2)}(n_c k R^+) - q_c H_{\nu}^{(2)}(n_c k R^+) J'_{\nu}(n_l k R^+). 
\end{align*}
\]

In contrast to common notions about leaky modes, the fields obtained by the ansatz (2.6) do not diverge for large radial coordinate \( r \). The asymptotic expansion (2.5) predicts a decay \( \sim 1/\sqrt{r} \). No difficulties related to ‘large’ terms are to be expected for the numerical evaluation of Eq. (2.8). Moreover, as shown below, with the squared mode profile being accompanied by a factor \( r^{-1} \) in the relevant expression, the bend modes can even be normalized with respect to the azimuthal mode power.

### 2.2.1 Bend mode normalization

The power flow density associated with a bend mode is given by the time averaged Poynting vector \( S_{av} = \frac{1}{2} R (E \times H^*). \) The axial component \( S_{av,y} \) vanishes in the 2-D setting; for TE waves the radial and azimuthal components evaluate to

\[
\begin{align*}
S_{av,r} &= \frac{-1}{2\mu_0 \omega} R \left| E_y \right|^2 \left( \frac{\partial E^*_y}{\partial r} \right) e^{-2\alpha R \theta}, \\
S_{av,\theta} &= \frac{\beta}{2\mu_0 \omega} R \left| E_y \right|^2 e^{-2\alpha R \theta}, \tag{2.9}
\end{align*}
\]

\(^2\)In an alternative approach, where one looks at time domain resonances of circular cavities, a similar procedure as outlined here [44, 39] leads to precisely the same equation (cf. the remarks in the introduction). In that case, Eq. (2.7) is to be solved for complex valued resonance frequencies \( \omega \), for given integer azimuthal mode numbers \( \nu \).
and for TM polarization one obtains

\[ S_{av,\theta} = \frac{\beta}{2\epsilon_0\omega} R^2 |H_y| R e^{-2\alpha R \theta} \]

The total optical power transported by the mode in the angular direction is given by

\[ P(\theta) = \int_0^\infty S_{av,\theta} \, dr \]

Somewhat surprisingly, this expression can be considerably simplified by using the following formula [89, Section 11.2, Eq. 5],

\[ \int C_\mu(kx) D_\nu(kx) \frac{dx}{x} = \frac{kx}{\mu^2 - \nu^2} \left\{ C_\mu(kx) D_{\nu+1}(kx) - C_{\nu+1}(kx) D_\nu(kx) \right\} + \frac{C_\mu(kx) D_\nu(kx)}{\mu + \nu} \]

where \( C_\mu, D_\nu \) are any cylindrical functions (i.e. functions which are linear combinations of \( J_\mu \) and \( Y_\mu \), or of \( J_\nu \) and \( Y_\nu \), respectively). Observing that for a valid mode profile the pieces of the ansatz (2.6) satisfy the polarization dependent continuity conditions at the dielectric interfaces, application of Eq. (2.11) and of several standard identities for Bessel functions leads to exact cancellation of the boundary terms that arise in the piecewise integration, with the exception of the limit term for \( r \to \infty \). In that regime the mode profile is represented by the asymptotic form (2.5) of the relevant Hankel functions, such that one arrives at the two expressions

\[ P(\theta) = \frac{|A_c|^2}{2\mu_0\omega^2 R \pi} e^{\alpha R(\pi - 2\theta)} \] (TE),

\[ P(\theta) = \frac{|A_c|^2}{2\epsilon_0\omega^2 R \pi} e^{\alpha R(\pi - 2\theta)} \] (TM),

for the modal power of TE and TM polarized modes, respectively. For certain well guided modes with extremely low losses, i.e. \( \alpha \approx 0 \), Eqs. (2.12) are not suitable for direct use. In this case, we compute the modal power by numerical integration of \( P(\theta) = \int_0^\infty S_{av,\theta} \, dr \) over a suitably chosen radial interval. All mode profiles shown in Section 2.4 are power normalized with respect to these expressions (evaluated at \( \theta = 0 \)).

Alternatively, Eqs. (2.12) can be derived in a way quite analogous to what follows in Section 2.2.2. Upon integrating the vanishing divergence of the Poynting vector

\[ \nabla \cdot (\mathbf{E} \times \mathbf{H}^* + \mathbf{E}^* \times \mathbf{H}) = 0 \]

for a modal solution \( (\mathbf{E}, \mathbf{H}) \) over a differential angular segment in the domain of polar coordinates, by means of Gauss’ theorem
one relates the angular decay of modal power to the outflow of optical power in the radial direction. The limit of that flow for large radial coordinates exists and can be evaluated by again using the asymptotic form (2.5) of the mode profile, leading to expressions (2.12) for the modal power.

By considering the above expressions for large bend radii, one might wonder whether these may lead to a scheme for the normalization of nonguided modal solutions associated with straight waveguides e.g. as given in [90] in terms of plane wave superpositions. Examination of Eq. (2.12) with the help of Eq. (2.25), however shows that the expression (2.12) for the modal power is not applicable in the limit $R \to \infty$. Hence in this respect, there is no direct correspondence between the present bend modes supported by structures with low curvature and radiative modes of similar straight waveguides.

### 2.2.2 Orthogonality of bend modes

If the bend mode profiles are employed as basis elements for an expansion of a general optical field in the bend structure, the orthogonality properties of these modes become relevant: Projecting on the basis modes allows to relate the modal amplitudes to the given arbitrary field. As a consequence of the leaky nature of the complex bend modes, the orthogonality relations involve nonconjugate versions of the field profiles.

Let $(E_p, H_p)$ and $(E_q, H_q)$ be the electromagnetic fields (2.1) of bend modes with propagation constants $\gamma_p$ and $\gamma_q$, respectively, that are supported by the same bent waveguide. We start with the identity

$$\nabla \cdot (E_p \times H_q - E_q \times H_p) = 0,$$

(2.13)

which is a straightforward consequence of the Maxwell equations.

Consider the integral of Eq. (2.13) over an angular segment $\Omega = [0, \bar{r}] \times [\theta, \theta + \Delta \theta]$ in the waveguide plane, specified by intervals of the polar coordinates:

$$\int_{\Omega} \nabla \cdot A \, dS = 0, \quad \text{with} \quad A = (A_r, A_y, A_\theta) = E_p \times H_q - E_q \times H_p. \quad (2.14)$$

After simplification of Eq. (2.14) by means of the Gauss theorem and a Taylor series expansion around $\theta$, for small, nonzero $\Delta \theta$ one obtains

$$i(\gamma_p + \gamma_q)R \int_{0}^{\bar{r}} A_\theta(r, \theta) \, dr = \bar{r}A_r(\bar{r}, \theta). \quad (2.15)$$

---

1An approximate orthogonality relation involving complex conjugates of one of the mode profiles is derived in Ref. [91], valid in the limit of large bend radius (i.e. for almost straight waveguides).
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In order to evaluate the limit \( r \to \infty \) of the right hand side, \( rA_r \) is expressed in terms of the basic mode profile components \( E_y \) and \( H_y \), with the help of Eqs. (2.2, 2.3):

\[
rA_r = \frac{i}{\mu_0 \omega} r (E_{p,y} \partial_r E_{q,y} - E_{q,y} \partial_r E_{p,y}) + \frac{i}{\epsilon_0 \epsilon_r \omega} r (H_{p,y} \partial_r H_{q,y} - H_{q,y} \partial_r H_{p,y}) .
\]

(2.16)

Here \( \epsilon_r = n_c^2 \) is the permittivity in the exterior region of the bend (constant for large radii). In this region, the basic components \( \phi_p = E_{p,y} \) or \( \phi_p = H_{p,y} \) of modal solutions (2.6) are given by Hankel functions of second kind i.e. \( \phi_p(r) = A_{c,p} H^{(2)}_{\nu}(n_c k r) \), which, for large radial coordinate, assume the asymptotic forms

\[
\phi_p(r) \sim A_{c,p} \sqrt{\frac{2}{\pi n_c k r^2}} e^{-i(n_c k r - \gamma_p R \pi/2 - \pi/4)} ,
\]

\[
\partial_r \phi_p(r) \sim \left( -\frac{1}{2r} - in_c k \right) \phi_p(r) .
\]

(2.17)

By using these expressions, the limits \( r \to \infty \) of the individual parts of Eq. (2.16) can be shown to vanish

\[
\lim_{r \to \infty} [r(\phi_p \partial_r \phi_q - \phi_q \partial_r \phi_p)] = 0 .
\]

(2.18)

This leads to the identity

\[
(\gamma_p + \gamma_q) \int_0^\infty \mathbf{a}_\theta \cdot (E_p \times H_q - E_q \times H_p) \, dr = 0 ,
\]

(2.19)

where \( \mathbf{a}_\theta \) is the unit vector in the azimuthal (\( \theta \)) direction.

After inspecting Eqs. (2.2, 2.3), one readily sees that the fields \((E_{\hat{p}}, H_{\hat{p}})\) and the propagation constant \( \gamma_{\hat{p}} \) with

\[
\gamma_{\hat{p}} = -\gamma_p ,
\]

\[
E_{\hat{p},r} = E_{p,r} , E_{\hat{p},y} = E_{p,y} , E_{\hat{p},\theta} = -E_{p,\theta} ,
\]

\[
H_{\hat{p},r} = -H_{p,r} , H_{\hat{p},y} = -H_{p,y} , H_{\hat{p},\theta} = H_{p,\theta}
\]

(2.20)

describe a valid modal solution of the bend problem. By writing out the expression (2.19) for the quantities with indices \( \hat{p} \) and \( q \), by applying the transformation (2.20), and by observing that \( \mathbf{a}_\theta \cdot (E_{\hat{p}} \times H_q - E_q \times H_{\hat{p}}) = \mathbf{a}_\theta \cdot (E_p \times H_q + E_q \times H_p) \), Eq. (2.19) can be given the form

\[
(\gamma_p - \gamma_q) \int_0^\infty \mathbf{a}_\theta \cdot (E_p \times H_q + E_q \times H_p) \, dr = 0 .
\]

(2.21)
Motivated by the result \((2.21)\), we define the following symmetric, complex valued product of two (integrable) electromagnetic fields \((E_1, H_1)\) and \((E_2, H_2)\), given in the polar coordinate system of the bend structure:

\[
(E_1, H_1; E_2, H_2) = \int_0^\infty a_\theta \cdot (E_1 \times H_2 + E_2 \times H_1) \, dr = \int_0^\infty (E_{1,r}H_{2,y} - E_{1,y}H_{2,r} + E_{2,r}H_{1,y} - E_{2,y}H_{1,r}) \, dr. \tag{2.22}
\]

Obviously, the integrand vanishes if fields of different (2-D) polarizations are inserted, i.e. TE and TM bend modes are orthogonal with respect to \((2.22)\). One easily checks that the product is also zero, if the forward and backward versions (two fields with their components related by the transformation \((2.20)\)) of a bend mode are inserted. Finally, according to Eq. \((2.21)\), two nondegenerate bend modes with propagation constants \(\gamma_p \neq \gamma_q\) that are supported by the same bend structure are orthogonal with respect to the product \((2.22)\). These formal statements hold for pairs of the fields \((2.1)\) with the full space and time dependence, for the expressions excluding the time dependence, as well as for pairs of pure mode profiles that depend on the radial coordinate only.

Assuming that for a given bend configuration a discrete, indexed set of nondegenerate modal fields \((E_p, H_p)\) with (pairwise different) propagation constants \(\gamma_p\) is considered, the orthogonality properties can be stated in the more compact form

\[
(E_p, H_p; E_q, H_q) = \delta_{p,q} N_p, \tag{2.23}
\]

with

\[
N_p = 2 \int_0^\infty a_\theta \cdot (E_p \times H_p) \, dr = 2 \int_0^\infty (E_{p,r}H_{p,y} - E_{p,y}H_{p,r}) \, dr,
\]

and \(\delta_{p,q} = 0\) for \(p \neq q\), \(\delta_{p,p} = 1\). For mode sets of uniform polarization and uniform direction of propagation, it can be convenient to write the orthogonality properties in terms of the basic mode profile components \(\phi = E_y\) (TE) or \(\phi = H_y\) (TM). This leads to the relations

\[
\int_0^\infty \zeta \frac{\phi_p \phi_q}{r} \, dr = \delta_{p,q} P_p, \quad \text{with} \quad P_p = \int_0^\infty \zeta \frac{\phi_p^2}{r} \, dr, \tag{2.24}
\]

\(\zeta = 1\) for TE, and \(\zeta = 1/\epsilon(r)\) for TM polarization, which differ from the corresponding familiar expressions for straight dielectric slab waveguides by the appearance of the inverse radial coordinate \(r\) only. According to Eq. \((2.17)\), \(P_p\) is

\[\text{Cf. the standard variants of orthogonality relations for straight dielectric waveguides made of attenuating materials, as introduced e.g. in Ref. [43].}\]
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obviously bounded. Note, however, that here \( N_p \) and \( P_p \) are complex valued quantities.

An alternative derivation of Eq. (2.24) starts with the eigenvalue equation (2.4), written out for two different modal solutions. Each equation is multiplied by the other mode profile, one subtracts the results, and integrates over the radial axis. This leads to an equation with the difference of the squared propagation constants times the integral of Eq. (2.24) on one side, and with a limit as in Eq. (2.16) on the other. Then the reasoning of Eqs. (2.17, 2.18) can be applied to obtain the desired result. All sets of bend mode profiles shown in the following sections satisfy the relations (2.23) or (2.24), respectively, up to the accuracy that can be expected from the computational procedures.

### 2.3 Remarks on the numerical implementation

The solution of Eq. (2.7) requires the evaluation of Bessel and Hankel functions of complex order, where typically values of \( \nu = \gamma R \) in intervals \( \Re(\nu) \in [10^1, 10^4] \) and \( \Im(\nu) \in [-10^{-1}, -10^{-12}] \) and arguments \( nkr \) up to \( 10^5 \) are encountered. The relevant Bessel functions are well behaved for the above values of order and argument; in particular, no terms with numerically harmful growth appear. We found that subroutines for complex order Bessel functions are not included in standard numerical libraries. MATLAB includes routines for these functions with complex argument with real order. MAPLE has built in procedures for complex argument and complex order, but they turn out to be prohibitively slow for large orders. Therefore we had to resort to own implementations.

The implemented procedures are based on “uniform asymptotic expansions” of Bessel functions and their derivatives in terms of Airy functions [73, 74]. More specifically, Eqs. (9.3.35), (9.3.36), (9.3.43), (9.3.44) from Ref. [73] were encoded, restricted to the first two terms of the summations, which we observed to be sufficient for the present examples. Hankel functions are computed as linear combination of Bessel functions. These expansions are not applicable in a regime where the order is close to the argument of the cylindrical functions. Fortunately we are interested here in configurations that involve complex orders (\( \gamma R \)) with negative imaginary parts (\( -\alpha \)), and real arguments (\( nkr \)). While cases with approximate equality of order and argument could in principle occur for bend modes with extremely low loss (see e.g. bent waveguide configurations in Section 4.4.3.), by assigning a negligible small value to imaginary part of the argument, we circumvent any numerical
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Problems associated with this transition region. Otherwise, supplementary routines (see e.g. [74]) would have to be incorporated that cover that region of parameters.

Routines for Airy functions with complex arguments according to Ref. [92] were adopted. The procedures concerning the bent modes, as well as all parts of resonators model discussed in Chapters [3][4] were encoded with C++ programming language. Since the Airy function routines were available in FORTRAN 77, this choice lead to using FORTRAN 77 code within the C++ code. By comparison with the numerical values obtained with MAPLE, and also by validating the relations that held for the Wronskians of these functions (see Ref. [73], Eqs. (9.1.15), (9.1.16), (9.1.17)), the performance of the implemented routines for the desired range of orders and arguments is assessed.

Two techniques were implemented to find the roots $\nu$ of Eq. (2.7) in the complex plane. As a heuristic search procedure, a suitably selected region of the complex plane is divided into a number of rectangles, the lower left and upper right corner points of which are then supplied as initial guesses to a root finding routine based on the secant method. Repeated roots are rejected, the remaining unique roots are sorted in descending order of their imaginary part $-\alpha$. By refining the subdivision into rectangles, it can be ascertained with reasonable robustness that all the roots in the given region are captured.

Alternatively, a root tracking procedure can be implemented to solve the dispersion equation. Starting with the propagation constants of straight waveguides with a refractive index profile cross section equal to that of the given bent waveguide, a series of bends with decreasing radius are considered, with the roots found for each configuration used as initial guesses for the subsequent one. In this way, the bend propagation constants are followed in the complex plane.

2.4 Simulation results

As solutions of the eigenvalue problem (2.7), the bend mode solver yields complex propagation constants and mode profiles in terms of Eq. (2.6). Examples for different bend structures are discussed in this section.

Modes of different orders are indexed by counting the local minima in the absolute value of the principal electric (TE) or magnetic (TM) component of the mode profile.
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2.4.1 Propagation constants

For purposes of validating our implementation we start with a comparison of phase propagation constants and attenuation levels. Tables 2.1 and 2.2 list values for angular mode numbers obtained with the present mode solver for two bend configurations adopted from Ref. [43], together with reference data from that source. We found an excellent overall agreement, for both the configurations with higher (Table 2.1) and lower refractive index contrast (Table 2.2).

<table>
<thead>
<tr>
<th>$R$ [µm]</th>
<th>$\nu = \gamma/R'$, Ref. [43]</th>
<th>$\nu = \gamma R$, present</th>
</tr>
</thead>
<tbody>
<tr>
<td>50.5</td>
<td>$4.0189 \cdot 10^4 - i 17.9990 \cdot 10^{-2}$</td>
<td>$4.0189 \cdot 10^4 - i 17.9973 \cdot 10^{-2}$</td>
</tr>
<tr>
<td>100.5</td>
<td>$8.0278 \cdot 10^2 - (i 1.2856 \cdot 10^{-2})$</td>
<td>$8.0278 \cdot 10^2 - i 19.6032 \cdot 10^{-4}$</td>
</tr>
<tr>
<td>150.5</td>
<td>$1.2039 \cdot 10^3 - i 17.3948 \cdot 10^{-6}$</td>
<td>$1.2039 \cdot 10^3 - i 17.3914 \cdot 10^{-6}$</td>
</tr>
<tr>
<td>200.5</td>
<td>$1.6051 \cdot 10^3 - i 4.9106 \cdot 10^{-8}$</td>
<td>$1.6051 \cdot 10^3 - i 4.8976 \cdot 10^{-8}$</td>
</tr>
</tbody>
</table>

Table 2.1: $TE_0$ angular mode numbers $\nu$ for bent waveguides of different bend radius $R$ according to Figure 2.1, with $(n_s, n_f, n_c) = (1.6, 1.7, 1.6)$, $d = 1$ µm, for a vacuum wavelength $\lambda = 1.3$ µm. Second column: Results from Ref. [43].

<table>
<thead>
<tr>
<th>$R$ [µm]</th>
<th>$\nu = \gamma/R'$, Ref. [43]</th>
<th>$\nu = \gamma R$, present</th>
</tr>
</thead>
<tbody>
<tr>
<td>200.5</td>
<td>$3.1364 \cdot 10^4 - i 6.2059 \cdot 10^{-1}$</td>
<td>$3.1364 \cdot 10^4 - i 6.2135 \cdot 10^{-1}$</td>
</tr>
<tr>
<td>400.5</td>
<td>$6.2700 \cdot 10^3 - i 4.9106 \cdot 10^{-2}$</td>
<td>$6.2700 \cdot 10^3 - i 4.9159 \cdot 10^{-2}$</td>
</tr>
<tr>
<td>600.5</td>
<td>$9.4041 \cdot 10^3 - i 2.5635 \cdot 10^{-3}$</td>
<td>$9.4041 \cdot 10^3 - i 2.5636 \cdot 10^{-3}$</td>
</tr>
<tr>
<td>800.5</td>
<td>$1.2538 \cdot 10^4 - i 1.1174 \cdot 10^{-4}$</td>
<td>$1.2538 \cdot 10^4 - i 1.1177 \cdot 10^{-4}$</td>
</tr>
<tr>
<td>1000.5</td>
<td>$1.5673 \cdot 10^4 - i 4.4804 \cdot 10^{-6}$</td>
<td>$1.5673 \cdot 10^4 - i 7.1806 \cdot 10^{-5}$</td>
</tr>
</tbody>
</table>

Table 2.2: $TE_0$ angular mode numbers $\nu$ for low contrast bends according to Figure 2.1, with different bend radius $R$ and parameters $(n_s, n_f, n_c) = (3.22, 3.26106, 3.22)$, $d = 1$ µm, for a vacuum wavelength $\lambda = 1.3$ µm. Second column: Results from Ref. [43].

The discussion of bent waveguides in Ref. [43] applies an alternative definition of the bend radius $R'$ as the distance from the origin to the center of the core layer, which is related to the radius $R$ as introduced in Figure 2.1 by $R' = R - d/2$ (hence the unusual values of bend radii in Tables 2.1, 2.2). Both definitions are meant as descriptions of the same physical configuration, i.e. both lead to the same angular field dependence (2.1), given in terms of the azimuthal mode numbers $\nu$ as determined by the dispersion equation (2.7). Via the relation $\nu = \gamma R = \gamma' R'$, the different choices of the bend radius result in different values $\gamma$ and $\gamma' = \gamma R/(R -$
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d/2) for the propagation constant, and consequently in different values $\beta$, $\beta'$ and $\alpha$, $\alpha'$ for the phase and attenuation constants.

Still, for many applications one is interested in the variation of the phase constant and the attenuation with the curvature of the bend, expressed by the bend radius. Figure 2.2 shows corresponding plots for the configuration of Table 2.1 including values for the two different bend radius definitions. While on the scale of the figure the differences are not visible for the attenuation constants, the levels of the phase propagation constants differ indeed substantially for smaller bend radii. As expected, for low curvature the values of both $\beta/k$ and $\beta'/k$ tend to the effective indices of straight slab waveguides with equivalent refractive index profile. For the present low contrast configuration, only minor differences between TE and TM polarization occur.

![Figure 2.2](image)

Figure 2.2: Phase constants $\beta$, $\beta'$ and attenuation constants $\alpha$, $\alpha'$ versus the bend radius $R$, for bends according to Table 2.1. The dashed quantities $\beta' = \beta R/R'$ and $\alpha' = \alpha R/R'$ correspond to a description of the bend in terms of an alternative bend radius $R' = R - d/2$. The dotted lines in the first two plots indicate the levels of the effective indices of a straight waveguide with the cross section and refractive index profile of the bent slabs.

Certainly no physical reasoning should rely on the entirely arbitrary definition of the bend radius. This concerns e.g. statements about the growth or decay of phase propagation constants with $R$ (according to Figure 2.2 the sign of the slope can indeed differ), or discussions about the “phase matching” of bent waveguides and straight channels in coupler or microresonator configurations. Care must be taken that values for $\beta$ and $\alpha$ or effective quantities like $\beta/k$ are used with the proper definition of $R$ taken into account.

With the present (semi) analytic solutions at hand, we have now a possibility to validate “classical” expressions for the variation of the bend attenuation with the bend radius. Beyond the high curvature region, Figure 2.2 shows a strict exponential decay of $\alpha$ with respect to $R$, as predicted by an approximate loss formula for
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symmetric bent slabs given in [93, Eq. 9.6-24]:

\[
\alpha = \frac{R - w}{R} \frac{g^2}{2 \beta_s (1 + gw)} \frac{h^2}{(n_s^2 - n_f^2) k^2} e^{2gw} e^{-2(\beta_s \tanh^{-1}(g/\beta_s) - g)(R - w)}. \tag{2.25}
\]

Here \( \beta_s \) is the propagation constant corresponding to the straight waveguide with the width \( d = 2w \) and refractive index profile \((n_s, n_f, n_c)\) of the bent waveguide under investigation. Derived quantities are \( \beta_s^2 = \beta_k^2 - n_s^2 k^2 \) and \( h^2 = (n_f^2 - n_s^2) k^2 - g^2 \). Figure 2.3 reveals a very good agreement with the attenuation constants calculated by our procedures for bends with low curvature.

![Figure 2.3](attachment:image.png)

Figure 2.3: Attenuation constants of the principal TE and TM modes for symmetric bent waveguides with \( n_f = 1.7, n_s = n_c = 1.6, d = 1 \mu m, \lambda = 1.3 \mu m, \) for varying bend radius \( R \). The dashed lines show the exponential decay according to Eq. (2.25); the solid curves are the present analytic mode solver results.

### 2.4.2 Mode profiles

Beyond the values of the propagation constants, the present analytical mode solver permits to evaluate modal fields for the full range of radial coordinates. Figure 2.4 illustrates normalized profiles for a few fundamental TE bend modes of the configurations considered in Table 2.1.

One observes the expected effects [93, 94]: Bends with large radii \( R \) support modes with almost the familiar symmetric, well confined plane profiles of straight symmetric slab waveguides. With decreasing bend radius, the phase profiles of the bend modes become more and more curved. Along with the increasing attenuation, the maximum in the absolute value of the basic electric field shifts towards the outer rim of the bend, and the relative field levels in the exterior region grow. The mode profiles are essentially complex, with oscillatory behaviour of the real- and imaginary parts of the field profiles in the exterior region. The effects of “bending” and the lossy nature of the bend modes are illustrated best by the snapshots of the physical fields in the second row of Figure 2.4.
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Figure 2.4: TE\(_0\) mode profiles for bends according to the setting of Table 2.1 with different bend radii \(R = 200, 50, 10\ \mu m\). First row: radial dependence of the absolute value (solid line), the real- and imaginary part (dashed and dash-dotted lines), and the phase of the basic electric field component \(\bar{E}_y\). The profiles are normalized according to Eq. (2.12), with the global phase adjusted such that \(\bar{E}_y(R)\) is real and positive. Second row: snapshots of the propagating bend modes according to Eq. (2.1). The gray scales correspond to the levels of the real, physical field \(E_y\).

![Figure 2.4](image)

Figure 2.5: Fundamental TE (left) and TM mode profiles (right) for symmetric bent slabs with \(R = 50\ \mu m\), \(\lambda = 1.55\ \mu m\), \(d = 1\ \mu m\), \(n_s = n_c = 1.45\), and different core refractive indices. As \(n_f\) is changed from 1.5 to 1.55 to 1.64, the effective propagation constants \(\gamma/k\) change from 1.4580\( - i 9.2077 \cdot 10^{-3}\) to 1.4893\( - i 1.1624 \cdot 10^{-3}\) to 1.5598\( - i 2.1364 \cdot 10^{-7}\) (TE\(_0\)), and from 1.4573\( - i 1.0088 \cdot 10^{-2}\) to 1.4862\( - i 1.6013 \cdot 10^{-3}\) to 1.5504\( - i 9.4104 \cdot 10^{-7}\) (TM\(_0\)), respectively.

![Figure 2.5](image)

Just as for straight waveguides, the confinement of the bend modes depends critically upon the refractive index contrast. As exemplified by Figure 2.5, one observes quite similar effects when the core refractive index of the bend is varied, as found
for the change in bend radius: With loosened confinement and growing attenuation for decreasing $n_f$, the mode profile maximum shifts towards the outer rim, and the relative field levels in the exterior region increase. Note that all (normalizable) mode profiles decay for large radial coordinates according to Eqs. (2.6) and (2.17), despite their appearance in Figs. 2.4 and 2.5 (See the insets in Figs. 2.4, 2.7, 2.9).

2.4.3 Comparison with FDTD results

As an attempt for a further validation of our results on bend modes we have considered the following numerical experiment. Embedded in a common background, the core of a straight slab waveguide is placed in the vicinity of a ring shaped core of the same width. If a guided wave is launched into the straight channel, by evanescent coupling it excites optical waves that travel around the ring. If, for given polarization, the bent ring waveguide supports only a single low-loss bend mode, one can expect that a field with the corresponding profile establishes itself after a suitable propagation distance. The experiment is carried out in the time domain, with a ramped-up, subsequently time-harmonic excitation, that is advanced over a limited time interval, such that resonance effects can be excluded. Allowing the “wave front” to propagate once around the ring, a radial field cross section e.g. at an angular position of $90^{\circ}$ after the in-coupling region can be expected to give an approximation to the bend mode profile. By observing the exponential decay of the “stationary” field for an angular segment after that region, one can estimate the attenuation of the bend mode.

We have applied a standard Finite Difference Time Domain (FDTD) scheme [94, 95], where a computational window of $80 \times 58 \, \mu m^2$ is discretized uniformly by a mesh with step sizes of $0.05 \, \mu m$. Perfectly matched layer (PML) boundary conditions enclose the computational domain, with a width of 8 points, a quadratic envelope, and a strength such that the theoretical reflectivity of a wave propagating through the background material at normal incidence is $10^{-6}$. The interior of the computational window contains the ring with parameters as given for Figure 2.6 and the straight waveguide with the same refractive index profile, with a gap of $0.5 \, \mu m$ in between. A modal field is launched into the straight core using the total field/scattered field approach [55]. Its amplitude is raised according to a half-Gaussian curve with a waist of 5 fs, with the maximum being reached at 40 fs. After this time, the incident field amplitude is kept constant. The simulation runs for a time of 1.1 ps with a time step of 0.1 fs, after which the ramp of the wave has gone around the ring approximately once.

Figure 2.6 shows an excellent agreement of the approximation for the bend mode
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Figure 2.6: Bend mode profiles as determined by a FDTD simulation (continuous line) and by the analytical model (dashed curve), for a configuration with \((n_s, n_l, n_c) = (1.6, 1.7, 1.6)\), \(d = 1 \mu m\), \(R = 25 \mu m\), \(\lambda = 1.3 \mu m\). Here the mode profiles are normalized to a unit maximum.

profile obtained in this way with the result of the analytical bend mode solver. We also found a very good agreement of the attenuation constant \(\alpha = 0.01949 \mu m^{-1}\) estimated by the FDTD simulation with the analytic result \(\alpha = 0.01978 \mu m^{-1}\). Hence comparisons of this kind can confirm the expectation that the bend modes as introduced in Eq. (2.1) are indeed suitable basis fields for a (2-D) description of cylindrical microresonator configurations.

### 2.4.4 Higher order bend modes

For cylindrical cavities with relatively high radial refractive index contrast, also higher order bend modes can be relevant for an adequate representation of resonant field patterns [96, 97, 98]. Table 2.3 summarizes results for propagation constants of fundamental and first order modes of both polarizations for a nonsymmetric slab with decreasing bend radius. In a straight configuration, the refractive index profile supports two guided modes per polarization orientation.

Just as for the fundamental fields, the attenuation of the first order modes grows with decreasing bend radius. Figure 2.7 shows that the significantly higher loss levels of the first order modes are accompanied by larger field amplitudes in the exterior region and by a wider radial extent of the mode profiles.

Figure 2.8 illustrates the spatial evolution of the TE\(_0\) and TE\(_1\) modes for a small configuration with \(R = 20 \mu m\). Major differences between the plots for the single fundamental and first order fields are the faster decay of the TE\(_1\) mode and the minimum in the radial distribution of that field.
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### Table 2.3: Propagation constants $\gamma = \beta - i \alpha$ of fundamental and first order modes for bends with $(n_s, n_f, n_c) = (1.6, 1.7, 1.55)$, $d = 2 \mu m$, $\lambda = 1.55 \mu m$, for different bend radii $R$. The value $R = \infty$ indicates the corresponding (bimodal) straight waveguide.

<table>
<thead>
<tr>
<th>$R$ [\mu m]</th>
<th>TE0 $\beta/k$</th>
<th>TE0 $\alpha/k$</th>
<th>TE1 $\beta/k$</th>
<th>TE1 $\alpha/k$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\infty$</td>
<td>1.6775</td>
<td></td>
<td>1.6164</td>
<td></td>
</tr>
<tr>
<td>150</td>
<td>1.6663</td>
<td>$\approx 0$</td>
<td>1.6037</td>
<td>$1.2117 \cdot 10^{-7}$</td>
</tr>
<tr>
<td>100</td>
<td>1.6611</td>
<td>1.0984 $\cdot$ $10^{-12}$</td>
<td>1.5979</td>
<td>1.7606 $\cdot$ $10^{-5}$</td>
</tr>
<tr>
<td>50</td>
<td>1.6473</td>
<td>9.6704 $\cdot$ $10^{-7}$</td>
<td>1.5818</td>
<td>1.5113 $\cdot$ $10^{-3}$</td>
</tr>
<tr>
<td>20</td>
<td>1.6185</td>
<td>1.8299 $\cdot$ $10^{-3}$</td>
<td>1.5283</td>
<td>1.4205 $\cdot$ $10^{-2}$</td>
</tr>
<tr>
<td>10</td>
<td>1.5890</td>
<td>1.6025 $\cdot$ $10^{-2}$</td>
<td>1.4381</td>
<td>3.4287 $\cdot$ $10^{-2}$</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>$R$ [\mu m]</th>
<th>TM0 $\beta/k$</th>
<th>TM0 $\alpha/k$</th>
<th>TM1 $\beta/k$</th>
<th>TM1 $\alpha/k$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\infty$</td>
<td>1.6758</td>
<td></td>
<td>1.6134</td>
<td></td>
</tr>
<tr>
<td>150</td>
<td>1.6645</td>
<td>$\approx 0$</td>
<td>1.6004</td>
<td>$3.5259 \cdot 10^{-7}$</td>
</tr>
<tr>
<td>100</td>
<td>1.6593</td>
<td>1.8446 $\cdot$ $10^{-12}$</td>
<td>1.5946</td>
<td>3.4692 $\cdot$ $10^{-5}$</td>
</tr>
<tr>
<td>50</td>
<td>1.6451</td>
<td>1.2668 $\cdot$ $10^{-6}$</td>
<td>1.5791</td>
<td>2.0368 $\cdot$ $10^{-3}$</td>
</tr>
<tr>
<td>20</td>
<td>1.6156</td>
<td>2.1391 $\cdot$ $10^{-3}$</td>
<td>1.5273</td>
<td>1.7868 $\cdot$ $10^{-2}$</td>
</tr>
<tr>
<td>10</td>
<td>1.5855</td>
<td>1.8702 $\cdot$ $10^{-2}$</td>
<td>1.4391</td>
<td>4.6089 $\cdot$ $10^{-2}$</td>
</tr>
</tbody>
</table>

Figure 2.7: Fundamental and first order TE modes for the bends of Table 2.3, absolute values of the basic profile component $E_y$ of structures with radii $R = 100$, 50, and 20 $\mu m$.

The last column of Figure 2.8 gives an example for an interference pattern that is generated by a superposition of both modes. Normalized profiles with unit am-
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Figure 2.8: Spatial evolution and interference of the fundamental and first order TE modes, for a configuration of Table 2.3 with $R = 20 \mu m$. The propagation of the $TE_0$ mode (left), of the $TE_1$ mode (center), and of a superposition of these (right) is evaluated. The plots show the absolute value $|E_y|$ (top) and snapshots of the time harmonic physical field $E_y$ (bottom).

Apart from the fundamental and first order fields, further higher order modes can be found for the bent slabs of Table 2.3. While the $TE_0$ and $TE_1$ modes considered so far can be viewed as being related to the guided modes supported by a straight slab with the same refractive index profile and thickness, the profiles shown in Figure 2.9 are not related to guided modes of that straight waveguide.

For these modes, the classification by the number of minima in the absolute value of the mode profile can still be applied; also the systematics of larger attenuation and higher exterior field levels for growing mode order remains valid.

In contrast to the two lowest order fields, these higher order modes exhibit pronounced intensity maxima in the interior region. Apparently, for the present non-symmetric bend, this indicates the transition to the regime of whispering gallery modes, which is discussed below.
Figure 2.9: Higher order TE modes for a bend as considered for Table 2.3 with \( R = 100 \mu m \). The corresponding propagation constants \( \gamma/k \) are 1.5347 - 1.2.8974 \( \cdot 10^{-3} \) (TE\(_2\)), 1.5094 - 15.7969 \( \cdot 10^{-3} \) (TE\(_3\)), and 1.4891 - 16.1955 \( \cdot 10^{-3} \) (TE\(_4\)), respectively. The insets clearly show the decay of the mode profiles for \( r \to \infty \) after an initial growth of the field in the cover region.

### 2.4.5 Whispering gallery modes

If the core width of a bent waveguide is increased, then as in the case of straight waveguides, the mode profile changes, and eventually the bent waveguide becomes multimodal. But at the same time another interesting phenomenon occurs, which can not happen with straight waveguides. If the core width of a bent waveguide is increased beyond a certain limit, a regime is reached where the bend modes are guided by just the outer dielectric interface and the precise location of the inner dielectric interface becomes irrelevant. These modes are known as “whispering gallery modes” (WGMs).

The model of Section 2.2 covers those configurations with the formal choice \( n_s = n_l \) in Figure 2.1, where \( d \) becomes irrelevant. The above mentioned transition of a bend mode towards a WGM is shown in Figure 2.10. For illustration purposes, we adopt a set of parameters from Ref. [57], that specifies a high-contrast curved interface with a rather small radius, i.e. a parameter regime that differs considerably from the previous bent slabs. For the present configuration, the field profiles of the TE\(_0\) mode for \( d = 1.5 \mu m, 2.0 \mu m, \) and \( 4 \mu m \) are almost identical.

In fact, plots of the propagation constants for these modes in Figure 2.11 show that for core widths larger than 1.0 \( \mu m \), \( n_{\text{eff}} \) becomes almost independent from the core width. For increasing core width, a larger part of the mode profile is trapped inside the core. This results in the increase of the phase constant \( \beta \) and the decrease of the attenuation constant \( \alpha \).

A comparison of the present analytical simulation results for the propagation constants of the four lowest order WGMs with FDTD results from Ref. [57] is shown in Table 2.4. Again we find a very good agreement.
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Figure 2.10: Transition of a bend mode towards a whispering gallery mode. The core width $d$ of a bent waveguide with the parameters $n_f = 1.5$, $n_c = 1.0$, $R = 4.0 \mu m$, and $\lambda = 1.0 \mu m$ is increased, until the whispering gallery mode regime is reached.

Figure 2.11: Effect of increasing the core width on the TE$_0$ bent mode propagation constant (given in terms of effective refractive index $n_{\text{eff}} = \gamma/k$). The waveguide configuration is as for Figure 2.10.

As shown in Figure 2.12 for growing mode order, qualitatively one finds the increase of the attenuation, the outwards shift of the outermost profile intensity maxima, the raise of the exterior field levels, and the wider radial extent of the profiles, just as for the modes of the bent cores in Figs. 2.7 and 2.9. In contrast to the impression given e.g. in Refs. [96, 98], the complex mode profiles exhibit minima in the absolute value of the principal field component, not nodal points.

Despite the substantial differences in the attenuation levels of these modes, the higher order fields may well play a role for the representation of resonances of the
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<table>
<thead>
<tr>
<th></th>
<th>$\gamma/k$, present</th>
<th>$\gamma/k$, Ref. [57]</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\text{TE}_0$</td>
<td>$1.3106 - i 1.1294 \cdot 10^{-5}$</td>
<td>$1.310 - i 1.133 \cdot 10^{-5}$</td>
</tr>
<tr>
<td>$\text{TE}_1$</td>
<td>$1.1348 - i 1.8862 \cdot 10^{-3}$</td>
<td>$1.134 - i 1.888 \cdot 10^{-3}$</td>
</tr>
<tr>
<td>$\text{TE}_2$</td>
<td>$0.9902 - i 1.1676 \cdot 10^{-2}$</td>
<td>$-$</td>
</tr>
<tr>
<td>$\text{TE}_3$</td>
<td>$0.8558 - i 1.8832 \cdot 10^{-2}$</td>
<td>$-$</td>
</tr>
</tbody>
</table>

Table 2.4: Propagation constants $\gamma$ for the whispering gallery modes of a curved dielectric interface with the parameters $n_f = 1.5$, $n_c = 1.0$, $R = 4.0 \mu m$, and $\lambda = 1.0 \mu m$. Third column: Results from Ref. [57].

Figure 2.12: Profiles (top) and physical field evolution (bottom) of the three lowest order whispering gallery modes according to the specification of Table 2.4.

corresponding disc-shaped microresonator cavity, due to the rather short circumference. Therefore we conclude this section with two examples of interferences of whispering gallery modes in Figure 2.13. As for the bend slabs in Figure 2.8 one observes an interior beating pattern and ray-like bundles of waves in the exterior, here on much shorter ranges in terms of the local wavelength.

2.5 Effect of core refractive index perturbation

As motivated in Section 1.4.5, we are interested in the tuning of resonators by changes of the cavity core refractive index. In order to estimate this effect, one must know the dependence of the propagation constants on the core refractive index. Here we derive a perturbational expression for the change in the cavity propagation constants due to changes in the core refractive index.
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\begin{equation}
    \begin{array}{c}
        \text{TE}_0 + \text{TE}_1 \\
        \text{TE}_0 + \text{TE}_1 + \text{TE}_2 \\
        \text{TE}_0 + \text{TE}_1 + \text{TE}_2
    \end{array}
\end{equation}

Figure 2.13: Interference patterns of the modes of Figure 2.12 and Table 2.4; the plots show the absolute value $|E_y|$ (left) and snapshots of the time harmonic physical field $E_y$ (right). Superpositions of the two (top) and three (bottom) lowest order fields are considered, initialized with unit amplitudes of the normalized profiles (with positive $E_y(R)$) at $z = 0$.

Derivation of perturbational expression

For a bent waveguide with the refractive index distribution $n(r) = \sqrt{\varepsilon(r)}$, let $(E, H)$ be the full electric and magnetic field (2.1) for a given mode. Suppose that the core refractive index is slightly perturbed, and the perturbed refractive index distribution is given by $n_p(r) = \sqrt{\varepsilon_p(r)}$. For this perturbation, assuming that the mode profile remains unchanged, the corresponding perturbed mode $(E_p, H_p)$ is approximated as

\begin{equation}
    \begin{bmatrix}
        E_p \\
        H_p
    \end{bmatrix}
    = P(\theta) \begin{bmatrix}
        E \\
        H
    \end{bmatrix},
\end{equation}

where $P(\theta)$ is an unknown function of the angular coordinate $\theta$.

By using Lorentz’s reciprocity theorem in polar coordinates to $(E_p, H_p, \varepsilon_p)$ and $(E, H, \varepsilon)$, one obtains

\begin{equation}
    \int_0^{\infty} \nabla \cdot (E_p \times H^* + E^* \times H_p) \, r \, dr = -i\omega\varepsilon_0 \int_0^{\infty} (\varepsilon_p - \varepsilon) E_p \cdot E^* \, r \, dr,
\end{equation}

which upon inserting the ansatz given by Eq. (2.26) and after simplifying reduces to

\begin{equation}
    \frac{dP}{d\theta} \int_0^{\infty} a_\theta \cdot (E \times H^* + E^* \times H) \, dr = -i\omega\varepsilon_0 P \int_0^{\infty} (\varepsilon_p - \varepsilon) E \cdot E^* \, r \, dr.
\end{equation}
where $a_\theta$ is the unit vector in the angular direction.

Inserting the bent waveguide field ansatz given by Eq. (2.1) and solving for $P(\theta)$ leads to

$$P(\theta) = P_0 \exp \left( -i \omega \epsilon_0 \int_0^\infty \frac{ (\epsilon_p - \epsilon) E \cdot E^*}{a_\theta \cdot (E \times H^* + E^* \times H) \, dr} \theta \right),$$

(2.28)

where $P_0$ is a constant, the superscript ~ represents the mode profile associated with the field. Thus the perturbed modal field is

$$\left( \begin{array}{c} E_p \\ H_p \end{array} \right) = P_0 \left( \begin{array}{c} E \\ H \end{array} \right) \exp \left( -i \left( \gamma + \frac{\epsilon_0}{R} \int_0^\infty \frac{ (\epsilon_p - \epsilon) E \cdot E^*}{a_\theta \cdot (E \times H^* + E^* \times H) \, dr} \right) \theta \right),$$

and the change in propagation constant $\delta \gamma$ due to the perturbation is given by

$$\delta \gamma = \frac{\epsilon_0}{R} \int_0^\infty \frac{ (\epsilon_p - \epsilon) E \cdot E^*}{a_\theta \cdot (E \times H^* + E^* \times H) \, dr}.$$

(2.29)

Note that above expression can also be written in terms of modal fields $(E, H)$ instead of mode profiles $(\tilde{E}, \tilde{H})$. The right hand side of Eq. (2.29) is a pure real number. Therefore this expression, in fact, gives the change in the real part of the propagation constant only. In Ref. [43] a similar expression for the change in propagation constant for bulk uniform permittivity perturbations of straight waveguides is derived by means of a variational principle.

The use of asymptotic expansion of $H_2^{(2)}(nkr)$, given by Eq. (2.30), reveals that, in the present case of bent waveguides, the integral $\int_0^\infty (\epsilon_p - \epsilon) E \cdot E^* \, dr$ is undefined for the upper limit $r = \infty$, if $\epsilon_p - \epsilon$ does not vanish for large radial coordinates. Still for a uniform perturbation $\delta \epsilon_\ell = \delta n^2_\ell = n^2_{\ell,p} - n^2_\ell$ of the core refractive index, it is well defined; in that case Eq. (2.29) simplifies to

$$\delta \beta = \frac{\epsilon_0}{R} \int_0^\infty \frac{ \delta n^2_\ell E \cdot E^* \, dr}{a_\theta \cdot (E \times H^* + E^* \times H) \, dr}.$$

(2.30)

where $R - d$ and $R$ define the core interface as shown in Figure 2.1. $n_{\ell,p}$ and $n_\ell$ are perturbed and unperturbed core refractive index respectively. For a small uniform perturbation of the core refractive index, using Eq. (2.30), one can approximately write

$$\frac{\partial \beta}{\partial n_\ell} = 2n_\ell \frac{\partial \beta}{\partial \ell} \approx 2n_\ell \frac{\epsilon_0}{R} \int_{R-d}^R \frac{E \cdot E^* \, dr}{a_\theta \cdot (E \times H^* + E^* \times H) \, dr}.$$

(2.31)

Note that the integrals that occur in the above expression are well behaved.
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Simulation results

Now we assess the validity of the perturbation expression (2.31). For the moderately lossy bent waveguide configuration considered in Figure 2.14, the estimation of the change in the phase propagation constants by the perturbation expression agrees very well with the directly computed values.

![Figure 2.14: Phase propagation constants estimated by the perturbational expression, for a bent waveguide configuration with $n_s = n_c = 1.0$, $d = 0.5 \mu m$, $R = 5 \mu m$. Dashed lines denote $\beta/k$ obtained by direct calculations, dots are reference points $n_l = 1.5$ and $n_l = 1.75$, and the slope of the solid line segments is given by expression (2.31).](image)

As an another example, for Figure 2.15 the perturbational expression (2.31) is assessed for the WGMs. For the moderately lossy fundamental and first order WGMs, the agreement is excellent, but for the second order WGMs with considerable losses (e.g. $n_l = 1.5$, $\gamma/k = 1.0422 + 1.07410 \cdot 10^{-3} (TE_2)$, $1.0339 - 1.21610 \cdot 10^{-2} (TM_2)$) there are major deviations. Apparently, here the changes in the mode profiles and the attenuation constants due to the core refractive index perturbation are not negligible, such that the ansatz (2.26) is not appropriate for these fields.

2.6 Concluding remarks

In this chapter we have reconsidered a classical rigorous analytic model for 2-D optical bent slab waveguides and curved dielectric interfaces with piecewise constant refractive index profiles. A frequency domain ansatz in terms of complex order Bessel and Hankel functions leads to an eigenvalue equation (transverse resonance condition) that is to be solved for the complex valued angular mode number.

According to the asymptotic expansions of the relevant Hankel functions, it is
Figure 2.15: Phase propagation constants of WGMs evaluated by the perturbational expression (2.31), for a bent waveguide configuration with $n_c = 1.0$, $d = R = 5 \mu m$. Interpretation of the curves is as for Figure 2.14.

shown that the modal solutions decay according to $1/\sqrt{r}$ for growing radial co-ordinates $r$, i.e. specific products of the profile components are integrable along the radial axis. For purposes of bend mode normalization, we could derive quite compact expressions for the angular modal power. A complex valued product of two general fields in the polar coordinate system has been defined, which is suitable to express orthogonality properties of nondegenerate, directional, and polarized modal solutions of the bent waveguide problem. Perturbational analysis for the effect of core refractive index changes is presented.

A series of detailed (benchmarking) examples complements the former abstract reasoning. Concerning propagation constants, these emphasize the arbitrariness in the definition of the bend radius. Examples for profiles of bend modes and for the spatial evolution of the related physical fields are given, for fundamental and higher order modes of bent slabs with relatively small refractive index contrast, as well as for whispering gallery modes supported by high-contrast curved interfaces. A few illustrative examples for interferences of bend modes have been shown, that exhibit a periodic angular beating pattern (apart from the mode decay) in the guiding regions of the bends, and tangential, ray-like bundles of outgoing waves in the exterior regions. The validity of the perturbational expression for shifts in the (real part of) propagation constants of moderately lossy modes is also verified.

With the present results, a sound analytical basis for (2-D) coupled-mode-theory modeling of resonator devices involving microrings or microdisks as cavities has been established. We expect that many of the notions discussed in this chapter are directly transferable to the case of 3-D configurations involving bent channels with 2-D cross sections.
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Bent-Straight waveguide couplers

Bent-straight waveguide couplers are one of the ingredients of the “standard model” of circular microresonators. Capitalizing on the availability of rigorous analytical modal solutions for 2-D bent waveguides, in this chapter these couplers are modeled using a frequency domain spatial coupled mode formalism, derived by means of a variational principle. Simulation results for the response of 2-D couplers for varying separation distances, radii, and different wavelengths are discussed. The resulting scattering matrices show reciprocity properties as expected according to the symmetry of the coupler structures.

Parts of this chapter are adapted from:
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Analysis of circular microresonators by means of the functional decomposition elaborated in Section 1.4 involves bent-straight waveguide couplers. The response of these couplers is characterized by scattering matrices, which in turn determine the spectral response of the resonators. Therefore it is essential to have a parameter free model of bent-straight waveguide couplers.

In this chapter, we analyze the interaction between bent waveguides and straight waveguides in two dimensional settings, using spatial coupled mode theory. The formulation presented in Section 3.2 takes into account that multiple modes in each of the cores may turn out to be relevant for the functioning of the resonators. Section 3.3 discusses reciprocity of the scattering matrices, which also provides a useful means of assessing the reliability of the simulations. Having access to analytical 2-D bend modes proves useful for the numerical implementation of this model, which is outlined in Section 3.4. Sections 3.4.1, 3.4.2 discuss simulation results for monomode and multimode settings. Section 3.5 presents the conclusions of the present work on bent-straight waveguide couplers.

3.1 Coupled mode theory

A rigorous approach to investigate an electromagnetic wave-propagation problem is to solve the Maxwell equations (in differential or integral form) for a given device, along with the material interface conditions, and relevant initial and boundary conditions. Analytic solutions exist for rather a few problems only. In many cases, one has to resort to computational techniques of more analytical character [99, 100, 88, 101, 102, 103], or to pure numerical methods, e.g. different versions of finite difference (time domain) methods or finite element methods [55, 57, 104, 105, 106].

At times, the above rigorous approach may not be intuitive. Direct applications of the numerical methods do not provide much insight into the functioning of the devices in terms of their “special structures”. For devices made of directional couplers, i.e. formed by several more or less parallel waveguides in close vicinity, the above approaches play down the coupling viewpoint. To model such devices, a more pragmatic approximation technique - “Coupled mode theory” (CMT) is used [42, 50, 51, 52]. CMT has been quite successfully employed for the analysis of wave interaction in straight waveguides [35, 107] and fibers [108]. To our knowledge, most of the studies [21, 54, 109, 110] on CMT based modeling of interaction between bent/cavity waveguides and straight waveguides (in optical

\[1\] For comprehensive information about finite difference time domain methods, see www.ftdt.org
3.2 Bent-straight waveguide couplers

Regime) are based on Ref. [44], where a complex eigenfrequency model of the cavity waveguides is used. Also the interaction between the cavity and the straight waveguide is treated with a rather heuristic “coupled point” argument (see Eq.(48) in Ref.[44]).

Capitalizing on the availability of the real frequency analytical model of 2-D bent waveguides discussed in Chapter 2 in the subsequent sections we address the problem of wave interaction in bent-straight waveguide couplers in terms of a frequency domain spatial coupled mode theory model. This model is consistent with standard physical notions, and the coupling is modeled with systematically and rigorously derived coupled mode equations.

3.2 Bent-straight waveguide couplers

Consider the coupler configuration shown in Figure 3.1(a). The coupled mode theory description starts with the specification of the basis fields, here the time-harmonic modal solutions associated with the isolated bent (b) and straight cores (c). Customarily, the real, positive frequency ω is given by the vacuum wavelength λ; we omit the common time dependence ∼ exp (iωt) for the sake of brevity. Only forward propagating modes are considered, where, for convenience, we choose the z-axis of the Cartesian system as introduced in Figure 3.1 as the common propagation coordinate for all fields.

\[ (E_{bp}, H_{bp}, \epsilon_b) \quad (E_{sq}, H_{sq}, \epsilon_s) \]

**Figure 3.1:** The bent-straight waveguide coupler setting (a). One assumes that the interaction between the waves supported by the bent and straight cores is restricted to the rectangular computational window \([x_l, x_r] \times [z_i, z_o]\). Inside this region the optical field is represented as a linear combination of the modal fields of the bent waveguide (b) and of the straight waveguide (c).

Let \(E_{bp}, H_{bp}\), and \(\epsilon_b\) represent the modal electric fields, magnetic fields, and the spatial distribution of the relative permittivity of the bent waveguide. Due to the
rotational symmetry, these fields are naturally given in the polar coordinate system \( r, \theta \) associated with the bent waveguide. For the application in the CMT formalism, the polar coordinates are expressed in the Cartesian \( x, z \)-system, such that the basis fields for the cavity read

\[
\begin{pmatrix}
E_{bp} \\
H_{bp}
\end{pmatrix}(x, z) = \begin{pmatrix}
\tilde{E}_{bp} \\
\tilde{H}_{bp}
\end{pmatrix}(r(x, z)) e^{-i \gamma_{bp} R \theta(x, z)},
\] (3.1)

Here \( \tilde{E}_{bp} \) and \( \tilde{H}_{bp} \) are the radial dependent electric and magnetic parts of the mode profiles; the complex propagation constants \( \gamma_{bp} \) prescribe the harmonic dependences on the angular coordinate. Note that the actual values of \( \gamma_{bp} \) are related to the (arbitrary) definition of the bend radius \( R \), see Section 2.4.1.

Likewise, \( E_{sq} \), \( H_{sq} \), and \( \epsilon_s \) denote the modal fields and the relative permittivity associated with the straight waveguide. These are of the form

\[
\begin{pmatrix}
E_{sq} \\
H_{sq}
\end{pmatrix}(x, z) = \begin{pmatrix}
\tilde{E}_{sq} \\
\tilde{H}_{sq}
\end{pmatrix}(x) e^{-i \beta_{sq} z},
\] (3.2)

i.e. guided modes with profiles \( \tilde{E}_{sq} \), \( \tilde{H}_{sq} \) that depend on the lateral coordinate \( x \), multiplied by the appropriate harmonic dependence on the longitudinal coordinate \( z \), with positive propagation constants \( \beta_{sq} \). Note that for the present 2-D theory all modal solutions can be computed analytically. While the modal analysis is fairly standard for straight multilayer waveguides with piecewise constant permittivity, for the bend structures we employ analytic solutions in terms of Bessel- and Hankel functions of complex order, computed by means of a bend mode solver as presented in Chapter 2.

Now the total optical electromagnetic field \( \mathbf{E}, \mathbf{H} \) inside the coupler region is assumed to be well represented by a linear combination of the modal basis fields (3.1), (3.2),

\[
\begin{pmatrix}
\mathbf{E} \\
\mathbf{H}
\end{pmatrix}(x, z) = \sum_{v=b,s} \sum_{i=1}^{N_v} C_{vi}(z) \begin{pmatrix}
E_{vi} \\
H_{vi}
\end{pmatrix}(x, z)
\] (3.3)

with so far unknown amplitudes \( C_{vi} \) that are allowed to vary with the propagation coordinate \( z \), and \( N_b, N_s \) denote number of bent waveguide and straight waveguide modes under consideration. This assumption forms the central approximation of the present CMT approach; no further approximations or heuristics enter, apart from the numerical procedures used for the evaluation of the CMT equations (section 3.4). Note that here, unlike e.g. in Ref. [44], no “phase matching” arguments appear; via the transformation \( r, \theta \to x, z \) the tilt of the wave front of the bend modes (3.1) is taken explicitly into account.
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3.2.1 Coupled mode equations

For the further procedures, the unknown coefficients \( C_{vi} \) are combined into amplitude vectors \( \mathbf{C} = (C_b, C_s) = ((C_{bi}), (C_{si})) \). To determine equations for these unknowns, here we follow an approach that relies on a variational principle [111, 112]. Consider the functional

\[
\mathcal{F}(\mathbf{E}, \mathbf{H}) = \int \int [((\nabla \times \mathbf{E}) \cdot \mathbf{H}^* - (\nabla \times \mathbf{H}) \cdot \mathbf{E}^*) \quad (3.4)
\]

\[+ i\omega \mu \mathbf{H} \cdot \mathbf{H}^* + i\omega \varepsilon_0 \varepsilon \mathbf{E} \cdot \mathbf{E}^*] \, dx \, dz,\]

a 2-D restriction of the functional for the 3-D setting given in [43], stripped from the boundary terms. For the present 2-D configurations, the convention of vanishing derivatives \( \partial_y = 0 \) applies to all fields; the curl-operators are to be interpreted accordingly. \( \mathcal{F} \) is meant to be viewed as being dependent on the six field components \( \mathbf{E}, \mathbf{H} \). If \( \mathcal{F} \) becomes stationary with respect to arbitrary variations of these arguments, then \( \mathbf{E} \) and \( \mathbf{H} \) satisfy the Maxwell curl equations as a necessary condition:

\[
\nabla \times \mathbf{E} = -i\omega \mu \mathbf{H}, \quad \nabla \times \mathbf{H} = i\omega \varepsilon_0 \varepsilon \mathbf{E}. \quad (3.5)
\]

We now restrict the functional to the fields allowed by the coupled mode ansatz. After inserting the trial field (3.3) into the functional (3.4), \( \mathcal{F} \) becomes a functional that depends on the unknown amplitudes \( \mathbf{C} \). For the “best” approximation to a solution of the problem (3.5) in the form of the field (3.3), the variation of \( \mathcal{F}(\mathbf{C}) \) is required to vanish for arbitrary variations \( \delta \mathbf{C} \). Disregarding again boundary terms, the first variations of \( \mathcal{F} \) at \( \mathbf{C} \) in the directions \( \delta C_{wj} \), for \( j = 1, \ldots, N_w \) and \( w = b, s \), are

\[
\delta \mathcal{F} = \int \sum_{v=b,s} \sum_{i=1}^{N_v} \left\{ M_{v_i,w_j} \frac{dC_{vi}}{dz} - F_{v_i,w_j} C_{vi} \right\} \delta C_{wj} \, dz - c.c. \quad (3.6)
\]

where \( c.c. \) indicates the complex conjugate of the preceding integrated term,

\[
M_{v_i,w_j} = \langle E_{v_i}, H_{v_i}; E_{w_j}, H_{w_j} \rangle = \int \alpha_z \cdot (E_{v_i} \times H_{w_j}^* + E_{w_j}^* \times H_{v_i}) \, dx, \quad (3.7)
\]

\[
F_{v_i,w_j} = -i\omega \varepsilon_0 \int (\varepsilon - \varepsilon_0) E_{v_i} \cdot E_{w_j}^* \, dx, \quad (3.8)
\]

and where \( \alpha_z \) is a unit vector in the \( z \)-direction. Consequently, one arrives at the coupled mode equations

\[
\sum_{v=b,s} \sum_{i=1}^{N_v} M_{v_i,w_j} \frac{dC_{vi}}{dz} - \sum_{v=b,s} \sum_{i=1}^{N_v} F_{v_i,w_j} C_{vi} = 0, \quad (3.9)
\]
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for all $j = 1, \ldots, N_w$ and $w = b,s$ as a necessary condition for $\mathcal{F}$ to become stationary for arbitrary variations $\delta C_{wj}$. Note that the same expression is also obtained from the complex conjugate part of equation (3.6). In matrix notation, equations (3.9) read

$$\mathbf{M}(z) \frac{d\mathbf{C}(z)}{dz} = \mathbf{F}(z) \mathbf{C}(z).$$

(3.10)

Here the entries of the matrices $\mathbf{M}$ and $\mathbf{F}$ are given by the integrals (3.7) and (3.8).

Due to the functional form of the bend modes and the varying distance between the bent and straight cores, these coefficients are $z$-dependent.

**Derivation of coupled mode equation by reciprocity technique**

Alternatively, the coupled mode equations (3.9) or (3.10) can be derived by means of a “reciprocity” technique [43]. For any two electromagnetic fields $(\mathbf{E}_p, \mathbf{H}_p)$ and $(\mathbf{E}_q, \mathbf{H}_q)$ with corresponding relative permittivity distributions $\epsilon_p$ and $\epsilon_q$, using the Maxwell equations one can derive the following identity,

$$\int \nabla \cdot (\mathbf{E}_p \times \mathbf{H}_q^* + \mathbf{E}_q^* \times \mathbf{H}_p) \, dx = -i\omega \epsilon_0 \int (\epsilon_p - \epsilon_q) \mathbf{E}_p \cdot \mathbf{E}_q^* \, dx,$$

(3.11)

commonly known as “reciprocity identity” or “Lorentz reciprocity theorem”.

Apply Eq. (3.11) for $(\mathbf{E}, \mathbf{H}, \epsilon)$ and $(\mathbf{E}_{wj}, \mathbf{H}_{wj}, \epsilon_{wj})$. After straightforward manipulations with the coupled mode field ansatz (3.3) leads to

$$\sum_{v=b,s} \sum_{i=1}^{N_v} \int a_z \cdot (\mathbf{E}_{vi} \times \mathbf{H}_{wj}^* + \mathbf{E}_{wj}^* \times \mathbf{H}_{vi}) \, dx \frac{dC_{vi}}{dz} +$$

$$\sum_{v=b,s} \sum_{i=1}^{N_v} \int \nabla \cdot (\mathbf{E}_{vi} \times \mathbf{H}_{wj}^* + \mathbf{E}_{wj}^* \times \mathbf{H}_{vi}) \, dx \ C_{vi}$$

$$= -i\omega \epsilon_0 \sum_{v=b,s} \sum_{i=1}^{N_v} \int (\epsilon - \epsilon_{wj}) \mathbf{E}_{vi} \cdot \mathbf{E}_{wj}^* \, dx \ C_{vi}. \quad (3.12)$$

By applying the “reciprocity identity” for the second term on the left hand side of Eq. (3.12), and combining it with the right hand side, one obtains

$$\sum_{v=b,s} \sum_{i=1}^{N_v} \int a_z \cdot (\mathbf{E}_{vi} \times \mathbf{H}_{wj}^* + \mathbf{E}_{wj}^* \times \mathbf{H}_{vi}) \, dx \frac{dC_{vi}}{dz}$$

$$= -i\omega \epsilon_0 \sum_{v=b,s} \sum_{i=1}^{N_v} \int (\epsilon - \epsilon_{vi}) \mathbf{E}_{vi} \cdot \mathbf{E}_{wj}^* \, dx \ C_{vi}. \quad (3.13)$$

Rewriting Eq. (3.13) in terms of the coefficients $M_{vi,wj}, F_{vi,wj}$ given by Eqs. (3.7), (3.8) leads to the coupled mode equations (3.9).
3.2 Bent-straight waveguide couplers

Coupled mode equations for couplers with monomodal waveguides

In the single mode case \(N_b = N_s = 1\), Eq. (3.10) is given explicitly \[71, 34\] as

\[
\begin{pmatrix}
M_{bb} & M_{sb} \\
M_{bs} & M_{ss}
\end{pmatrix}
\frac{d}{dz}
\begin{pmatrix}
C_b \\
C_s
\end{pmatrix} =
\begin{pmatrix}
F_{bb} & F_{sb} \\
F_{bs} & F_{ss}
\end{pmatrix}
\begin{pmatrix}
C_b \\
C_s
\end{pmatrix},
\tag{3.14}
\]

where the mode index \(p = q = 1\) is omitted for simplicity.

3.2.2 Transfer matrix and scattering matrix

To proceed further, the CMT equations are solved by numerical means. Brief details about the procedures are given in Section 3.4; the result can be stated in terms of a transfer matrix \(T\) that relates the CMT amplitudes at the output plane \(z = z_o\) to the amplitudes at the input plane \(z = z_i\) of the coupler region:

\[
C(z_o) = T C(z_i).
\tag{3.15}
\]

It remains to relate the transfer matrix, obtained directly as the solution of the CMT equations on the limited computational window, to the coupler scattering matrix as required for the abstract model of Section 1.4 or Section 4.1, respectively.

Outside the coupler (i.e. outside the region \([x_1, x_r] \times [z_i, z_o]\)), it is assumed that the interaction between the fields associated with the different cores is negligible. The individual modes propagate undisturbed according to the harmonic dependences on the respective propagation coordinates, such that the external fields are:

\[
a_p \frac{E_{bp}}{H_{bp}}(r) e^{-i\gamma_{bp}(\theta - \theta_i)}, \quad \text{for } \theta \leq \theta_i,
\]

\[
A_q \frac{E_{sq}}{H_{sq}}(x) e^{-i\beta_{sq}(z - z_i)}, \quad \text{for } z \leq z_i,
\tag{3.16}
\]

and

\[
b_p \frac{E_{bp}}{H_{bp}}(r) e^{-i\gamma_{bp}(\theta - \theta_o)}, \quad \text{for } \theta \geq \theta_o,
\]

\[
B_q \frac{E_{sq}}{H_{sq}}(x) e^{-i\beta_{sq}(z - z_o)}, \quad \text{for } z \geq z_o.
\tag{3.17}
\]

Here \(a = (a_p)\), \(A = (A_q)\) and \(b = (b_p)\), \(B = (B_q)\) are the constant external mode amplitudes at the input and output ports of the coupler (c.f. the corresponding definitions in the abstract resonator model of Section 1.4 or Section 4.1). See Figure 3.1 for the definitions of the coordinate offsets \(z_i, \theta_i\) and \(z_o, \theta_o\).
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For a typical coupler configuration, the guided modal fields of the straight waveguide are well confined to the straight core. On the contrary, due to the radiative nature of the fields, the bend mode profiles can extend far beyond the outer interface of the bent waveguide. Depending upon the specific physical configuration, the extent of these radiative parts of the fields varies, such that also outside the actual coupler region, the field strength of the bend modes in the region close to the straight core may be significant. Therefore, to assign the external mode amplitudes \( A_q, B_q \), it turns out to be necessary to project the coupled field on the straight waveguide modes.

At a sufficient distance from the cavity, in the region where only the straight waveguide is present, the total field \( \phi = (E, H) \) can be expanded into the complete set of modal solutions of the eigenvalue problem for the straight waveguide. The basis set consists of a finite number of guided modes \( s_q = (E_{s_q}, H_{s_q}) \) and a nonguided, radiative part \( \phi_{\text{rad}} \), such that

\[
\phi = \sum_q B_q s_q + \phi_{\text{rad}},
\]

where \( B_q \) are the constant amplitudes of \( s_q \). These amplitudes can be extracted by applying the formal expansion to the total field (3.3) as given by the solution of the CMT equations. Using the orthogonality properties of the basis elements, the projection at the output plane \( z = z_o \) of the coupler yields

\[
B_q \exp(i \beta_{sq} z) = C_{sq} + \sum_{p=1}^{N_b} C_{bp} \frac{\langle \phi_{bp}; \phi_{sq} \rangle}{\langle \phi_{sq}; \phi_{sq} \rangle} = C_{sq} + \sum_{p=1}^{N_b} C_{bp} \frac{M_{bp, sq}}{M_{sq, sq}},
\]

where the mode overlaps \( \langle \phi_{mi}; \phi_{nj} \rangle = \langle E_{mi}, H_{mi}; E_{nj}, H_{nj} \rangle = M_{mi, nj} \) occur already in the coupled mode equations (3.10). An expression analogous to (3.19) can be written for the projection at \( z = z_i \), where the coefficients \( A_q \) are involved.

What concerns the external amplitudes of the bend modes, no such procedure is required, since the field strength of the straight waveguide modes is usually negligible in the respective angular planes, where the major part of the bend mode profiles is located. Here merely factors are introduced that adjust the offsets of the angular coordinates in (3.16), (3.17).

Thus, given the solution (3.15) of the coupled mode equations in the form of the transfer matrix \( T \), the scattering matrix \( S \) that relates the amplitudes \( a_p, b_p, A_q, B_q \) of the external fields as required in equation (1.1) is defined as

\[
S = QTP^{-1}
\]
where $\mathbf{P}$ and $\mathbf{Q}$ are $(N_b + N_s) \times (N_b + N_s)$ matrices with diagonal entries 
\[ P_{p,p} = \exp(-i\gamma_{bp} R_{b1}), \quad Q_{p,p} = \exp(-i\gamma_{bp} R_{b2}), \]
for $p = 1, \ldots, N_b$, followed by the entries 
\[ P_{q+N_b,p+N_b} = \exp(-i\beta_{sq} z_1) \quad \text{and} \quad Q_{q+N_b,p+N_b} = \exp(-i\beta_{sq} z_0), \]
for $q = 1, \ldots, N_s$.

A lower left block is filled with entries 
\[ P_{q+N_b,p} = \exp(-i\beta_{sq} z) \frac{M_{bp,sq}}{M_{sq,sp}|z=z_i} \]
and 
\[ Q_{q+N_b,p} = \exp(-i\beta_{sq} z) \frac{M_{bp,sp}}{M_{sq,sp}|z=z_o}, \]
for $q = 1, \ldots, N_s$ and $p = 1, \ldots, N_b$, respectively, that incorporate the projections. All other coefficients of $P$ and $Q$ are zero.

### 3.2.3 Remarks on the projection operation

Admittedly, at the first glance the projection operation might appear redundant, since the CMT solution in the form (3.3) provides directly amplitudes for the basis fields that occur also in the external field representation (3.16), (3.17). Here perhaps further explanatory remarks are necessary.

The physical field around the exit planes of the CMT window can be seen as a superposition of the outgoing guided modes of the bus core with their constant amplitudes, and a remainder, that, when expanded in the modal basis associated with the straight waveguide, is orthogonal to the guided waves. The notions of “vanishing interaction” or “decoupled” fields, as used e.g. for the motivation of the assumptions underlying the abstract framework of Section 1.4, are to be concretized in precisely this way: The guided waves in the straight core are stationary, iff projections onto the mode profiles at growing propagation distances lead to constant amplitudes $A_q, B_q$ (apart from the phase changes according to the undisturbed propagation of the respective modes).

Now the coupled mode theory formalism is limited to the few non-orthogonal bend and straight modes included in the CMT ansatz, which are overlapping in the regions of the input and exit ports A and B of the coupler. Consequently, when the CMT procedures try to approximate both the guided and radiative part of the real field, the optimum approximations may well be superpositions with non-stationary coupled mode amplitudes $C_{sq}$ of the modes of the bus waveguide. Indeed, as observed in Sections 3.4.1 and 3.4.2, the projected amplitudes $|B_q|^2$ (or the related scattering matrix elements $|S_{sq,wj}|^2$) become stationary, when viewed as a function of the exit port position $z_0$, while at the same time the associated CMT solution $|C_{sq}(z)|^2$ (or the elements $|T_{sq,wj}|^2$ of the transfer matrix) exhibit an oscillatory behaviour. Still, in the sense of the projections, one can speak of “non-interacting, decoupled” fields. That justifies the limitation of the computational window to $z$-intervals where the elements of $S$ (not necessarily of $T$) attain constant absolute
values around the input and output planes.

In conclusion, it is at least partly misleading to stick to the familiar notion of “mode evolutions” computed by the CMT approach. If one abandons that viewpoint and regards the CMT procedures as just “a” method that generates an approximate field solution inside the computational window, then applying the projections to extract the external mode amplitudes appears perfectly reasonable.

3.3 Reciprocity of scattering matrix

For the analysis of the bent-straight waveguide couplers discussed in Section 3.2, we have considered only forward propagating modes. By considering backward propagating modes also, the corresponding full scattering matrix that relates the bidirectional amplitudes of the outgoing waves to the amplitudes of the corresponding incoming modes is given as:

\[
\begin{pmatrix}
  a^- \\
  A^- \\
  b \\
  B \\
\end{pmatrix} = 
\begin{pmatrix}
  0 & 0 & S_{bb} & S_{bs} \\
  0 & 0 & S_{sb} & S_{ss} \\
  S_{pb} & S_{bs} & 0 & 0 \\
  S_{sb} & S_{ss} & 0 & 0 \\
\end{pmatrix}
\begin{pmatrix}
  a \\
  A \\
  b^- \\
  B^- \\
\end{pmatrix}.
\] (3.21)

Here the superscripts $^-$ indicate the amplitudes of backwards (anticlockwise) propagating waves, where the zeroes implement the assumption of negligible backreflections. The entries of the submatrices $S_{vw}$ with $v, w = b, s$ represent the “coupling” from the modes of waveguide $w$ to the fields supported by waveguide $v$.

A fundamental property of any linear optical circuit made of nonmagnetic materials is that the transmission between any two “ports” does not depend upon the propagation direction. The proof can be based e.g. on the integration of a reciprocity identity over the spatial domain covered by that circuit [43]. More specifically, the full scattering matrix of the reciprocal circuit has to be symmetric. The argument holds for circuits with potentially attenuating materials, in the presence of radiative losses, and irrespectively of the particular shape of the connecting cores. It relies crucially on the precise definition of the “ports” of the circuit, where independent ports can be realized either by mode orthogonality or by spatially well separated outlets.

Assuming that the requirements of that argument can be applied at least approximately to our present bent-straight waveguide couplers, one expects that the coupler scattering matrix is symmetric. For the submatrices this implies the following
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equalities (T denotes the transpose):

\[ S_{bb} = (S^{-1}_{bb})^T, \quad S_{ab} = (S^{-1}_{ba})^T, \quad S_{bs} = (S^{-1}_{sb})^T, \quad S_{bs} = (S^{-1}_{ss})^T. \]  

(3.22)

If the coupler shown in Figure 3.1 is defined symmetrical with respect to the central plane \( z = 0 \) and if identical mode profiles are used for the incoming and outgoing fields, then one can further expect (see [43]) the transmission \( A \rightarrow b \) to be equal to the transmission \( B^{-} \rightarrow a^{-} \). Similarly, one expects equal transmissions \( a \rightarrow B \) and \( b^{-} \rightarrow A^{-} \), or

\[ S_{bs} = S^{-1}_{bs}, \quad S_{ab} = S^{-1}_{ba}. \]  

(3.23)

Consequently, according to equations (3.22) and (3.23), also the unidirectional scattering matrix

\[ S = \begin{pmatrix} S_{bb} & S_{bs} \\ S_{ab} & S_{ss} \end{pmatrix} \]  

(3.24)

associated with the forward, clockwise propagation through the coupler, i.e. the lower left quarter block of the full matrix in equation (3.21) can be expected to be symmetric:

\[ S_{bs} = (S^{-1}_{ab})^T, \quad S_{bs}^{-} = (S^{-1}_{sb})^T. \]  

(3.25)

Here translated to the multimode coupler setting, this means that “the coupling from the straight waveguide to the cavity bend is equal to the coupling from the cavity bend to the bus waveguide”.

3.4 Simulation results

The coupled mode equations (3.9), (3.10) are treated by numerical means on a rectangular computational window \([x_l, x_r] \times [z_i, z_o]\) as introduced in Figure 3.1. The solution involves the numerical quadrature of the integrals (3.7), (3.8) in the \( z \)-dependent matrices \( M \) and \( F \), where a simple trapezoidal rule [113] is applied, using an equidistant discretization of \([x_l, x_r]\) into intervals of length \( h_x \).

Subsequently, a standard fourth order Runge-Kutta scheme [113] serves to generate a numerical solution of the coupled mode equations over the computational domain \([z_i, z_o]\), which is split into intervals of equal length \( h_z \). Exploiting the linearity of equation (3.10), the procedure is formulated directly for the transfer matrix \( T \), i.e. applied to the matrix equation

\[ \frac{dT(z)}{dz} = M(z)^{-1} F(z) T(z) \]  

(3.26)
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with initial condition \( T(z_i) = I \) (the identity matrix), such that \( C(z) = T(z) C(z_i) \). While the evaluation of the resonator properties via equations (3.20) and (1.4), requires only the solution \( T = T(z_o) \) at the coupler output plane \( z = z_o \), also the examination of the evolutions of \( T(z) \), or \( S(z) \), respectively, turns out to be instructive.

Having explained how to compute the scattering matrices for the bent-straight waveguide couplers, in Section 3.4.1 and 3.4.2 we summarize a series of numerical results for the theory outlined in Section 3.2 and 3.3. Note that couplers with quite small radius with substantial refractive index contrast are considered as test structures. For the CMT approach, these represent rather extreme configurations, partially with strongly leaky fields, thus with relatively large field strengths in the regions where the CMT ansatz-field clearly violates the Maxwell equations. One expects that for couplers that consist of bent waveguides with large radii, i.e. with better confined bend modes, and more adiabatic interaction in the coupler regions, the CMT approach comes even closer to reality.

### 3.4.1 Coupler with monomodal bent waveguide

As the first example, we consider bent-straight waveguide couplers according to Figure 3.1 formed by straight and circularly bent cores of widths \( w_s = 0.4 \mu m \) and \( w_c = 0.5 \mu m \) with refractive index \( n_c = n_s = 1.5 \), embedded in a background with refractive index \( n_b = 1 \). The configurations differ with respect to the radius \( R \) of the outer bend interface, and with respect to the distance \( g \) between the cores. The interaction of waves with vacuum wavelength \( \lambda = 1.05 \mu m \) is studied, \( k = 2\pi/\lambda \) is the associated vacuum wavenumber. Both constituent waveguides are single-mode at the target wavelength, with mode profiles that are well confined to the respective cores. Figure 3.2 illustrates an example for the two basis fields. The longer outer tail of the bend profile is accompanied by a slight shift of the profile maximum towards the exterior of the bend.

The CMT simulations of the couplers are carried out on computational windows of \([x_l, x_r] \times [z_i, z_o] = [0, R + 10 \mu m] \times [-R + 1 \mu m, R - 1 \mu m]\), if \( R \leq 5 \mu m \), otherwise on a window \([x_l, x_r] \times [z_i, z_o] = [R - 5 \mu m, R + 10 \mu m] \times [-8, 8] \mu m\), discretized with stepsize of \( h_x = 0.005 \mu m \) and \( h_z = 0.1 \mu m \). For the two basis fields the CMT analysis generates \( 2 \times 2 \) transfer matrices \( T \) and scattering matrices \( S \) that can be viewed as being \( z \)-dependent in the sense as discussed in Section 3.4.

Figure 3.3 shows the evolution of the matrix elements with the position \( z = z_o \) of the coupler output plane.

The matrix elements \( T_{o,i} \) and \( S_{o,i} \) relate the amplitudes of an input mode \( i \) to an
output mode $o$; for the present normalized modes the absolute squares can thus be viewed as the relative fractions of optical power transferred from mode $i$ at the input plane $z = z_i$ to mode $o$ at the output plane $z = z_o$ of the coupler. After an initial interval, where these quantities remain stationary, one observes variations around the central plane $z = 0$ of the coupler, which correspond to the interaction of the waves. Here the nonorthogonal basis fields are strongly overlapping; it is therefore not surprising that the levels of specific components of $|T_{o,i}|^2$ and $|S_{o,i}|^2$ exceed 1 in this interval.

After the region of strongest interaction, near the end of the $z$-computational interval, one finds that the elements $|T_{b0,i}|^2$ that map to the bend mode amplitude become stationary again, while the elements $|T_{s0,i}|^2$ related to the output to the straight mode still show an oscillatory behaviour. This is due to the interference effects as explained in Section 3.2.3. The proper amplitudes of the modes of the bus channel can be extracted by applying the projection operation (3.19); the corresponding matrix elements $|S_{s0,i}|^2$ attain stationary values, such that the “coupling strength” predicted for the involved modes does not depend on the (to a certain degree arbitrary) position of the coupler output plane.
Figure 3.3: Elements of the transfer matrix $T$ and scattering matrix $S$ for TE (first row) and TM (second row) polarized light, versus the output plane position $z_o$, for couplers as introduced in Section 3.4.1 with $R = 5 \mu m$ and $g = 0.2 \mu m$.

Anyway, the scattering matrix $S$, that enters the relations (1.4), (1.5) for the transmission properties of the resonator device, should be considered a static quantity, computed for the fixed computational interval $[z_i, z_o]$. From the design point of view, one is interested in the elements of this matrix (the “coupling coefficients”) as a function of the resonator / coupler design parameters. Figure 3.4 summarizes the variation of $S$ with the width of the coupler gap, for a series of different bend radii.

Uniformly for all radii and for both polarizations one observes the following trends. For large gap widths, the non-interacting fields lead to curves that are constant, at levels of unity ($|S_{s0,s0}|^2$, full transmission along the straight waveguide), moderately below unity ($|S_{b0,b0}|^2$, attenuation of the isolated bend mode, stronger for the TM field), or zero ($|S_{b0,s0}|^2$ and $|S_{s0,b0}|^2$, decoupled fields). As the gap width decreases, the growing interaction strength between the modes in the two cores causes increasing cross coupling $|S_{b0,s0}|^2$, $|S_{s0,b0}|^2$ and decreasing self coupling...
3.4 Simulation results

Figure 3.4: Scattering matrix elements $|S_{\alpha,i}|^2$ versus the gap width $g$, for couplers as considered in Section 3.4.1 with cavity radii $R = 3, 5, 10, 15 \, \mu m$, for TE (first row) and TM (second row) polarized waves.

$|S_{s0,s0}|^2, |S_{b0,b0}|^2$. This continues until a maximum level of power transfer is attained (where the level should depend on the “phase mismatch” between the basis fields, though a highly questionable notion in case of the bend modes [114]).

If the gap is further reduced, the cross coupling coefficients decrease, even if a growing strength of the interaction can be expected; the decrease can be attributed to a process of “forth and back coupling”, as shown in Figure 3.5 where along the propagation axis a major part of the optical power changes first from the input channel to the second waveguide, then back to the input core. One should therefore distinguish clearly between the magnitude of the coefficients (3.8) in the differential equations that govern the coupling process, and the solution of these equations for a finite interval, the net effect of the coupler, represented by the scattering matrix $S$.  
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Figure 3.5: Forth and back coupling as the separation distance \( g \) is reduced. The plots show the real physical \( E_y \) field for the coupler configuration as in Section 3.4.1 with \( R = 15 \mu m \).

For the symmetric computational windows used for the present simulations, the abstract reasoning of Section 3.3 predicts symmetric coupler scattering matrices. According to Figures 3.3 and 3.4, this constraint is respected remarkably well by the CMT simulations. In Figure 3.3, the curves related to \( |S_{s0,b0}|^2 \) and \( |S_{b0,s0}|^2 \) end in nearly the same level at \( z = z_o \). Figure 3.4 shows pairs of close curves for the cross coupling coefficients, where larger deviations occur only for rather extreme configurations with small bend radii and gaps close to zero; the deviations are more pronounced for the TM case. Here one might question the validity of the assumptions underlying the CMT ansatz (3.3). Otherwise the symmetry of the scattering matrices provides a useful means to assess the accuracy of the CMT simulations, beyond merely the power balance constraint.

In the “standard resonator model”, as seen from Eqs. (1.4), (1.5), the spectral re-
3.4 Simulation results

The response of the resonators depends on the scattering matrix entries. Therefore it is useful to look at the wavelength dependence of the scattering matrix, which is shown in the plots of Figure 3.6 and 3.7.

![Wavelength dependence of the entries (absolute square) of the scattering matrix](image)

**Figure 3.6:** Wavelength dependence of the entries (absolute square) of the scattering matrix $S$, $|S_{b0,0}|^2$ (solid line), $|S_{b0,s}|^2$ (dashed line), $|S_{s0,b}|^2$ (circles), and $|S_{s0,s}|^2$ (squares). The coupler configuration is as in Section 3.4.1, with $R = 5\, \mu m$ and gap widths $g = 0.2\, \mu m, 0.3\, \mu m, 0.4\, \mu m$.

Note that the scattering matrix entries are complex numbers. While the absolute square of these entries, as shown in Figure 3.6, shows a monotonic behaviour, the corresponding real and imaginary parts, shown in Figure 3.7, oscillate. These oscillations are due to phase changes experienced by the modal fields while propagating along the coupler. We will elaborate this point further in Section 4.3 with a numerical example in Section 4.4.1.

As the wavelength increases, the bent waveguide and straight waveguide modes become less confined, and the interaction between these modes increases. This results in a steady increase of the cross coupling coefficients $|S_{b0,s0}|^2$, $|S_{s0,b0}|^2$, and a decrease of the self coupling coefficients $|S_{b0,b0}|^2$, $|S_{s0,s0}|^2$. For varying wavelengths and for both polarizations, the simulation results in Figures 3.6 and 3.7 show that reciprocity is maintained very well, i.e. the cross coupling coefficients $S_{b0,s0}$ and $S_{s0,b0}$ coincide as complex numbers (see the plots in the second row of Figure 3.7).

Slight deviations can be observed for the configurations with $g = 0.2\, \mu m$ and TM polarization, for the structure with the strongest interaction and lossy, less regular fields.
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3.4.2 Coupler with multimodal bent waveguide

If the core width of a bent waveguide is increased beyond a certain limit, then as discussed in Section 2.4.5, the whispering gallery regime is reached, where the modes are guided by just the outer dielectric interface. Figure 3.8 illustrates the first four lowest order whispering gallery modes that are supported by a structure with the parameters of the previous ring segments, where the interior has been filled with the core material. If the resulting disk is employed as the cavity in a resonator structure, all bend modes with reasonably low losses must be suspected to be relevant for the functioning of the device. Therefore we now consider bent-straight coupler configurations, where the bend supports multiple whispering gallery modes.

A parameter set similar to Section 3.4.1 is adopted, with \( n_c = n_s = 1.5, n_b = 1.0, R = 5 \, \mu\text{m}, w_c = R, w_s = 0.4 \, \mu\text{m}, g = 0.2 \, \mu\text{m}, \) for the target wavelength \( \lambda = 1.05 \, \mu\text{m}. \) The CMT analysis of the coupler structures is carried out on a computational window \([x_1, x_r] = [0, 15] \, \mu\text{m}, [z_i, z_o] = [-4, 4] \, \mu\text{m}\) with large extent in the (radial) \( x\)-direction, in order to capture the radiative parts of the lossy higher
3.4 Simulation results

Figure 3.8: TE polarized whispering gallery modes; basis fields for the CMT analysis of the multimode couplers of Section 3.4.2. The plots show the absolute value $|E_y|$ of the radial mode profile (left) and snapshots of the propagating physical field $E_y$ (right). The effective mode indices $\gamma_j/k$ related to the bend radius $R = 5 \mu m$ are $1.32793 - i 9.531 \cdot 10^{-7}$ (TE$_0$), $1.16931 - i 4.032 \cdot 10^{-4}$ (TE$_1$), $1.04222 - i 5.741 \cdot 10^{-3}$ (TE$_2$), and $0.92474 - i 1.313 \cdot 10^{-2}$ (TE$_3$), for $\lambda = 1.05 \mu m$. All modes are power normalized.

order bend fields. Stepsizes for the numerical integrations are $h_x = 0.005 \mu m$, $h_z = 0.1 \mu m$, as before.

It is not a priori evident, how many basis fields are relevant for a particular simulation. Figure 3.9 shows the effect of the inclusion of the higher order bend modes on the evolution of the primary coefficients of the scattering matrix $S$.

The self coupling coefficient $|S_{b0,b0}|^2$ of the fundamental bend field is hardly influenced at all, and there is only a minor effect on the cross coupling coefficients $|S_{s0,b0}|^2$ and $|S_{b0,s0}|^2$. Inclusion of the first order bend field reduces merely the self coupling coefficient $|S_{s0,s0}|^2$ of the straight mode by a substantial amount, due to the additional coupling to that basis field. Apparently, for the present structure it
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is sufficient to take just the two or three lowest order bend modes into account. This hints at one of the advantages of CMT approach, where one can precisely analyze the significance of the individual basis modes. We will resume this issue in Section 4.4.2.

With three cavity fields and the mode of the straight waveguide, the CMT simulations lead to coupler scattering matrices of dimension $4 \times 4$. Curves for the evolution of the 16 elements of the propagation and scattering matrices $T, S$ are collected in Figure 3.10. Just as in Section 3.4.1 the application of the projection procedure to extract the stationary levels of $|S_{s0,j}|^2, |S_{j,s0}|^2$ from the nonstationary quantities $|T_{s0,j}|^2, |T_{j,s0}|^2$ at the exit port of the coupler is essential.

Again, the agreement of the exit levels of all cross coupling coefficients indicates that reciprocity is satisfied. In contrast to Figure 3.3 the noticeable decay of the self coupling coefficients $|S_{b1,b1}|^2, |S_{b2,b2}|^2$ is due to the strong attenuation of the basis fields, as directly introduced into $S$ via equation (3.20).
According to Figure 3.11 the elements of the scattering matrix exhibit a similar variation with the gap width as found for the former monomode bent-straight waveguide coupler (cf. Figure 3.4). With growing separation distance the cross coupling coefficients tend to zero. The constant levels attained by the self coupling coefficients of the bent modes are determined by the power the respective mode loses in traversing the computational window. Also here, with the exception of configurations with almost closed gap, we find that cross coupling coefficients with reversed indices coincide, i.e. that the simulations obey reciprocity.
3.5 Concluding remarks

In this chapter, we presented a spatial coupled mode theory based model of 2-D bent-straight waveguide couplers. In this frequency domain approach, coupled mode equations are rigorously derived by a variational principle. Availability of 2-D analytical bent waveguide modes facilitates the implementation of the model consistent with standard physical notions. By solving the coupled mode equations...
numerically, and projecting the resulting coupled mode field on the modes of the straight waveguide, we obtained the scattering matrices of the couplers. In symmetrical coupler settings, the scattering matrices satisfy the reciprocity property, that permits to assess the validity of the simulation results.

Using the above coupled mode theory model, a detailed study of the effects of separation distance, the radius of the bent waveguide, and the wavelength on the scattering matrices has been carried out. For the couplers involving bent waveguides that support multiple whispering gallery modes, one can systematically investigate the significance of the individual modes. In combination with analytically computed bent mode propagation constants, the model allows to calculate rigorously the free parameters in the “standard resonator model” and to analyze the spectral response of the microresonators (Sections 1.4.1.4.1). While the present study discusses only 2-D couplers, this theory can be extended in a straightforward way to the 3-D setting, as discussed in detail in Ref. [69].
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Microresonators

Circular integrated optical microresonators are increasingly employed as compact and versatile wavelength filters. In this chapter, we investigate an ab-initio 2-D frequency domain model for these devices. The resonators are functionally represented in terms of two couplers with appropriate connections using bent and straight waveguides. The abstract scattering matrices of these couplers and the propagation constants of the cavity bends allow to compute the spectral responses of the resonators. These parameters are calculated by means of the rigorous analytical model of bent waveguides, and the spatial coupled mode theory model of the constituent bent-straight waveguide couplers. We present results for the spectral response and field examples for microresonators with mono- and multi-modal cavities for TE and TM polarizations. Comparisons with finite difference time domain simulations show very good overall agreement. Effect of the separation distances on the spectral response is investigated. Also examples for the effect of slight changes of the core refractive index on the resonator spectra, evaluated by perturbational expressions, are presented.

Parts of this chapter are adapted from:
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In Section 1.4 we discussed the “standard resonator model” for structures with monomodal waveguides. Knowing the propagation constants of the cavity segments and the scattering matrices of the bent-straight waveguide couplers, one can compute the throughput power and the dropped power for the entire resonator devices. As explained in Chapter 2, the required propagation constants of bent waveguides can be calculated analytically. With the coupled mode theory model of bent-straight waveguide couplers, as presented in Chapter 3, one can reckon the required scattering matrices. Thus, given the geometrical and material parameters of a resonator, the spectral response can be computed. Preliminary results of this approach are contained in Refs. [34, 71].

In this chapter, we generalize the above resonator model to the multimodal setting. The chapter is organized as follows. Section 4.1 introduces the schematic microresonator model, formulated directly for configurations with multimode cavities. Section 4.3 outlines how to compute the spectral response of the resonators. Section 4.4 provides a series of example simulations, including the benchmarking against independent rigorous numerical calculations. A detailed study of effect of the separation distances on the resonator spectral response is presented in Section 4.5. Tuning of resonators is investigated in Section 4.6.

4.1 Abstract microresonator model

Referring to the classification of resonator types given in [53], we treat the circular microcavities as traveling wave resonators in the framework of a pure frequency domain description. Neglecting reflected waves turns out to be adequate even for the present devices with already quite small radii (though we can check this only implicitly via comparison to numerical results). One expects this approximation to break down for even smaller cavities, where the interaction between the waves in the bus waveguides and the cavity can no longer be regarded as adiabatic. In that regime of standing wave resonators descriptions similar to those given in Refs. [53, 115] would have to be applied, that take reflected waves fully into account.

The resonators investigated in this chapter consist of ring or disk shaped dielectric cavities, evanescently coupled to two parallel straight bus cores. We consider guided-wave scattering problems in the frequency domain, where a time-harmonic optical signal $\exp(i\omega t)$ of given real frequency $\omega$ is present everywhere. Cartesian coordinates $x, z$ are introduced for the spatially two dimensional description as shown in Figure 4.1. The structure and all TE- or TM-polarized optical fields are assumed to be constant in the $y$-direction.
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Figure 4.1: Schematic microresonator representation: A cavity of radius $R$, core refractive index $n_c$ and width $w_c$ is placed between two straight waveguides with core refractive index $n_s$ and width $w_s$, with gaps of width $g$ and $\bar{g}$ between the cavity and the bus waveguides. $n_b$ is the background refractive index. The device is divided into two couplers (I), (II), connected by cavity segments of lengths $L$ and $\bar{L}$ outside the coupler regions.

Adhering to the most common description for microring-resonators [35, 34], the devices are divided into two bent-straight waveguide couplers, which are connected by segments of the cavity ring. Half-infinite pieces of straight waveguides constitute the external connections, where the letters A, B, A, B (external) and a, b, â, b (internal) denote the coupler ports. If one accepts the approximation that the interaction between the optical waves in the cavity and in the bus waveguides is negligible outside the coupler regions, then this functional decomposition reduces the microresonator description to the mode analysis of straight and bent waveguides, and the modeling of the bent-straight waveguide couplers.

Assuming that all transitions inside the coupler regions are sufficiently smooth, such that reflections do not play a significant role for the resonator functioning, we further restrict the model to unidirectional wave propagation, as indicated by the arrows in Figure 4.1. Depending on the specific configuration, this assumption can be justified or not; at least for the structures considered in Section 4.4.2 we observed this approximation to be adequate.

Consider coupler (I) first. Suppose that the straight cores support $N_s$ guided modes with propagation constants $\beta_{sq}$, $q = 1, \ldots, N_s$. For the cavity, $N_b$ bend modes are taken into account. Due to the radiation losses, their propagation constants
\( \gamma_{bp} = \beta_{bp} - i \alpha_{bp}, \ p = 1, \ldots, N_b, \) are complex valued [114]. Here \( \beta_{aq}, \beta_{bp} \) and \( \alpha_{bp} \) are real positive numbers. The variables \( A_q, B_q, \) and \( a_p, b_p, \) denote the directional amplitudes of the properly normalized “forward” propagating (clockwise direction, cf. Figure 4.1) basis modes in the respective coupler port planes, combined into amplitude (column) vectors \( A, B, \) and \( a, b. \) A completely analogous reasoning applies to the second coupler, where a symbol \( \sim \) identifies the mode amplitudes \( \sim A, \sim B, \) and \( \sim a, \sim b \) at the port planes.

The model of Chapter 3 for unidirectional wave propagation through the coupler regions provides scattering matrices \( S, \sim S, \) such that the coupler operation is represented as
\[
\begin{pmatrix}
  b \\
  B
\end{pmatrix} = S \begin{pmatrix}
  a \\
  A
\end{pmatrix}, \quad \begin{pmatrix}
  \sim b \\
  \sim B
\end{pmatrix} = \sim S \begin{pmatrix}
  \sim a \\
  \sim A
\end{pmatrix}. \tag{4.1}
\]

Outside the coupler regions the bend modes used for the description of the field in the cavity propagate independently, with the angular / arc-length dependence given by their propagation constants (cf. equation (3.1)). Hence the amplitudes at the entry and exit ports of the connecting cavity segments are related to each other as
\[
a = G b \quad \text{and} \quad \sim a = \sim G \sim b, \tag{4.2}
\]
where \( G \) and \( \sim G \) are \( N_b \times N_b \) diagonal matrices with entries \( G_{p,p} = \exp (-i \gamma_{bp} L) \) and \( \sim G_{p,p} = \exp (-i \gamma_{bp} \sim L), \) respectively, for \( p = 1, \ldots, N_b. \)

For the guided wave scattering problem, modal powers \( P_{Bq} = |A_q|^2 \) and \( P_{Aq} = |\sim A_q|^2 \) are prescribed at the In-port \( A \) and at the Add-port \( \sim A \) of the resonator, and one is interested in the transmitted powers \( T_{Bq} = |B_q|^2 \) at port \( B \) and the backward dropped powers \( D_{Bq} = |\sim B_q|^2 \) at port \( \sim B. \) The linear system established by equations (4.1) and (4.2) is to be solved for \( B \) and \( \sim B, \) given values of \( A \) and \( \sim A. \) Due to the linearity of the device the restriction to an excitation in only one port, here port \( A, \) with no incoming Add-signal \( \sim A = 0, \) is sufficient. One obtains
\[
B = (S_{sb} G \sim S_{bb} \sim G \Omega^{-1} S_{bs} + S_{ss}) A, \quad \sim B = (\sim S_{sb} G \Omega^{-1} S_{bs}) A \tag{4.3}
\]
for the amplitudes of the outgoing guided modes in the Through- and Drop-ports, and
\[
b = \Omega^{-1} S_{bs} A, \quad \sim b = \sim S_{bb} G \Omega^{-1} S_{bs} A \tag{4.4}
\]
for the internal mode amplitudes in the cavity, where \( \Omega = 1 - S_{bb} G \sim S_{bb} \sim G. \)

Among the factors in the expressions (4.3) and (4.4) only the inverse of \( \Omega \) can be expected to introduce a pronounced wavelength dependence. Thus \( \Omega^{-1} \) can be viewed as a resonance denominator in matrix form; resonances appear in case \( \Omega \) becomes nearly singular, i.e. exhibits an eigenvalue close to zero. This “resonance
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The "resonance condition" permits a quite intuitive interpretation: Resonances appear if a field amplitude vector is excited inside the cavity, that corresponds to a close-to-zero eigenvalue of $\Omega$, or a unit eigenvalue of $S_{bb}G\tilde{S}_{bb}\tilde{G}$. That relates to a field which reproduces itself after propagating consecutively along the right cavity segment, through coupler (II), along the left cavity segment, and finally through coupler (I).

In general, resonances must be expected to involve all bend modes that are taken into account for the description of the cavity field, due to the interaction caused by the presence of the straight cores (cf. e.g. the example of the hybrid cavity ring given in Ref. [69]). If, however, this direct interaction between the bend modes is weak, the matrices $S_{bb}$ and $\tilde{S}_{bb}$ become nearly diagonal just like $G$ and $\tilde{G}$, and resonances can be ascribed to individual cavity modes. Analogously to the case of standing wave resonators [115], this viewpoint allows a quantitative characterization of resonances associated with "almost isolated" cavities, where the bus waveguides are absent. Also for the numerical examples in Section 4.4.2 we found this regime to be realized; resonances can be classified as belonging to specific bend modes by inspecting the mode amplitudes that establish inside the cavity at the resonance wavelength.

In case of a configuration with single mode cavity and bus cores, further evaluation of expressions (4.3) and (4.4) is presented in Section 1.4; one obtains the familiar explicit, parameterized expressions for the transmitted and dropped power, for the free spectral range and the resonance width, for finesse and Q-factor of the resonances, etc. Here the above resonance condition means that at coupler (I) the incoming signal from the bus waveguide is in phase with the wave propagating already along the cavity, and that it compensates the propagation loss of the cavity round trip. Resonances appear as a drop in the directly transmitted power $P_T$, and a simultaneous peak in the dropped power $P_D$. Assuming that this reasoning is also applicable to a multimode configuration with weak interaction, one can establish separate resonance conditions for the individual cavity modes, which in general will be satisfied at different wavelengths. The power spectrum of the microresonator shows a systematically repeating pattern with multiple extrema, where each resonance corresponds to cavity modes of different orders. See Figure 4.9 for an example.

4.2 Scattering matrix analysis of the full resonator

Treating the resonator shown in Figure 4.1 as a black box with four external ports A, B, \(\tilde{A}\), \(\tilde{B}\), let’s assume that the response of the resonator is characterized by an abstract bidirectional resonator scattering matrix $S$. Let $A_i$, $B_i$, $\tilde{A}_i$, $\tilde{B}_i$ be the amplitudes of incoming fields, and $A_o$, $B_o$, $\tilde{A}_o$, $\tilde{B}_o$ be the outgoing field amplitudes.
amplitudes at the respective ports. Then one can write

\[
\begin{pmatrix}
A_o \\
B_o \\
\tilde{A}_o \\
\tilde{B}_o
\end{pmatrix}
= \begin{pmatrix}
0 & S_{AB} & 0 & S_{A\tilde{B}} \\
S_{BA} & 0 & S_{B\tilde{A}} & 0 \\
0 & S_{\tilde{A}B} & 0 & S_{\tilde{B}A} \\
S_{\tilde{B}A} & 0 & S_{\tilde{B}\tilde{A}} & 0
\end{pmatrix}
\begin{pmatrix}
A_i \\
B_i \\
\tilde{A}_i \\
\tilde{B}_i
\end{pmatrix},
\]  
(4.5)

where the zeros represent negligible backreflections. The interpretation of the scattering matrix elements is as for the bent-straight waveguide coupler (see Section 3.3).

Again following the reciprocity arguments for linear circuits made of nonmagnetic materials (see Section 3.3), the above scattering matrix is symmetric, i.e.

\[
S_{BA} = (S_{AB})^T, \quad S_{BA} = (S_{AB})^T, \quad S_{AB} = (S_{BA})^T, \quad S_{\tilde{A}B} = (S_{\tilde{B}A})^T,
\]  
(4.6)

where the superscript T represents the transpose.

If the resonator shown in Figure 4.1 is defined symmetrical with respect to the central plane \( z = 0 \), and if identical mode profiles are used for the incoming and outgoing fields, then one can further expect the transmission \( A \rightarrow \tilde{B} \) to be equal to the transmission \( B \rightarrow \tilde{A} \). Similarly, one expects equal transmissions \( \tilde{A} \rightarrow B \) and \( \tilde{B} \rightarrow A \). Therefore one has

\[
S_{\tilde{B}A} = S_{\tilde{A}B}, \quad S_{B\tilde{A}} = S_{A\tilde{B}}.
\]  
(4.7)

From Eq. (4.6), (4.7), one obtains

\[
S_{\tilde{B}A} = (S_{\tilde{B}A})^T.
\]  
(4.8)

In case of monomodal port waveguides, this simplifies to

\[
S_{\tilde{B}A} = S_{\tilde{B}A}.
\]  
(4.9)

which means that, irrespective of different separation distances, as long as there is a symmetry with respect to the \( z = 0 \) plane, the output power at port \( \tilde{B} \) for unit power input at port \( A \) and no input at port \( \tilde{A} \) is exactly the same as the power observed at port \( \tilde{B} \) for unit power input at port \( \tilde{A} \) and no input at port \( A \).

In Section 4.5.3 we show that the numerical implementation respects these abstract constraints.
4.3 Spectrum evaluation

A quantitative evaluation of the present microresonator model requires the propagation constants of the cavity modes $\gamma_{bp}$, hidden in $\mathbf{G}$, $\mathbf{G}$, and the scattering matrices $\mathbf{S}$, $\tilde{\mathbf{S}}$ of couplers (I) and (II). Once these quantities are available, the optical transmission through the resonator is given by equations (4.3).

In principle the spectral response of the device can be obtained by repeating the entire solution procedure for different wavelengths in an interesting range. That direct approach requires repeated computations of the bend propagation constants and the scattering matrices. A large part of the numerical effort can be avoided, if one calculates the relevant quantities merely for a few distant wavelengths, and then uses complex interpolations of these values for the actual spectrum evaluation. The interpolation procedure, however, should be applied to quantities that vary but slowly with the wavelength.

In line with the reasoning concerning the resonances in Section 1.4.3, one can expect that any rapid wavelength dependence of the transmission is determined mainly by the phase gain of the waves circulating in the cavity. Rapid changes in these phase relations are due to a comparably slow wavelength dependence of the bend propagation constants $\gamma_{bp}$, that is multiplied by the lengths $L$, $\tilde{L}$ of the external cavity segments. If a substantial part of the cavity is already contained in the coupler regions, then the elements of the scattering matrices $\mathbf{S}$ exhibit also fast phase oscillations with the wavelength, as depicted in Figure 3.7, such that $\mathbf{S}$ directly is not suitable for the interpolation. Apart from these rapid changes, which can be attributed to the unperturbed propagation of the basis modes along the bent and straight waveguides, the interaction between the waves in the two coupled cores introduces an additional wavelength dependence, which in turn can be expected to be slow.

To separate the two scales of wavelength dependence in $\mathbf{S}$, one divides by the exponentials that correspond to the undisturbed wave propagation of the bend and straight modes towards and from the symmetry plane $z = 0$:

$$S' = Q^0 S (P^0)^{-1}$$  \hspace{1cm} (4.10)

Here $P^0$ and $Q^0$ are diagonal matrices with entries $P^0_{jj}$ and $Q^0_{jj}$ as defined for $P$ and $Q$ in equation (3.20). Formally, one can view $S'$ as the scattering matrix of a coupler with zero length, where the interaction takes place instantaneously at $z = 0$. This modification of $\mathbf{S}$, applied analogously to $\tilde{\mathbf{S}}$, is compensated by redefining the lengths of the external cavity segments as $L' = \tilde{L'} = \pi R$, by changing the
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matrices $G$ and $\tilde{G}$ accordingly, and, where necessary, by taking into account the altered phase relations on the external straight segments.

After these modifications, the new matrices $G'$ and $\tilde{G}'$ capture the phase gain of the cavity field along the full circumference. The modified scattering matrices $S'$ and $\tilde{S}'$ show only a slow wavelength dependence (see Figure 4.4), such that the interpolation can be successfully applied to these matrices and to the bend propagation constants in $G'$ and $\tilde{G}'$. The resonant features of the device are now entirely effected by the analytical relations (4.3), such that one obtains an excellent agreement between the transmission spectra computed with the interpolated quantities and the direct calculation, while the computational effort is significantly reduced.

4.4 Simulation results

In this section we summarize a series of numerical examples for the theory outlined in Sections 4.1 and 4.3 based on analytical bent modes (Chapter 2) and the CMT coupler model (Chapter 3).

The results of the CMT approach are compared with Finite Difference Time Domain (FDTD) simulations [55]. We apply own implementation [95, 57] based on a simple second order Yee scheme [94]. Perfectly Matched Layer (PML) boundary conditions enclose the rectangular computational window, where fields are excited using the total-field / scattered field formulation. In order to generate reference signals for purposes of normalization, all FDTD calculations are carried out twice, once for the entire microresonator structure, then for one of the constituent straight waveguides only. To evaluate the spectral throughput- and dropped power, the time evolutions of the fields at suitable cross section lines through the respective ports are Fourier transformed, then projected onto the outgoing frequency domain mode profiles associated with the port. The ratio of the absolute values of these spectral signals (calculation for the microresonator structure / reference calculation) forms an approximation for the normalized output powers.

For a comparison with literature results, we consider structures as in Ref. [56], where microring/microdisk with high index contrast and very small radius resonators are calculated by 2-D FDTD with PML boundary conditions.

4.4.1 Microring resonator

For all subsequent computations of microresonator spectra, unless stated explicitly, we restrict ourselves to symmetric structures ($g = \tilde{g}$) with identical monomodal
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straight waveguides. In line with the assumptions leading to equations (4.3), (4.4), the fundamental mode of the bus waveguides is launched at the In-port with unit power; there is no incoming field at the Add-port.

Figure 4.2 shows the spectral response for a microring-resonator made of two couplers as considered in Section 3.4.1 with cavity radius $R = 5 \mu m$ and gaps $g = \bar{g} = 0.2 \mu m$. The CMT calculations use the computational setting as introduced for Figure 3.3. One observes the familiar ringresonator resonance pattern with dips in the transmitted power and peaks in the dropped intensity. According to Figure 3.4, the present parameter set specifies configurations with rather strong interaction in the coupler regions ($|S_{b0,s0}|^2 = 30\%$ (TE), $|S_{b0,s0}|^2 = 54\%$ (TM)), such that the resonances are relatively wide, with a substantial amount of optical power being directly transferred to the Drop port also in off resonant states. These properties are related to the attenuation of the cavity modes, and to the interaction strength in the coupler regions, i.e. to the radial confinement of the bend fields, hence one finds resonances of lower quality for TM polarization, and a decrease in quality with growing wavelength for both TE and TM polarized light.

![Figure 4.2: Relative transmitted $P_T$ and dropped power $P_D$ versus the vacuum wavelength for a ringresonator according to Figure 4.1 with parameters $n_c = n_s = 1.5$, $n_b = 1.0$, $w_c = 0.5 \mu m$, $w_s = 0.4 \mu m$, $R = 5 \mu m$, $g = \bar{g} = 0.2 \mu m$; CMT and FDTD results for TE (left) and TM polarization (right).](image)

The CMT results are compared with FDTD simulations, where a computational window that encloses the entire resonator device has been discretized by a rectangular grid of 1200 × 1220 points along the $x$- and $z$-directions with uniform mesh size of 0.0125 $\mu m$. The boundaries of the computational window are enclosed by 0.4 $\mu m$ wide perfectly matched layers with quadratically varying strength, which provide a reflectivity of $10^{-6}$ for the central wavelength $\lambda = 1.05 \mu m$. The simulations are carried out over a time interval of 13.1 ps with a step size of 0.025 fs.
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According to the left and right plots of Figure 4.2, we find an excellent agreement between the CMT and the FDTD results for TE polarization, and only minor deviations for the TM case with less regular fields, more pronounced radiation, and stronger interaction in the coupler regions, where apparently the assumptions underlying the CMT approach are less well satisfied. Note that already in the present 2-D setting these FDTD calculations typically require a computation time of several hours, while the CMT analysis (with interpolation) predicts the entire spectrum in just a few minutes.

Interpolated spectrum evaluation

Now we look at the faster spectrum evaluation technique outlined in Section 4.3. For the bent-straight waveguide couplers involved in the ringresonator of Figure 4.2, the wavelength dependence of the “original” scattering matrix entries $S_{v,w}$ is depicted in Figure 3.6 (absolute square) and Figure 3.7 (real and imaginary part). By extracting phase gains for propagation along the coupler length, one obtains a “modified” scattering matrix $S'$ (4.10). The wavelength dependence of $S'_{v,w}$ is shown in Figures 4.3, 4.4.

As the bend modes in the present coupler are not that lossy (see Figure 3.2), the plots of the absolute square of $S'_{v,w}$ in Figure 4.3 do not differ much from $S_{v,w}$ in Figure 3.6 although for the TM modes one can observe a slight change. But the plots of the real and imaginary parts of $S'_{v,w}$ clearly bring forward the essence of the discussion in Section 4.3. While the corresponding plots in Figure 3.7 show considerable oscillations, the curves in Figure 4.4 are almost linear such that $S'_{v,w}$ can be reliability interpolated.

The left side plots of Figure 4.5 shows the resonator spectrum as obtained by interpolating bend mode propagation constants and CMT scattering matrices for only two (linear interpolation) or three different wavelengths (quadratic interpolation), according to Section 4.3. While small deviations remain for the linear approximation, on the scale of the figure the curves related to quadratic interpolation are hardly distinguishable from the direct CMT results. Thus the interpolation approach provides a very effective means to predict the resonator spectrum, in particular if narrow dips /peaks in the responses of high-quality resonators would have to be resolved.

In Section 1.4.3 we discussed an approximate spectrum evaluation method, where one assumes that for a narrow wavelength interval the scattering matrices are approximately constant, and the resonances are “exclusively” due to the phase gains experienced by the cavity modes while propagating along the cavity. By using the
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Figure 4.3: Wavelength dependence of the absolute square of the entries of the scattering matrix $S'$. The coupler configuration and the interpretation of the curves are identical to Figure 3.6.

Figure 4.4: Wavelength dependence of the complex valued entries of the scattering matrix $S'$. For the coupler configuration and the interpretation of the curves, refer to Figure 3.7.

scattering matrices $S'$ and $\tilde{S}'$ (corresponding to a total cavity length of $2\pi R$), we can verify this approximation. In fact according to the right part of Figure 4.3, this scenario is quite well realized. For the present configuration with a low loss cavity mode, the spectrum evaluated with $S', \tilde{S}'$ at $\lambda = 1.05 \mu m$ and a wavelength dependent propagation constant $\gamma_{b0}$ agrees quite well with “direct” CMT calculations. Note that, far from the reference wavelength $\lambda = 1.05 \mu m$, the approximation of
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Figure 4.5: Left: CMT results, where the spectrum has been evaluated directly and by interpolation of CMT computations for nodal wavelengths 1.015 \( \mu \text{m} \) and 1.085 \( \mu \text{m} \) (linear), or 1.015 \( \mu \text{m} \), 1.05 \( \mu \text{m} \), and 1.085 \( \mu \text{m} \) (quadratic interpolation). Right: Comparison of spectra computed with the approximation of constant coupler scattering matrices as discussed in Section 1.4.3 and computed with direct CMT calculations. The microresonator setting is as in Figure 4.2.

Beyond modal amplitudes and power levels, the CMT solutions permit to access the full optical electromagnetic field. Figure 4.6 collects plots of the principal components for off resonance and resonant configurations for both polarizations. Off resonance, one observes the large Through transmission, small amplitudes of the waves in the Drop-port, and also only minor wave amplitudes in the cavity. At the resonances, the straight transmission is almost completely suppressed; the major part of the input power arrives at the Drop-port. For the present strongly coupled configurations, the power that enters and leaves the cavity at the two couplers leads to considerably different field intensities in the left and right halves of the ring. Here the radiative parts of the bend modes are appreciable outside the cavity, in particular for the more lossy TM waves.

4.4.2 Microdisk resonator

We now consider the symmetrical microdisk resonator that is constituted by two of the multimode couplers discussed in Section 3.4.2. The computational setting and all parameters are identical to the data given in Section 3.4.2 for gap widths \( g = \bar{g} = 0.2 \ \mu \text{m} \). The CMT description represents the optical field in the cavity as a superposition of the whispering gallery modes of Figure 3.8 where in principle...
Figure 4.6: CMT results for the microring structure of Figure 4.2, local intensities (first and third row) and snapshots of the physical field (second and forth row) of the principal components of TE ($E_y$) (first and second row) and TM ($H_y$) (third and forth row) polarized waves, for an off-resonance wavelength (first column) and at a resonance (second column). For visualization purposes the coupler computational window has been extended to $[z_i, z_o] = [-4, 8] \mu m$. 

\[
|E_y|, \quad \text{Re}(E_y), \quad \text{Re}(H_y), \quad |H_y|, \quad \lambda = 1.0414 \mu m, \quad \lambda = 1.053 \mu m
\]
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Figure 4.7: TE power spectrum of the microdisk resonator of Section 4.4.2. CMT analysis with different sets of basis modes; besides the mode of the straight waveguide, only one bend field (TE$_0$, TE$_1$, TE$_2$, left), or the two, three, or four lowest order whispering gallery modes (right) are taken into account.

one must expect that more or less pronounced features related to all of these basis fields appear in the resonator spectrum. Figure 4.7 allows to investigate the significance of the individual cavity modes on the spectral response predicted by the CMT analysis.

The plots of Figure 4.7 show the spectral response as obtained by CMT computations where, besides the mode of the straight waveguide, different sets of bend modes are used as basis fields. The curves related to calculations with single cavity modes (left) exhibit only specific extrema of the full spectrum with similar extremal levels; obviously these resonances can be assigned to the respective (TE$_0$ or TE$_1$) whispering gallery mode. As these modes circulate along the cavity with their different propagation constants, individual resonance conditions are satisfied in general at different wavelengths. Apparently the regime discussed at the end of Section 4.1 is realized here (cf. also the tiny bend mode cross coupling coefficients $|S_{bo,bi}|^2$ in Figure 3.11).

While the fundamental and first order bend mode are essential for the present resonator, inclusion of the second order whispering gallery mode into the CMT analysis leads only to minor, the third order bend field to no visible changes of the curves in the right plot of Figure 4.7. Thus for this microdisk configuration it is sufficient to take into account the three lowest order cavity modes as basis fields to predict reliably the spectral response.

The left plot of Figure 4.8 allows to validate the interpolation approach of Sec-
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4.3 for the spectrum evaluation; just as in Section 4.4.1 one finds that the quadratic interpolation of the scattering matrix coefficients and propagation constants leads to curves that are almost indistinguishable from the directly computed results. The spectrum computed with the approximation technique of Section 1.4.3 is shown in the plots on right side Figure 4.8 Using constant scattering matrices $S_i$, $\tilde{S}_i$ evaluated at $\lambda = 1.05 \mu m$ along with the wavelength dependent cavity mode propagation constants, computed spectrum (dashed line) agrees quite well with the strictly wavelength dependent calculations (solid line). On the scale of the figure, the locations of the resonances predicted by this approximation match with those corresponding to the “direct” calculations; but away from the reference wavelength $\lambda = 1.05 \mu m$, the TE$_1$ extrema levels differ slightly. Anyway, here one can accept the line of arguments in Section 1.4.3 as a very good approximation.

![Figure 4.8](image)

**Figure 4.8:** Left: CMT spectra (four basis modes) for the resonator setting as in Figure 4.7 computed directly, and by interpolation of data evaluated at the nodal wavelengths 1.015 $\mu m$, 1.085 $\mu m$ (linear) or 1.015 $\mu m$, 1.05 $\mu m$, 1.085 $\mu m$ (quadratic interpolation). Right: Spectrum computed with direct CMT calculations (solid line) and with the approximation technique in Section 1.4.3 (dashed line).

Figure 4.9 compares the CMT spectra for TE and TM polarized light with rigorous FDTD calculations, where the simulation parameters are identical to those given in Section 4.4.1. There is a quite satisfactory agreement; as before minor deviations occur for the configurations with highly radiative, strongly interacting, and less regular fields in the TM case. The computational effort required for the CMT analysis is about two orders of magnitude lower than the effort required for the FDTD simulations.
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Figure 4.9: Power transmission through the microdisk resonator of Section 4.4.2, CMT and FDTD spectra (top) for TE (left) and TM polarized modes (right). The plots in the second row show the wavelength dependence of the amplitudes $|b_q|^2$ of the whispering gallery modes inside the cavity at port $b$ (see Figure 4.1).

As an alternative to the computations of Figure 4.7, the inspection of the amplitudes of the basis modes that establish inside the cavity for varying wavelength provides a direct means for labeling the spectral features. The plots in the second row of Figure 4.9 identify the narrower, most pronounced resonances as belonging to the fundamental cavity modes, while the wider, less pronounced peaks are due to the first order whispering gallery fields.

Figure 4.10 gives an impression of the field distributions that accompany the resonance phenomena. Off resonance, most of the input power is directly transferred to the Through-port. At the wavelength corresponding to the minor resonance, the field pattern in the cavity exhibits a nearly circular nodal line that corresponds to the radial minimum in the profile of the first order whispering gallery mode (cf. Figure 3.8). According to Figure 4.9 here the first order mode carries most of the power inside the cavity. The deviation from the circular pattern is caused by the interference with the fundamental mode, which is also excited at this wavelength with a small power fraction. The major resonance related to the fundamental mode is of higher quality, with much larger intensity in the cavity, almost full sup-
pression of the waves in the Through-port and nearly complete drop of the input power.

Figure 4.10: Field examples for the microdisk resonator of Section 4.4.2 CMT simulations with four basis modes, absolute value $|E_y|$ of the principal component of the TE fields (top), and snapshots of the real physical electric field (bottom). The wavelengths correspond to an off-resonance configuration (left) and to minor (center) and major resonances (right). The color scale levels of the plots in each row are comparable.

### 4.4.3 Compact high contrast cavities

Now we compare CMT simulations with FDTD results for microring resonators with high index contrast and extremely small radius as presented in Ref. [56]. A ring cavity of radius $R = 2.5 \mu m$ is coupled to straight waveguides. The cavity and the straight waveguides have a core of width $w_c = w_s = 0.3 \mu m$, and refractive index $n_c = n_a = 3.2$, the background refractive index is $n_b = 1$, and the separation distance is $g = \tilde{g} = 0.232 \mu m$. The fundamental mode of the In-port straight waveguide is launched with unit power. The response of this resonator is scanned over a wavelength range $[1.42, 1.62] \mu m$. 
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CMT calculations are carried out over a computational window \((x_1, z_1) = (0, -2) \mu m, (x_r, z_o) = (8, 2) \mu m\) with step sizes \(h_x = 0.001 \mu m, h_z = 0.1 \mu m\). For the spectrum evaluation, quadratic interpolation is used with nodal wavelengths \(\lambda = 1.42 \mu m, 1.52 \mu m, 1.62 \mu m\). At these nodal wavelengths, as shown in Table 4.1, the straight waveguides are bimodal and the bent waveguide (ring segment) is “monomodal” (i.e. the bend does not support other modal fields with reasonably low attenuation).

<table>
<thead>
<tr>
<th>(\lambda [\mu m])</th>
<th>TE(_0)</th>
<th>TE(_1)</th>
<th>TE(_0)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.42</td>
<td>2.7959</td>
<td>1.4133</td>
<td>2.6332 - i 0</td>
</tr>
<tr>
<td>1.52</td>
<td>2.7572</td>
<td>1.2578</td>
<td>2.5964 - i 0</td>
</tr>
<tr>
<td>1.62</td>
<td>2.7186</td>
<td>1.1268</td>
<td>2.5598 - i 0</td>
</tr>
</tbody>
</table>

Table 4.1: Effective refractive indices of the modes of the straight waveguides and bent waveguide for the ring resonator of Section 4.4.3. Due to the high refractive index contrast, the bend modes have negligible losses.

The resultant spectral response of the ring resonator is shown in Figure 4.11. Even though the straight waveguides are bimodal, due to the “phase matching” condition (see the values in Table 4.1), practically no power is coupled to the TE\(_1\) straight waveguide mode. In good qualitative agreement with Ref. [56], the plots represent the output powers for the fundamental TE mode of the straight waveguide. The left plot of Figure 4.11 shows sharp resonances of the transmitted power, whereas the plot on the right side magnifies the resonance features at \(\lambda_{res} = 1.5596 \mu m\). At this resonance wavelength, the CMT simulations predict a full width at half maximum (FWHM) \(2\delta\lambda \approx 0.3 \text{ nm}\), a quality factor \(Q \approx 5200\), while Ref. [56] quotes \(2\delta\lambda \approx 0.3 \text{ nm}\), \(Q \approx 5000\).

A comparison of the resonance wavelengths obtained by the CMT simulations and the results of Ref. [56] is shown in Table 4.2. On the micron scale these results agree up to the second decimal place. For applications, where the positions of the resonance wavelengths on a large wavelength range (as e.g. in the left plot of Figure 4.11) is relevant, one can consider the difference relative to the free spectral range (FSR), i.e. look at the expression \(|\lambda_{res}^{CMT} - \lambda_{res}^{FDTD}|/\text{FSR}\). For the TE\(_0\) resonance at \(\lambda_{res}^{CMT} = 1.5596 \mu m\), one obtains a small deviation of about 6%; in this respect, we find a reasonable agreement between FDTD and CMT simulations. On the other hand, for applications that involve a fine sampling of wavelengths, one might be interested in the deviation relative to the resonance width (FWHM), given by \(|\lambda_{res}^{CMT} - \lambda_{res}^{FDTD}|/\text{FWHM}\). This leads to a deviation of about 930%, i.e. the computational values for the resonance positions become meaningless in this
4.4 Simulation results

Figure 4.11: Left: CMT Spectral response of the microring resonator of Section 4.4.3. Right: Resonance feature at $\lambda_{\text{res}} = 1.5596 \, \mu m$. At this wavelength, almost 98% of the input power is dropped.

Note that for the present configuration, it is difficult to access the reliability of the CMT or the FDTD approach. The corresponding ring resonator with the high refractive index contrast represents an extreme configuration for the CMT approach. Also, the FDTD computations are seriously constrained by inherent numerical dispersion. Therefore we do not attempt a statement about which of the simulations corresponds to physical reality, what concerns the precise resonance positions.

| Ref. [56] | 1.4252 | 1.4675 | 1.5122 | 1.5624 | 1.6103 |
| Present | 1.4280 | 1.4715 | 1.5149 | 1.5596 | 1.6131 |

Table 4.2: Comparison of resonance wavelengths for the ring resonator in Section 4.4.3 computed with FDTD (Ref. [56]) and CMT (present).

By filling the interior of the ring waveguide in Section 4.4.3 with the core material, one obtains a microdisk resonator. For this structure, we now compare CMT results with Ref. [56]. As before, the TE$_0$ mode is excited at the In-port, the spectral response is computed with quadratic interpolation at nodal wavelengths $\lambda = 1.42 \, \mu m, 1.52 \, \mu m, 1.62 \, \mu m$. For the present setting, apart from the straight waveguide modes, the first three lower order cavity modes are sufficient as basis fields. Table 4.3 gives their effective refractive indices at the nodal wavelengths.
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Table 4.3: Effective indices of the whispering gallery modes \( (w_c = R) \) of the disk with radius \( R = 2.5 \mu m \), inner core refractive index \( n_c = 3.2 \), and external cladding refractive index \( n_b = 1.0 \).

<table>
<thead>
<tr>
<th>( \lambda [\mu m] )</th>
<th>( \gamma / k ) TE(_0)</th>
<th>( \gamma / k ) TE(_1)</th>
<th>( \gamma / k ) TE(_2)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.42</td>
<td>2.7482 – i 0</td>
<td>2.3435 – i 0</td>
<td>2.0153 – i 6.4147 \cdot 10^{-11}</td>
</tr>
<tr>
<td>1.52</td>
<td>2.7298 – i 0</td>
<td>2.3067 – i 0</td>
<td>1.9638 – i 1.0137 \cdot 10^{-9}</td>
</tr>
<tr>
<td>1.62</td>
<td>2.7119 – i 0</td>
<td>2.2709 – i 1.0878 \cdot 10^{-12}</td>
<td>1.9137 – i 1.0653 \cdot 10^{-8}</td>
</tr>
</tbody>
</table>

As in the case of the corresponding microring configuration, again here most of the input power is coupled to only the TE\(_0\) mode of the straight waveguides. The spectral response of this microdisk resonator is shown in Figure 4.12; we again find a reasonable qualitative agreement with Ref. [56]. As evident from the plot on the left side, for the present configuration, only the TE\(_0\) and TE\(_1\) cavity modes play a significant role. Details of the resonances are shown in the associated plots.

Figure 4.12: CMT Spectral response of the microdisk resonator (left plot) of Section 4.4.3 with \( w_c = R \). The central plot shows the resonance of the TE\(_1\) cavity mode with \( \lambda_{res} = 1.5640 \mu m \), \( 2\delta\lambda \approx 0.1 \) nm, and \( Q = 14000 \), whereas the right plot shows that of the TE\(_0\) cavity mode with \( \lambda_{res} = 1.5813 \mu m \), \( 2\delta\lambda \approx 0.2 \) nm, and \( Q = 7900 \).

Note that these plots are obtained by quadratic interpolation of CMT results for scattering matrices \( S' \) and cavity segment propagation constants \( \gamma_{bp} \) at just three nodal wavelengths, whereas to resolve such sharp features with FDTD simulations, one has to do FDTD calculations over extremely large time intervals, which turns out to be demanding in terms of computational effort.

The corresponding comparison of resonant wavelengths computed with CMT simulations and values of Ref. [56] is given in Table 4.4. As in the case of the pre-
4.5 Influence of separation distance on the spectral response

In Section 3.4 we analyzed the effect of changes in the separation distance on the coupler performance. In this section, we investigate its influence on the spectral response of the entire resonators. Three types of changes of \( g \) and \( \tilde{g} \) are discussed viz. changing both separation distances identically, changing only one of the separation distances while keeping the other constant, and changing both separation distances with \( g + \tilde{g} = \text{constant} \) (i.e. shifting the cavity between fixed port waveguides).

The simulations are carried out for the resonator configurations of Figure 4.5 (ring resonators) and Figure 4.8 (disk resonators), and the spectrum evaluation procedure by quadratic interpolation is employed.

4.5.1 Changing both separation distances identically

Figure 4.13 shows the effect of symmetrical changes of both separation distances on the spectral response. As evident from Figures 3.4, 3.11 as the distances \( g \), \( \tilde{g} \) are reduced, the cross coupling between the straight waveguide and the cavity increases, and the self coupling decreases. Due to the reduced self coupling of the upper straight waveguide, the nonresonant level of throughput power decreases; whereas as more power is coupled from the upper waveguide to the cavity, and then from the cavity to the lower waveguide, the nonresonant level of drop power increases.

Due to the increased cavity self coupling (\(|S_{bb}|\)), as seen from Eq. (1.15), the

<table>
<thead>
<tr>
<th>( \lambda_{\text{res}} ) [( \mu m )]</th>
<th>( \text{TE}_0 )</th>
<th>( \text{TE}_1 )</th>
<th>( \text{TE}_2 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ref. [56]</td>
<td>Present</td>
<td>Ref. [56]</td>
<td>Present</td>
</tr>
<tr>
<td>1.4402</td>
<td>1.4373</td>
<td>1.4654</td>
<td>1.4626</td>
</tr>
<tr>
<td>1.4852</td>
<td>1.4823</td>
<td>1.5146</td>
<td>1.5115</td>
</tr>
<tr>
<td>1.5332</td>
<td>1.5301</td>
<td>1.5672</td>
<td>1.5640</td>
</tr>
<tr>
<td>1.5845</td>
<td>1.5813</td>
<td>-</td>
<td>-</td>
</tr>
</tbody>
</table>

Table 4.4: Comparison of resonance wavelengths for the microdisk resonator as considered in Section 4.4.3.
FWHM decreases. This is clearly revealed in plots of Figure 4.13. As shown in Table 4.5, there is also a change in the resonance positions, here defined as the wavelengths corresponding to the extrema in the transmitted and the dropped power.

![Figure 4.13](image-url)

Figure 4.13: Spectral response of a ring resonator for different gap widths. The resonator configuration is as in Figure 4.5.

<table>
<thead>
<tr>
<th>$g = \tilde{g}$ [$\mu$m]</th>
<th>TE$_0$ resonance wavelengths [$\mu$m]</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.1</td>
<td>1.01700 1.03950 1.06350</td>
</tr>
<tr>
<td>0.2</td>
<td>1.01836 1.04138 1.06540</td>
</tr>
<tr>
<td>0.3</td>
<td>1.01890 1.04200 1.06606</td>
</tr>
<tr>
<td>0.4</td>
<td>1.01913 1.04227 1.06647</td>
</tr>
<tr>
<td>0.5</td>
<td>1.01924 1.04239 1.06661</td>
</tr>
<tr>
<td>0.6</td>
<td>1.01928 1.04245 1.06668</td>
</tr>
<tr>
<td>eigenfrequencies</td>
<td>1.01928 1.04248 1.06678</td>
</tr>
</tbody>
</table>

Table 4.5: Resonance positions of the ring resonator of Figure 4.5 for different separation distances $g = \tilde{g}$. For large separations, the resonance positions computed by the CMT based simulations tend to the eigenfrequencies of the “isolated” ring cavity [39, private communication].
For larger separation distances, the influence of neighboring straight waveguides on the cavity field propagation is marginal, and the resulting resonances of the microresonator (cavity coupled to two straight waveguides) tend to resonances of the “isolated” cavity. The comparison with resonance wavelengths of the isolated cavity obtained by the complex eigenfrequency model [39], shown in Table 4.5, confirms this fact.

The same trend is observed in case of a resonator with a disk cavity, see Figure 4.14 and Table 4.6. The disk resonance wavelengths will converge to the wavelength corresponding to the eigenfrequencies of the isolated disk (note that corresponding data for eigenfrequencies of the isolated disk was not available).

Figure 4.14: Spectral response of disk resonators as in Figure 4.8 with different coupler gaps. The plots show the resonances of the TE\(_0\) mode (the pronounced extrema) and of the TE\(_1\) mode (the secondary extrema). The CMT simulations involve the first three WGMs.

### 4.5.2 Changing only one of the separation distances

Figure 4.15 shows CMT simulation results for microring resonators for varying one of the gaps \(g\) or \(\tilde{g}\), while keeping the other constant. Keeping the separation \(\tilde{g}\) constant, if \(g\) is reduced, then the coupling between the upper bus waveguide
and the cavity increases. Due to reduced self coupling of the input waveguide, the nonresonant level of the through power decreases, as more power is coupled to the cavity, the nonresonant drop power increases. On the other hand, keeping the separation \( g \) constant, if \( \tilde{g} \) is reduced, then the coupling between the lower bus waveguide and the cavity increases. As more power is coupled from the cavity to the Drop-port waveguide, the nonresonant level of the drop power increases, whereas the nonresonant through power decreases.

For the simulations shown in Figure 4.15, changing the separation distance also affects the position of the resonances. In both cases, enlarging one of the separation distances, increases the resonance wavelength.

The simulation results of Figure 4.15 show a very peculiar behaviour for \( g = \tilde{g} \), for which the resonant through power and drop power attain extrema. Figure 4.16 shows the variation of the resonant power transmission for different settings of the separation distances for the ring resonator. As evident from these plots, when both coupler gaps are identical, the drop power is maximum (\( \approx 1 \)), and the through power is minimum (\( \approx 0 \)). This can be explained as following.

In Section 1.4.3, we derived an expression for the drop power at resonance for a microresonator configuration with identical couplers \( (g = \tilde{g}) \). Generalizing that expression to non-identical couplers \( (g \neq \tilde{g}) \) gives

\[
P_{D|res} = P_1 \frac{\tilde{S}_{sb}|^2S_{bs}|^2e^{-\alpha(L + \tilde{L})}}{(1 - |S_{bb}|^2)\tilde{S}_{bb}|e^{-\alpha(L + L)}|^2}, \tag{4.11}
\]

If the cavity mode under consideration has negligible attenuation (\( \alpha \approx 0 \)), and if the coupling is assumed to be lossless (power is conserved, i.e. \( |S_{bs}|^2 = 1 - |S_{bb}|^2 \),

<table>
<thead>
<tr>
<th>( g = \tilde{g} ) [( \mu m )]</th>
<th>TE_0</th>
<th>TE_1</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.1</td>
<td>1.01952</td>
<td>1.04311</td>
</tr>
<tr>
<td>0.2</td>
<td>1.01937</td>
<td>1.04307</td>
</tr>
<tr>
<td>0.3</td>
<td>1.01953</td>
<td>1.04324</td>
</tr>
<tr>
<td>0.4</td>
<td>1.01962</td>
<td>1.04334</td>
</tr>
<tr>
<td>0.5</td>
<td>1.01966</td>
<td>1.04340</td>
</tr>
<tr>
<td>0.6</td>
<td>1.01969</td>
<td>1.04342</td>
</tr>
</tbody>
</table>

Table 4.6: Resonance positions of the disk resonator of Figure 4.8, for different separations \( g = \tilde{g} \). Note that for \( g = \tilde{g} = 0.1 \mu m \), the broad peaks related to the TE_0 and TE_1 resonances interfere strongly.
Figure 4.15: Effect of changing one of the separation distances on the spectrum response of the ring resonator. The first two plots show the response for different gaps $g$ for a constant separation distance $\tilde{g}$; for the two lower plots, $g$ is kept fixed, while $\tilde{g}$ varies (note the different values chosen in the upper and lower graphs).

$$|\tilde{S}_{bb}|^2 = 1 - |S_{bb}|^2$$, then

$$P_{D|res} = \frac{P_I (1 - |S_{bb}|^2)(1 - |S_{bb}|^2)}{(1 - |S_{bb}| |S_{bb}|)^2}. \quad (4.12)$$
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Figure 4.16: Resonant power transmission of a ring resonator for different coupler gaps. The plots show the through power and the drop power at the respective resonance wavelengths around \( \lambda = 1.043 \mu m \) for \( g = \text{constant} \) (left plot), \( g = \text{constant} \) (middle plot) and \( g + \tilde{g} = \text{constant} \) (right plot).

For \( |S_{bb}| = |\tilde{S}_{bb}| \), this leads to \( P_D = P_I \), i.e. complete transfer of the input power to the Drop-port. This implies \( |S_{ss}| = |\tilde{S}_{ss}|, |S_{bs}| = |\tilde{S}_{bs}|, |S_{sb}| = |\tilde{S}_{sb}| \), which is realized for identical couplers \( (g = \tilde{g}) \), as illustrated in Figure 4.16.

If the attenuation losses are not negligible, then the ideal complete power transfer is not achieved. This becomes apparent for the simulation results of the disk resonator, shown in Figure 4.17. For the low loss TE0 modes, the power drop is almost 1. But as the TE1 mode has substantially higher attenuation (see Figure 3.8), the TE1 resonance power drop for the symmetrical resonator is far from complete power transfer (also see Fig. 4.17).

Comparison of the first two plots of Figure 4.16 shows that for low loss case, \( g \) and \( \tilde{g} \) have almost identical effects on \( P_D, P_T \) at resonance. Moreover, the plots in Figure 4.15 and 4.17 reveal that as one of the gaps increases, the width of the resonance reduces.

4.5.3 Shifting the cavity between fixed bus waveguides

From the view point of realization of microresonators, it is useful to understand the effects of a displacement of the cavity with respect to the adjacent straight waveguides. This means, studying the effects of changing both separation distances, while keeping \( g + \tilde{g} = \text{constant} \). Figure 4.18 shows corresponding simulation results for the previous ring resonator.

While for the off-resonance wavelengths there are hardly any differences, close to the resonance wavelengths, one can observe substantial changes. As seen from the right plot of Figure 4.16 for growing \( g \) with \( g < \tilde{g} \), the through power steadily de-
Figure 4.17: Effect of changing one of the gaps on the spectrum response of the disk resonator. The interpretation of the curves is the same as for Figure 4.15.

Increases and the drop power steadily increases (also see Figure 4.18). As discussed before, for \( g = \tilde{g} \), at resonance there is complete transfer of the input power to the drop port. For larger \( g \) with \( g > \tilde{g} \), the reverse effect takes place, i.e. the through power steadily increases, and the drop power steadily decreases.
For constant $g + \tilde{g}$, the simulations of Figure 4.18 systematically investigate the consequence of shifting the cavity closer to the lower straight waveguide. It will be equally interesting to investigate the effect of shifting the cavity closer to the upper (input) waveguide. For this, it is sufficient to know the influence of interchanging the separation distances $g$ and $\tilde{g}$ on the spectral response.

As an illustration, Figure 4.19 compares the ring resonator spectral response for $g = 0.25 \mu m$, $\tilde{g} = 0.15 \mu m$ and $g = 0.15 \mu m$, $\tilde{g} = 0.25 \mu m$. On the scale of the figure, the curves (solid line and dashed line) for the through power (first row) and the dropped power (second row) are almost indistinguishable. But when the difference between the two results is plotted (third row), one sees that power through for the setting $g = 0.25 \mu m$, $\tilde{g} = 0.15 \mu m$ is more than that for $g = 0.15 \mu m$, $\tilde{g} = 0.25 \mu m$, whereas the drop power is equal in both cases. The same behaviour is also observed in case of corresponding simulations for the disk resonator, which are shown in Figure 4.20. In that case, one can clearly distinguish the two through power curves around the resonances of the TE$_1$ mode. But in both cases, the

![Figure 4.18: Spectral response of the ring resonator for shifting the cavity between fixed straight waveguides. For $g + \tilde{g} = 0.4 \mu m$, the plots show the through power (first row) and the drop power (second row) for ring resonators with $g = 0.10 \mu m$ and $\tilde{g} = 0.30 \mu m$ (dash-dotted line), $g = 0.15 \mu m$ and $\tilde{g} = 0.25 \mu m$ (dashed line), $g = 0.20 \mu m$ and $\tilde{g} = 0.20 \mu m$ (solid line).]
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Figure 4.19: Power transmissions of the ring resonator for interchanging \( g \) and \( \tilde{g} \). For \( g + \tilde{g} = 0.4 \, \mu m \), the plots show the through power (top plot) and the dropped power (middle plot) for \( g = 0.25 \, \mu m, \tilde{g} = 0.15 \, \mu m \) (dashed lines) and \( g = 0.15 \, \mu m, \tilde{g} = 0.25 \, \mu m \) (solid lines), whereas the bottom plot shows the difference between the respective through powers (dash-dotted line), drop powers (circles) for the two settings. Note that the curves for \( P_D \) and –on the scale of the figure– also the curves for \( P_T \) are superimposed.

The invariance of the drop power for interchange of \( g \) and \( \tilde{g} \) can be explained by flipping the resonator along the \( z \) axis, and using \( S_{BA} = S_{AB} \) from Eq. (4.6).

This can also be explained by using Eq. (4.9). For the resonator setting as in
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Figure 4.20: Power transmissions of the disk resonator for interchanging $g$ and $\tilde{g}$ with $g + \tilde{g} = 0.4 \, \mu\text{m}$. The interpretation of the curves is the same as for Figure 4.19.

Figure 4.1 (symmetrical around the plane $z = 0$), interchanging the separation distances $g$ and $\tilde{g}$ is equivalent to changing the setting with input at port A to a setting, where port $\tilde{A}$ is excited.

According to Eq. (4.9), the power at port $\tilde{B}$ for $P_I = 1$ and $P_A = 0$, which is the drop power with $g = 0.25 \, \mu\text{m}$, $\tilde{g} = 0.15 \, \mu\text{m}$, is the same as the power at port B for $P_I = 0$ and $P_A = 1$, which is the drop power with $g = 0.15 \, \mu\text{m}$, $\tilde{g} = 0.25 \, \mu\text{m}$. Hence the difference between the drop powers for the two settings (depicted by a line with circles in the bottom plot of Figures 4.19, 4.20) is zero.

What concerns the nonnegligible difference in the throughput power (dash-dotted
one can consider the “ideal” resonator discussed in context of Eq. (4.12). If the attenuation corresponding to the propagation along the cavity is negligible, i.e. \( \alpha \approx 0 \) for the cavity mode, and if the coupling is lossless, then for monomodal port waveguides, one has

\[
\begin{align*}
|S_{BA}|^2 + |S_{\bar{B}A}|^2 &= 1, \quad \text{for } P_1 = 1, P_\bar{A} = 0, \\
|S_{\bar{B}A}|^2 + |S_{B\bar{A}}|^2 &= 1, \quad \text{for } P_\bar{A} = 1, P_1 = 0.
\end{align*}
\]

From the Eq. (4.9), one has \( S_{\bar{B}A} = S_{\bar{B}A} \), which leads to \( |S_{BA}|^2 = |S_{B\bar{A}}|^2 \), i.e. for the low loss resonator, given input only at port A, the output power at port B is exactly the same as the output power at port \( \bar{B} \) for input given only at port \( \bar{A} \). Or in other words, interchanging \( g \) and \( \bar{g} \) does not affect the throughput power.

For the ring resonator in Figure 4.19 such an “ideal” situation is realized (see Figure 3.2, a well guided cavity mode, and Figure 3.4, almost lossless coupling). Therefore the difference in the throughput power for these simulations is quite small. As the wavelength increases, the attenuation of the cavity mode increases, resulting in corresponding growing deviation \( \Delta P_T/P_I \). This can be clearly seen for the resonances of the TE\(_0\) mode.

The simulations of the disk resonator in Figure 4.20 involve a substantially lossy TE\(_1\) whispering gallery mode (see Figure 3.8). Here \( |S_{BA}|^2 \neq |S_{\bar{B}A}|^2 \), which is evident from the significant difference of the through power \( P_T \). Apart from the minor differences near the resonances of the TE\(_0\) mode, one can see the pronounced deviations near the resonances of the TE\(_1\) mode.

It should be emphasized that the invariance of the dropped power for interchanging the gaps can be used as an additional check of the consistency of the model. The almost perfect agreement of the the curves for the dropped power in Figures 4.19 and 4.20 shows that the present CMT based model of microresonators satisfies this constraint very well.

### 4.6 Tuning

From a practical point of view, the ability to tune the spectral response of the resonators is an essential feature. As mentioned in Section 1.4.5, a tuning mechanism can relax otherwise quite demanding fabrication tolerances, and it can also help to eliminate any unwanted temperature induced deviations of the spectral response.

For the applications of microresonators as tunable wavelength filters, suitable materials are introduced that permit to change slightly the refractive index of the cav-
ity core by external mechanisms like electro- or thermo-optic effects. Then using
Eq. (1.21), shifts in resonance wavelengths due to changes of the core refractive
index are given by
\[ \Delta \lambda_m = \Delta n_c \frac{\partial \beta}{\partial n_c} \frac{\lambda_m}{\beta_m}, \]  
(4.15)
where the derivative of the phase propagation constant with respect to the core
refractive index can be approximated by Eq. (2.31) as
\[ \frac{\partial \beta}{\partial n_c} = 2n_c \omega \epsilon_0 \frac{1}{R} \int_0^R \mathbf{E} \cdot \mathbf{E}^* r \, dr. \]  
(4.16)
Here \( \mathbf{E}, \mathbf{H} \) are the electric field and magnetic field of the cavity mode associated
with the \( m \)'th order resonance.

**Spectrum evaluation for perturbed resonators**

By the interpolation method outlined in Section 4.3, in principle one can compute
the resonator spectra for the unperturbed and the perturbed configurations sepa-
rately. Instead of the scattering matrices \( S, \tilde{S} \) as given by Eq. (4.1), which are as-
associated with the couplers defined over a larger \( z \) interval, one uses the scattering
matrices \( S', \tilde{S}' \) as given by Eq. (4.10), which are associated with couplers of a zero
length.

Similar to the arguments presented in Section 1.4.3, let’s assume that for a slight
change of the cavity core refractive index the scattering matrices \( S', \tilde{S}' \) do not
change much, and the shifts of the resonances are entirely due to the changes in
the cavity mode propagation constants. Then using \( S', \tilde{S}' \) of the unperturbed res-
onator, and adding the phase propagation constants shifts \( \delta \beta_{bp} \) to the propagation
constants \( \gamma_{bp} \) of the unperturbed cavity segments, one can again follow the interpo-
lation method described in Section 4.3 without recalculating the scattering matri-
ces for the perturbed resonator. In this way, a significant amount of computational
work can be avoided.

**Simulation results**

Now we assess the validity of expressions (4.15), (4.16), and the above spectrum
evaluation method for the perturbed resonators. For the assessment, we consider
again the configurations of Sections 4.4.1 and 4.4.2. A cavity of radius \( R = 5 \mu m \)
is coupled to straight waveguides of width \( w_s = 0.3 \mu m \) and core refractive index
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The background refractive index is \( n_b = 1.0 \), and the gap widths \( g = \tilde{g} = 0.2 \mu m \). The cavity has the form of a ring, with a core width \( w_c = 0.3 \mu m \), and of a disk, with \( w_c = R \). For the unperturbed setting, the cavity core refractive index is \( n_c = 1.5 \). For the perturbed structure, this value is changed to \( n_{cp} = 1.504 \). The spectra are evaluated by quadratic interpolation with nodal wavelengths \( \lambda = 1.015 \mu m, 1.05 \mu m, 1.085 \mu m \).

With the help of Eq. (4.16), the shifts in the (real part of) the cavity mode propagation constants at the resonance wavelengths of the unperturbed resonators are calculated; Eq. (4.15) then gives the shifts in the resonance wavelengths. Adding these differences to the unperturbed resonance wavelengths, determines the resonance positions for the perturbed configuration, which are compared with the resonance positions obtained by direct CMT simulations for the perturbed \((n_{cp} = 1.504)\) resonator. Figure 4.21 depicts the spectral responses for the perturbed and the unperturbed ring resonators. The spectral response computed with the method outlined in this section agrees with the direct CMT calculation. Thus for a small perturbation of the cavity core refractive index, using the scattering matrices and the cavity propagation constants of the unperturbed structure, and the shifts in the cavity mode propagation constants, one can quite reliably predict the spectral response for the perturbed resonator.

Figure 4.21: Spectrum shift due to tuning of the cavity core refractive index. The microring resonator configuration is as in Section 4.6. The curves of the normalized transmitted power are calculated by the spectrum evaluation method of Section 4.3 for the unperturbed resonator with \( n_c = 1.5 \) (dash-dotted line) and for the perturbed resonator with \( n_{cp} = 1.504 \) (circles), and by the approximation of Section 4.6 for the perturbed resonator (solid line).
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A similar comparison of the transmitted power for the unperturbed and the perturbed disk resonator is shown in Figure 4.22. Just as in the case of the monomodal ring, for the present multimodal disk we find that the perturbed resonator spectrum computed by the approximation method (solid line) discussed in this section agrees well with the direct CMT simulations (circles), what concerns the resonance positions.

Minor deviations are observed in the depths of the resonance dips, in particular for the TE$_1$ resonances, where apparently the change in modal attenuation due to the core refractive index change is slightly larger than for the TE$_0$ mode. This alteration of the cavity mode losses is not taken into account by the present approximation procedure.

![Figure 4.22: Spectral shift due to the cavity core refractive index perturbation, for the microdisk resonator as specified in Section 4.6. The interpretation of the curves is as for Figure 4.21.](image)

**4.7 Concluding remarks**

A two dimensional frequency domain model of circular integrated optical microresonators based on spatial coupled mode theory has been investigated. Representing a direct implementation of the most common notions found in discussions of optical microring resonators, the present approach provides a thorough quantitative basis for the resonator design. It turns out that only a few most relevant basis fields are required to construct approximate solutions to the scattering problems that are sufficient for purposes of practical resonator design. The CMT results agree well with rigorous FDTD simulations; the computational effort for the CMT analysis
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is significantly lower. Hence the approach qualifies for a generalization to three spatial dimensions [69], where hardly any alternative, practically applicable tools are available.

The numerical examples included single- and multimode microring and -disk structures, with relatively small cavity diameters and substantial refractive index contrasts, which represent rather worst-case configurations for the CMT analysis. Beyond the optical power transmission characteristics, the CMT procedures permit the direct examination of the local amplitudes of all included basis modes, and the inspection of all components of the local optical electromagnetic field. By means of adequately interpolated bend mode propagation constants and coupler scattering matrices, the spectral properties of the resonators can be evaluated in a highly efficient way. A systematic analysis of effect of the separation distances on the resonator spectral response shows that for the identical couplers setting, at resonance the drop power is maximum and the through power is minimum. It is also verified that the constrain of invariance of the drop power for interchanging the gaps is satisfied by the present CMT simulations. A perturbational analysis permits to compute reliably shifts in the resonances due to small changes of the core refractive index.
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Conclusions and outlook

Resonators based on circular microcavities are promising devices for applications as tunable add/drop wavelength filters in integrated optics. In this thesis, we have investigated a two dimensional frequency domain model of these devices based on spatial coupled mode theory. The approach followed in this work is directly interpretable in physical terms, and it is free of any fit parameters.

Conclusions

A functional decomposition of the resonators, outlined in Chapter 1, in terms of two bent-straight waveguide couplers with appropriate straight waveguide and bent waveguide connections, led to expressions for their spectral responses in terms of the constituent cavity mode propagation constants and the coupler scattering matrices. We presented a systematic approach to compute these parameters for given resonators.

To determine the cavity mode propagation constants, in Chapter 2 we turn to a classical analytic frequency domain model for 2-D optical bent slab waveguides and curved dielectric interfaces with piecewise constant refractive index profiles. A field ansatz in terms of complex order Bessel and Hankel functions led to an eigenvalue equation that is to be solved for the complex valued mode propagation constants. Unlike the fields in a complex frequency model of full cavities [39, 40], in the present case the asymptotic expansions of the relevant Hankel functions show that the modal solutions decay according to $1/\sqrt{r}$ for growing radial coordinates $r$. For the normalization of bend modes, we derived quite compact expressions for the angular modal power. We also discussed orthogonality properties of nondegener-
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ate, directional, and polarized modal solutions of the bent waveguide problem. For the later discussion of tuning of resonators by changes of the core refractive index, a perturbational analysis for shifts in the propagation constants of bend modes is discussed.

Our implementation of “uniform asymptotic expansions” for Bessel functions of complex order facilitated the computational evaluation of the present analytic model of bent waveguides. In Chapter 2 we have presented a series of detailed (benchmark) examples of fundamental and higher order modes of bent slabs and whispering gallery modes. These include the computation of propagation constants (in view of the arbitrariness in the definition of the bend radius), bend mode profiles, and the spatial evolution of the related physical fields. A few illustrative examples for interferences of bend modes have been shown, that exhibit a periodic angular beating pattern (apart from the mode decay) in the guiding regions of the bends, and tangential, ray-like bundles of outgoing waves in the exterior regions. The validity of the perturbational expression for shifts in the propagation constants of moderately lossy modes has been verified.

To obtain the required coupler scattering matrices, in Chapter 3 we have proposed a spatial coupled mode theory based model of 2-D bent-straight waveguide couplers. In this pure frequency domain approach, the coupled mode equations are rigorously derived by a variational principle. Leveraged by the availability of the analytic bent modes on unbounded radial intervals, we could implement this model in consistent standard physical notions. By solving the coupled mode equations numerically, and projecting the resulting coupled mode field on the modes of the straight waveguide, we obtained the scattering matrices of the couplers. In symmetrical coupler settings, the scattering matrices satisfy a reciprocity property, that permits to assess the validity of the simulation results.

With the above coupled mode theory model, a detailed study of the effects of separation distance, the radius of the bent waveguide, and the wavelength on the scattering matrices has been carried out. For couplers involving bent waveguides that support multiple whispering gallery modes, with the present approach we have systematically investigate the significance of the individual modes. This feature of the present CMT formulation provides good insight for the characterization of resonances of the entire device.

With bent modes and coupler scattering matrices being available, in Chapter 4 we further elaborated the resonator model discussed in Chapter 1. We have formulated it for the multimodal setting. Also, approximations for fast-yet-reliable spectrum computation have discussed. The resonator model has been assessed for several examples of monomodal/multimodal structures with ring or disk cavities. In case
of a resonator with multimodal cavity, it turns out that only a few most relevant cavity basis fields are required to construct approximate solutions to the scattering problems that are sufficient for purposes of practical resonator design. With the present CMT approach, one can associate different resonance extrema in the spectral response with specific cavity modes. The comparison of CMT results with rigorous FDTD simulations shows good agreement. Moreover, the computational effort for the CMT analysis combined with the interpolation technique of Chapter 4 is substantially lower. The resonator field plots obtained with the CMT model provide useful qualitative impressions of the functioning of the resonators.

An analysis of effect of the separation distances on the spectral response shows that for the identical couplers setting, at resonance the drop power is maximum and the through power is minimum. The constrain of invariance of the drop power for interchanging the gaps is very well satisfied by the present CMT simulations. The perturbational analysis of shifts in the resonances due to slight changes in the cavity core refractive index agrees quite well with direct calculations.

**Outlook**

Now we would like to mention several interesting issues intimately related to the work carried out in this thesis, that deserve further attention. A few aspects are of more theoretical nature, while others are interesting from the application point of view.

The present analysis for the shifts of propagation constants due to changes in the cavity core refractive index (see Section 2.5) takes into account only the change in the real part of the propagation constants. Further investigation is necessary concerning more appropriate expressions, which give the changes in both the real and imaginary parts of the propagation constants.

Besides the present formulation, there exist other versions of coupled mode theory, e.g. spatial CMT with an ansatz for only the electric or the magnetic field, or time dependent CMT, that are applicable to the 2-D resonators as well. A comparative study of these different versions of CMT should be attempted.

For demonstrating the applicability and performance of the CMT method for the modeling of 2-D circular resonators, in the present work we restricted ourselves to unidirectional waves, and discussed configurations with adiabatic couplers and negligible backreflections only. For very small cavities the interaction between the straight waveguides and the cavity may not be adiabatic. To handle such cases, the present model should be extended to bidirectional waves.
Multiple coupled rings can improve the filter performance, when compared to a single resonator, by enhancing the resonance features in certain aspects \cite{22}. The multiple cavities can be cascaded serially or in parallel. Modeling of such multicavity resonators requires the simulations of the coupling between two bent waveguides (or cavities). A CMT analysis for the interaction between two curved waveguides needs to be carried out.

**Towards 3-D simulations**

The approach followed in this thesis can be systematically extended to 3-D settings, where at present hardly any other practically applicable tools are available. Recently, significant progress has been made in this direction. For the reliable computation of bent modes and their propagation constants, a 3-D vectorial eigenmode solver for bent waveguides based on film mode matching has been proposed \cite{67,68}. Using these modes, a 3-D model of bent-straight waveguide couplers and microresonators has been implemented, as presented in Ref. \cite{69}. These tools permit the reliable simulation and analysis of realistic devices, including specific 3-D features like vertical coupling or cavities that support hybrid modes.
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