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Introduction

Since the invention of laser in 1960 [1], the development of lasers covered a huge spectral range including the far-infrared [2, 3], infrared, visible, UV and X-rays [4]. Yet, achieving intense radiation in the wavelength band of extreme ultraviolet (XUV, 100 to 10 nm) is still a challenging goal of scientific research for two main reasons. First is the difficulty of lasing at short wavelength as the pump power is inversely proportional to the fourth power of the wavelength [5]. Second is the lack of material suitable for cavity mirrors in the XUV band; therefore amplification is only viable through single pass. There are a number of fundamentally different approaches to generate radiation in the XUV band. For a comparison, Fig.1.1 summarizes the peak spectral brightness (brilliance) [6] as a function of photon energy (wavelength), for the laser-produced plasma sources (LPP [7]), synchrotrons (ALS [8] and ESRF [9]), free-electron lasers (FLASH [10], XFEL[11] and LCLS [12]) and via nonlinear optical generation, i.e., high-order harmonic generation. From Fig.1.1, it can be seen that the free electron lasers deliver the highest brightness values compared to other sources with wavelength ranging from 124 to 0.124 nm. Note that (peak) brightness and available wavelength range alone do not determine the suitability as a light source for a particular application, also other properties such as bandwidths, spatial and temporal coherence, pulse stability and repetition rates play a role.

Laser-produced plasma sources employ a pulsed laser beam with focused intensities of $10^{16}$ to $10^{18}$ W/cm$^2$ onto a solid target. The solid target is evaporated and ionized which generates plasma. The excited ions then decay and emit bright XUV radiation either via bremsstrahlung (free-free transition) [13, 14], radiative recombination (bound-free transition) [15] or line emission (bound-bound transition) from population inversion on particular transitions [14, 16]. The LPP emission can have broad spectral background due to the thermal emission and can sometimes exhibit characteristic lines as well, i.e., strong LPP emission lines at 13 nm from tin droplets [17]. The LPP using tin droplets is considered as a suitable candidate for XUV lithography because overall setup can be realized with a compact format and appreciable average powers with repetition rates up to several tens of kHz [17]. The LPP radiation is spontaneous and emitted in $2\pi$ solid angle where collecting the radiation is difficult and optics can be contaminated with ablated material. However many promising efforts have been undertaken to solve these issues [18-21].
Synchrotron sources are based on circular electron storage rings where accelerated electrons are injected with relativistic speed and spontaneous light is produced by electrons passing through bending magnets [22]. Using undulators (wigglers) enhanced spontaneous radiation is obtained in certain spectral regions, while the relativistic velocity of the electrons gives rise to a strongly collimated radiation into the forward direction. The central wavelength of these spectral regions is set by the wiggler period and tuning is obtained by varying the gap between the magnets. Although undulators and wigglers produce light with a strongly reduced bandwidth (compared to light from bending magnets), in most cases a monochromator is used to spectrally narrow the light even further. Based on the short duration of the generated optical pulse caused by the electron beam traveling in the form of short bunches, typically with durations shorter than a nanosecond, and due to high average brightness, synchrotron radiation is well-suited for time-resolved imaging [23, 24] and spectroscopy [24].

![Figure 1.1: Comparison of peak spectral brightness as a function of photon energy (wavelength) of XUV sources employing various fundamentally different approaches for generation of the radiation. (figure adapted from [6].)](image)

Free-electron lasers (FEL) are typically linear-accelerator based sources, again based on a beam of relativistic electrons. Within the electron pulse, electrons will bunch together under influence of the magnetic field of the undulator and their own radiation, leading to spatially and spectrally coherent output. The gain medium
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consists of free electrons and FEL radiation can be generated with extreme brightness. The frequency of the FEL radiation can be continuously tuned via the electron velocity and gap of the undulator (i.e., the on-axis strength of the periodic magnetic field). FEL radiation can be generated from microwaves to the x-ray regime, though in the XUV and X-ray region, where mirrors are not readily available, high peak currents and long undulators are required to saturate the laser in a single pass. The latter process is known as Self Amplified Spontaneous Emission (SASE). The peak brilliance is currently ten orders of magnitude greater than that of synchrotrons and the pulse duration is much shorter as well, from a few to 100 fs.

The high brilliance along with temporal and spatial resolution at atomic time and length scales have opened up for new types of time-resolved experiments such as coherent diffractive imaging [25], nonlinear atomic physics [26], extreme nonlinear optics [27] and gas diffraction [28] experiments carried out at LCLS. However, since the electron bunches form spontaneously in SASE based FELs, the output beam has limited temporal coherence. Specifically, the output pulses vary noticeably in their spectral content and temporal structure, also showing undesired fluctuations of the peak power. To solve this issue, a widely pursued approach is to use injection seeding [29]. Here, radiation is injected that is much weaker but is coherent shot-to-shot and the FEL is used to amplify the injected input or a higher harmonic of it [29, 30]. For such injection, the FEL amplification is highest if the wavelength of both the seed and the FEL are the same. High-harmonic (HH) generation as discussed next, being the subject of the investigation in this thesis is currently the most promising way for direct seeding at XUV wavelengths, provided that the generated HH themselves is sufficiently stable from shot to shot and can be tuned for overlapping the gain profile and match the temporal amplification window of an FEL to be injection seeded. Even when the FEL lases at a harmonic of the seed, using HH may be beneficial as it would allow the generation of shorter wavelengths.

High-harmonic generation (HHG) described in this thesis uses a pulsed laser beam with an extremely high peak intensity of $10^{14}$ W/cm$^2$ which is typically focused into a gaseous target as shown in Fig.1.2. The gas medium then generates light with frequencies that are integer multiples of the drive laser frequency, thereby reaching the XUV regime. HHG was first reported by McPherson et.al [31] in 1987 and then by Ferry et.al [32] in 1988 where they both observe what is called a spectral plateau that consists of equally intense harmonics of high order followed by a sharp cutoff at some maximum light frequency. The observed spectral distribution with a plateau and cutoff cannot be explained with standard perturbation theory because in that approximation the harmonic intensity decreases with increasing harmonic order [33].
It wasn’t until 1993 that Corkum et. al present a semi-classical theory [34] which predicts the plateau and cutoff observed in the experiments. When looking at a single atom, their semi-classical theory approximates HHG processes based on three separate steps as shown in Fig.1.3. The first is tunnel ionization of an electron under the influence of the strong applied field of the drive laser. The second step is acceleration in the laser field, away from the parent ion first and later when the laser field changes sign, the electron accelerated back to the parent ion, where the electron arrives with significantly kinetic energy. The third step is the collision (interaction) with the parent ion leading, with a certain probability, to recombination. In this step, a burst of XUV radiation is emitted that carries away the total energy of the electron as XUV photons.
Already for a single atom the described dynamics in the three-step model is of significant complexity, making predictions of the absolute output rather difficult. A second type of complexity arises because the process typically involves an active volume of the gas medium, such that the mutual coherence of the atomic emitters and superposition of their contributions have to be taken into account via phase matching considerations. Finally, the drive laser pulse propagating through the gas may undergo modifications via associated nonlinear optical processes, rendering pulse-to-pulse fluctuating excitation conditions. In view of these conditions a comprehensive modeling of HHG is required for an accurate description of this process. For a qualitative description, focused only on certain parts of the overall process, simplified models can be used to obtain an improved understanding of the HHG process. More details on the three-step model will be discussed later in this thesis.

When looking at the temporal structure of the generated harmonics, the HHG radiation consists of a burst or regular train of attosecond pulse depending on whether there is a proper phasing between the harmonics [35, 36]. This unprecedented temporal resolution has enabled new research fields such as attosecond science [37]. Examples are the generation of isolated attosecond pulse via few cycles drive laser pulse [38] or polarization gating [39]. Attoscience has opened up or is currently exploring many new applications, e.g., probing electron dynamics [40] and molecular dynamics [41].

In comparison with SASE FELs which generate coherent beams only in the spatial domain, HHG gives fully coherent beams in both the temporal and spatial domains [42, 43]. HHG can comprise of a table-top setup which allows for experiments such as coherent diffraction imaging [44], HHG spectroscopy [45, 46], HHG interferometry [47] to be carried out in a standard optical laboratory. This is of importance for unrestricted access, other than in large-scale facilities. The excellent coherence in both spatial and temporal domain and the possibility of wavelength tunability [48, 49] make the HHG source a promising candidate for direct seeding of XUV FELs in order to achieve fully coherent FEL output [50].

Nevertheless, there are also fundamental restrictions to HHG. A known issue with HHG is the relatively low conversion efficiency, typically lower than $10^{-7}$ and record-values reaching at most the $10^{-5}$ level. The typical type of laser used for driving HHG is a Titanium Sapphire oscillator amplifier system with 1 to 10 Watt average output power, which leads to a pulse energy of up to 10 mJ in a system with 1 kHz repetition rate. To increase the average photon flux in HHG, lasers with higher repetition have been employed making use of generation in a drive laser resonant cavity scheme [51] which benefits applications such as HHG spectroscopy with improved signal to noise ratio. However, for applications such as single-shot diffractive imaging [52] or seeding of FELs, an increase of pulse energy is required instead of an increased average photon flux. With this goal, one approach to scale up the pulse energy while maintaining phase matching is to use loose focusing which
requires, however, relatively high pulse energies, in the order of 50 mJ [52, 53]. Another approach is to make use of waveguiding of the drive laser pulses in a capillary that is filled with a gas to provide a longer interaction length [54]. The optimization of the phase-matching condition for such systems has been investigated extensively [55, 56]. Due to a large set of experimental parameters, even today, the optimization conditions are still being researched [57].

In view of the described open questions and associated potential, the goal of this thesis is to investigate and characterize the spatial and spectral properties of XUV radiation based on high-harmonic generation in a gas-filled capillary waveguide as a function of multiple experimental parameters. In the next chapter we recall the essentials of the theoretical background required for understanding high-harmonic generation as investigated here.

In geometries based on free propagation of the drive laser beam, i.e., in gas cells and gas jets, fluctuations in HHG have been characterized extensively. For applications of HHG it is of central importance to characterize these fluctuations and distortions, such as for increasing the measurement precision for absolute, nonlinear ionization cross sections [58, 59] and injection seeding at free-electron laser facilities for improving the coherence and the shot-to-shot stability of the laser output [60-62]. In contrast to free propagation, one might expect a lower degree of output fluctuations and a higher degree of spatial coherence, when controlling the drive laser propagation through the gas sample via waveguiding. To our knowledge, there is no characterization or quantification of shot-to-shot (single-pulse) fluctuations or shot-to-shot output beam deformations in waveguided HHG. Changes of the beam direction and shape have only been addressed by averaging over a large number of pulses [63]. In Chapter 3, we present the first shot-to-shot fluctuation of high-harmonic beams generated in a capillary, having a typical diameter of 150 μm and typical drive laser pulse energies of hundreds μJ.

As mentioned before, a known issue with HHG is the relatively low conversion efficiency. For increasing the output, it seems straightforward to apply drive pulses with higher energy. However, HHG in capillaries suffers from limitations such as ionization-induced phase mismatching and the drive laser propagation becomes subject to complicated nonlinear propagation effects. A promising way to circumvent such limitations would be HHG in a capillary with significantly increased cross section, such that mJ-levels of drive laser pulse energies can be applied. In Chapter 4, we theoretically and experimentally investigate the scale up of the high-harmonic output based on this approach. First we introduce a simple theoretical model which potentially can predict the build-up of high-harmonic energy in an Ar-filled capillary over a wider range of parameters, specifically the drive laser pulse energy, the gas pressure, the capillary diameter and the interaction length. Later on, we characterize the high-harmonics generated in a wide-diameter capillary (508 μm) using elevated drive energies in the range of several mJ which is beyond what can be applied to standard (150 μm diameter) capillaries.
In a wide capillary where the waveguiding induced dispersion is weaker, phase matching occurs at lower gas pressure. This might impose limitations on the spectral control via drive laser shaping because such technique involves a critical timing and sizing of ionization-induced blue shift of the drive laser wavelength [48]. These mechanisms imply that with a wide capillary a higher harmonic output might be obtained while it remains open to what an extent the harmonic output can be tuned via drive laser pulse shaping. It is important to perform an experimental investigation of the spectral control of HHG in wide-diameter capillaries for identifying the effectiveness of drive laser pulse shaping. Therefore, in Chapter 5, we investigate the wavelength tuning of the HHG in a wide capillary as a function of the gas pressure and the chirp of the drive laser pulses.

In Chapter 6, we demonstrate the advantage of HHG for the characterization of nanostructures. We apply the high-harmonic radiation for characterization of free-standing, high-line-density gratings with up to 10,000 lines per mm (100 nm grating period) utilized for an XUV spectrometer. We quantify the relative strength of the second order diffraction which depends on imperfections in fabrication that might lead to, e.g., an asymmetric space-to-period ratio. We evaluate the spectral resolution that can be achieved from the grating utilizing the unique features of XUV sources based on HHG, namely, the well-separated odd harmonics and the narrow-bandwidth of the individual harmonic order. Finally, we summarize and conclude in Chapter 7 the major experimental results and findings.
2 Background and theory

2.1 Introduction

This chapter reviews the background and theory of High-harmonic Generation (HHG) essential to understand the characteristics of the coherent soft-X-ray source presented in this thesis. HHG is a highly nonlinear optical process driven by an intense laser pulse (infrared) that interacts with matter, most commonly with a gaseous medium. This process generates light with frequencies that are integer multiples of the drive laser frequency, thereby reaching the soft-x-ray regime.

We begin in Section 2.2 with the microscopic picture of HHG, described by the three-step model which considers the effects of an intense laser pulse on a single atom. With the model, some features of the HHG spectrum can be well explained. However, in practice, HHG takes place in a macroscopic medium made of many atoms where certain additional conditions have to be fulfilled for observing the output in the form of a beam. This is why we look further into the macroscopic picture of HHG in Section 2.3, where phase-matching plays a central role. More specifically, the HHG flux depends strongly on phase-matching, a condition where the harmonics of all atoms are emitted with proper phasing as the drive laser propagates through the gaseous medium. When phase-matching is fulfilled, the harmonics of all the driven atoms interfere constructively and the HHG flux can build up along the interaction length. Here, we discuss the major contributions to phase-mismatch between the HH and the drive laser. Lastly in Section 2.4, we will discuss the propagation effects of the drive laser within a capillary filled with gas. Drive laser can propagate in different waveguide modes inside a capillary depending on the focusing condition. Also, depending on the intensity and gas pressure, the drive laser propagation within the capillary can become dependent on nonlinear effects, as described in Section 2.4.

2.2 HHG microscopic picture

The microscopic picture of HHG process can be described by a semi-classical model developed by Corkum et.al [34], generally referred as the three-step model. This model illustrates the single atom response to a strong electric field via three steps, I. Ionization of an electron, II. Propagation of the ionized electron and III.
Recombination of the ionized electron with its parent ion, upon which high-harmonic radiation is emitted.

I. Ionization

When an ultrashort laser pulse interacts with an atom, a bound electron can be set free from the atom and this process is called ionization. As a function of electric field strength or intensity, one can classify the ionization into different regimes which are named (i) multiphoton ionization, (ii) tunneling ionization and (iii) barrier suppression ionization. An appropriate way to express the accordingly required intensities is via the so-called Keldysh parameter [64], which is defined as

$$\Gamma = \sqrt{\frac{I_p}{2U_p}}$$  \hspace{1cm} (2.1)

where $I_p$ is the ionization potential of the atom and $U_p$ is the ponderomotive energy. The ponderomotive energy, $U_p$, is the cycle average quiver energy (kinetic energy) of an electron in an oscillating field, which is given by

$$U_p[\text{eV}] = \frac{e^2 E_0^2}{4m_e \omega^2} \approx 9.3 \times 10^{-14} \left[ \frac{W}{\text{cm}^2} \right] \lambda^2 [\mu\text{m}]$$  \hspace{1cm} (2.2)

where $e$ is the electron charge, $E_0$ is the drive laser electric field amplitude, $\omega$ is the frequency of the drive laser and $m_e$ is the electron mass. From Eq. 2.2, it can see that $U_p$ is proportional to the laser intensity and to the square of the laser wavelength. In the regime of comparably lower laser intensities, where $\Gamma \gg 1$, multiphoton-ionization (MPI) dominates and the absorption of multiple photons by the atom is required for the electron to bridge the gap between the ground state and the ionization potential. In this regime, perturbation theory can be used to illustrate that the intensity of the generated harmonics decrease with increasing harmonic order. When the laser intensity is higher such that $\Gamma \ll 1$, the ionization enters a regime where tunneling is dominating. In this regime, the electric field is strong enough to distort the atomic Coulomb potential somewhat and a valence electron may tunnel-ionize. The laser intensity required is in the range of $10^{14}$ W/cm$^2$ for tunnel ionization of a neutral gas atom. If the HHG process takes place in this regime, the emissions no longer follow the laws of perturbation theory, instead a plateau [65, 66] is observed as shown in Fig. 2.1. In the plateau, the intensities of the emission remain constant for increasing harmonic orders until the so-called cutoff where the intensities drop significantly.
Figure 2.1: Typical spectrum of HHG which can be divided into three regimes: the perturbative region at low orders, the plateau at intermediate orders and cut-off at the highest order.

For the HHG experiments described this thesis, the drive peak intensities are well within this regime. Hence, tunnel ionization is the dominant mechanism. The tunnel ionization rates, $\psi_{ADK}(t)$, can be approximated by a model developed by Ammosov, Delone and Krainov (ADK model), [67], expressed as

$$\psi_{ADK}(t) = \omega_p |C_n|^2 (4\omega_p/\omega_t)^{2n^*-1} \exp\left(-\frac{4\omega_p}{3\omega_t}\right). \quad (2.3)$$

Where

$$\omega_p = I_p/h \quad , \quad (2.4)$$

$$\omega_t = eE_d(t)/(2m_e I_p)^{1/2} \quad , \quad (2.5)$$

$$|C_n|^2 = 2^{2n^*}[n^* \Gamma(n^* + 1) \Gamma(n^*)]^{-1} \quad , \quad (2.6)$$

$$n^* = Z(I_p/I_h)^{1/2} \quad . \quad (2.7)$$

Here, $I_p$ is again the ionization potential of the considered atom or ion in the initial state, $I_h$ is the ionization potential of the hydrogen atom, $Z$ is the charge of the ion.
after ionization, $\Gamma$ is the Keldysh parameter and $E_d$ is the modulus of the instantaneous electric field of the drive laser pulse. Eq. 2.4 assumes ionization from the ground state of the atom. From the ionization rate, $\psi(t)$, the fraction of free electrons, $\eta(t) = N_e/N_0$, with $N_0$ the initial atom density and $N_e$ the electron density, can be calculated from integration of the ionization rate as

$$\eta(t) = 1 - \exp\left(-\int_{-\infty}^{t} \psi_{ADK}(t')dt'\right) . \quad (2.8)$$

Note that $1 - \eta(t)$ is equal to the ionization probability which is important for phase matching considerations as presented in Section 2.3. Finally, when the laser intensity is even higher than in the tunnel regime, the field is strong enough to largely suppress the Coulomb potential barrier. When this happens, the electron can leave the Coulomb binding without tunneling. This process is termed as the barrier suppression ionization (BSI). The intensity threshold for BSI is given by [68]

$$I_c = 4 \times 10^9 \left(\frac{I_p}{Z^2}\right) \quad (2.9)$$

where again $Z$ is the charge of the ion after ionization and $I_p$ is the ionization potential of the atom or ion in the initial state in $eV$.

II. Second step: Electron propagation

The propagation of the ionized electron under the influence of a sinusoidal electric field, $E_d(t) = E_0\cos(\omega t)$, neglecting the potential of the ion core can be described in Newton law as

$$m_e a(t) = eE_d(t) = eE_0 \cos(\omega t) , \quad (2.10)$$

where $a$ is the acceleration, $E_0$ is the amplitude of the electric field and $\omega$ its angular frequency. The position of the electron after ionization can then derived from eq.2.10 as follows:

$$x(t, t_0) = \int_{t_0}^{t} eE_0 a(t) = \frac{eE_0}{m_e \omega^2} \left[\cos(\omega t_0) - \cos(\omega t) - (\omega t - \omega t_0) \sin(\omega t_0)\right] , \quad (2.11)$$

where $t_0$ denotes the time of ionization. Because ionization is a quantum process, the exact time of ionization cannot be predicted but only the ensemble averaged value. The individual electron, depending on the actual time of ionization, $t_0$, and the
associated phase, \( \phi_0 = \omega t_0 \), of the laser field at that time, can take different types of trajectories. This is shown in Figure 2.2 where the dashed line indicates the phase of the laser field, \( \phi = \omega t \). Electron are most likely ionized around the peak of the electric field (\( \phi = 0^\circ \)) but they return to the ion with zero kinetic energy. Most electrons are produced at unfavorable laser phase (-90°<\( \phi < -0^\circ \)) because these trajectories never return to the ion. In the plateau regime of high-harmonic emission, typically two main contributions from the electron trajectories form the harmonic emission. One contribution is from the so-called short trajectories (18°<\( \phi < 90^\circ \)) which correspond to a short return time. And the other contribution is from the long trajectories (0°<\( \phi < 18^\circ \)), which correspond to a long return time, in the course of one optical period. The long trajectory leads to a strong intensity dependence of the harmonic phase. The light generated at the shortest wavelengths near cutoff belongs to electron trajectories that have the highest velocity and highest kinetic energy upon return to the ion generated by electrons that are ionized near \( \phi = 18^\circ \).

Figure 2.2: The position of an electron as a function of the phase of electrical field for different trajectories. These electron trajectories are represented by their own ionization phase, \( \phi_0 \), with respect to the electric field (black dashed line), indicating electron which never return to its ion (green), return with zero kinetic energy (red), return with the cutoff energy (magenta), return with the same energy via a short trajectory (light blue) and long trajectory (blue).


III. Third step: Recombination

When the electron returns to its parent ion, it may recombine with the ion and transit back to its ground state which leads to a short burst of radiation. The maximum energy of the radiated photons can be calculated as the sum of the ionization potential and the additional kinetic energy gathered by the electron along the path from the turning point by the trajectory back to the atom. As was described before, the kinetic energy depends on the ionization phase, $\phi_0$ of the electron and can be calculated as a function of $\phi_0$ by solving Eq. 2.11 for $x(\phi_0, t) = 0$. The maximum kinetic energy is obtained for a phase of 18 degree as shown in Fig. 2.3 and takes the value of $3.17 \ U_p$. The energy of the emitted photon is equal to sum of the kinetic energy and ionization potential. Therefore, the maximum photon energy corresponding to the so-called cutoff energy, $E_c$ can be expressed as

$$E_c = 3.17 \ U_p + I_p \quad (2.12)$$

Previous experimental results [69, 70] match well with the theoretical cutoff energy based on Eq.2.12.

![Figure 2.3: Return kinetic energy of an electron to its parent ion as a function of time of ionization, the latter expressed as phase of the drive laser at the instance of ionization.](image)

The described process of ionization and recombination process repeats twice every optical cycle, and this doubling of the periodicity leads to doubling of the spectral spacing of the generated harmonics in the spectral domain. This is why only the odd harmonic orders appear in the HH spectrum while the even order harmonics undergo destructive interference. The three-step model implies that only linear
polarized laser field is suitable for HHG because any slight ellipticity will direct the electron trajectory away from the parent ion, preventing the recombination of the electron with its parent ion. Previous experiment [71] has shown a decrease in harmonic field with elliptical polarized laser field.

From the above discussion, two of the electron trajectories contribute to majority of the harmonic emission. One is called the short trajectory where the return time is short compared to the cutoff timing, whereas the other has a longer return time, close to one optical period. The phase accumulated by the electron upon recombination with the ion, as it freely propagates following one of these trajectories, is called intrinsic phase and is given as

\[
\phi_i(r, t) = \alpha_i I(r, t). \tag{2.13}
\]

Here, \(\alpha_i\) is the slope of the phase as a function of intensity for the corresponding electron trajectory, \(i = \text{long, short}\) and \(I(r, t)\) is the spatio-temporal dependent intensity of the drive laser, where \(t\) is time and \(r\) is the radial coordinate. The value for \(\alpha_{\text{long}}\) is found to be much larger than that of \(\alpha_{\text{short}}\) [72]. From Eq.2.13, we can see that the intensity variation can influence both the spatial and spectral characteristics of the harmonic emission. In spatial domain, the intensity variation leads to a curvature of the phase front, which make a strongly divergent harmonic emission for the long trajectory [73] and collimated harmonic emission for the short trajectory, since \(\alpha_{\text{short}}\) is approximately independent of the intensity [74]. In spectral domain, the intensity variation can result in a change in the instantaneous frequency, which gives rise to frequency shift, chirp and bandwidth broadening of the harmonic [75]. A more detailed analysis of the spectral control of the high-harmonic will be discussed in chapter 5.

Overall, the microscopic picture of HHG is helpful to understand some features of the HHG spectrum, such as the maximum achievable photon energy or the plateau-shape of the spectrum with odd-only harmonics. However, it does not provide any prediction on what an extended medium would emit; a macroscopic medium in which the emission from a large number of atoms is superimposed. This so-called macroscopic picture of HHG will be presented in the next section.

### 2.3 HHG macroscopic picture

For the high-harmonics from the single atoms to add up coherently upon propagation, the generated high-harmonics at different positions in the medium have to interfere constructively. This happens when the drive laser (and thereby also the induced wave of nonlinear polarization) and the emitted high-harmonic waves have the same phase velocity, which is a condition known as phase-matching. However, due to dispersion, which is a general property of all media, there will be a phase-
mismatch between the drive laser and the high-harmonic waves. The mismatch in phase velocity, \( v_{ph} \), between the two can be expressed as a mismatch in wave vectors, \( \Delta k = \omega/\Delta v_{ph} \), [54]

\[
\Delta k = qk_{IR} - k_{XUV} = \Delta k_{at} - \Delta k_{el} - \Delta k_g , \quad (2.14)
\]

and where \( k_{IR} \) and \( k_{XUV} \) are the wave vectors of drive laser and high-harmonic waves and where \( q \) is the high-harmonic order. From Eq. 2.13, it can be seen that the wave vector mismatch, contains three contributions. The first contribution, \( \Delta k_{at} \), results from the atomic dispersion, i.e., from the difference in refractive index at the drive laser frequency, \( \omega \), and the harmonic frequency, \( q \omega \), which is given as

\[
\Delta k_{at} = \frac{2\pi q}{\lambda} (1 - \eta) P \Delta n . \quad (2.15)
\]

Here \( \eta \) is the fraction of free electrons with respect to the neutral atoms, \( q \) is the harmonic order, \( P \) is the gas pressure in atmospheres, and \( \Delta n \) is the difference between the refractive indices of the neutral gas for the drive laser \( (n(\lambda)) \) and harmonic \( (n(\lambda/q)) \) at atmospheric pressure. The second contribution, \( \Delta k_{el} \) comes from the dispersion due to the presence of free electrons which is given as

\[
\Delta k_{el} = -P\eta N_{atm} r_e \lambda \left[ \frac{q^2 - 1}{q} \right] , \quad (2.16)
\]

where \( r_e \) is the electron radius and \( N_{atm} \) is the atomic number density at atmospheric pressure. From Eq.2.14 and 2.15, it can be seen that both scale with pressure but here an opposite sign. The third contribution, \( \Delta k_g \) comes from the geometry dispersion that is introduced via the geometry of the wave propagation, i.e. whether the drive is e.g. focused or waveguided, which is independent of the pressure. For instance, for HHG in a gas jet or gas cell, and using a Gaussian drive laser beam that is focused, the Gouy phase shift that occurs in a focus has to be taken into account and is given as

\[
\Delta k_g = (q - 1) \frac{2}{b} , \quad (2.17)
\]

where \( b \) is the confocal parameter which is defined as twice the Rayleigh length. For HHG in a gas-filled capillary, where the capillary acts as a waveguide for the drive laser, \( \Delta k_g \) is given by the waveguide dispersion which can be expressed as
\[ \Delta k_g = - \frac{\mu_{lm}^2 c}{2a^2 \omega} \left[ \frac{q^2 - 1}{q} \right] , \quad (2.18) \]

where \( \mu_{lm} \) is the \( m \)th root of the \( l \)th-order Bessel function while \( a \) is the capillary radius. Eq. 2.13 shows that phase-matching \( (\Delta k = 0) \) is achieved when the contribution from the geometry and the free electrons are balanced by the atomic dispersion term. This can be achieved by choosing an according pressure which we call the phase-matching pressure. From the phase matching condition, we also see that if we increase the drive intensity further, at some point we will reach a critical ionization, \( \eta_c \), at which the phase-mismatch introduced by the free electrons can no longer be balanced by another contribution [54]. The intensity at which the critical ionization is reached is called the saturation intensity which limits the high-harmonic cutoff.

### 2.4 Drive laser propagation

When an ultrashort laser pulse propagates through a medium, high-harmonic might be generated. But, in addition, there are several processes that modify the spatial, temporal or spectra of the pulse, which can have a strong influence on the high-harmonic generation process. For the experiments presented in this thesis, we have to consider the influence of waveguiding in a capillary, of various cross sections and lengths, whereas the medium in the capillary is a noble gas, and where plasma is generated by ionization of the gas. The waveguided drive laser can maintain relatively high intensity over a long interaction length; extending to several times the Rayleigh length and counteracting the ionization-induce defocusing. The next subsections describe several possible propagation effects which can influence the drive laser pulse during HHG.

#### 2.4.1 Waveguide propagation

The spatial distribution of a high-quality laser beam in free space, i.e., where can often be described by the Hermite-Gaussian modes (so-called Gaussian beams); where the electric field does not have to fulfil any boundary conditions. When a laser beam travel through a capillary, the wall of the capillary sets boundary conditions such that, the electric field decays and reduces to zero beyond the wall, while any light reflected by the wall keeps travelling through the capillary.

The repeatedly reflected field satisfying this boundary condition are known as Bessel modes and were first reported by Marcatili et. al [76]. In an experiment, to make use of the waveguiding in HHG, the drive laser Gaussian beam are coupled into Bessel modes that are provided by the capillary. We consider here a linearly polarized drive laser, and therefore the pulse will only excite linearly polarized
modes within the capillary. The modes are called hybrid $EH_{1m}$ modes and the electric field profile for these modes versus radius, $r$, is given by

$$E_{y,1m} = J_0(u_{1m} \frac{r}{a}).$$  

(2.19)

Where $J_0$ is the 0th order Bessel function, $u_{1m}$ is the mth root of $J_0$, and $a$ is the inner radius of the capillary. The propagation of these modes can be expressed in terms of a complex wave vector as follow [76]:

$$\gamma_{1m} = \beta_{1m} + i\alpha_{1m}.$$  

(2.20)

In this expression, $\beta_{1m}$ is the propagation constant and $\alpha_{1m}$ is the attenuation coefficient and are given as

$$\beta_{1m} = k_0 \left[1 - \frac{1}{2} \left(\frac{u_{1m} \lambda}{2\pi a}\right)^2\right],$$  

(2.21)

and

$$\alpha_{1m} = \left(\frac{u_{1m}}{2\pi}\right)^2 \left(\frac{\lambda^2}{a^3}\right) \left(\frac{1}{\sqrt{n^2-1}}\right),$$  

(2.22)

where $k_0$ is the propagation constant in vacuum and $n$ is the refractive index of the dielectric material of the capillary waveguide walls.

$$A_{1m}(z) = A_{1m}(0)e^{\alpha_{1m}z}.$$  

(2.23)

As the attenuation coefficient, $\alpha_{nm}$, is proportional to the square of $u_{1m}$, higher-order modes ($m>1$) are more lossy than lower order modes where the amplitude of the modes as a function of distance, $z$ is given by Eq.2.2. The energetic coupling efficiency from a freely propagating, Gaussian drive laser beam into a guided Bessel mode can be determined using the overlap integral of a Gaussian with a Bessel function, that the Gaussian beam waist is placed at the entrance of the capillary [77]:

$$\eta_m = \frac{\left[\int_0^a \exp\left(-\frac{r^2}{w^2}\right) J_0\left(u_{1m} \frac{r}{a}\right) r dr\right]^2}{\int_0^\infty \exp\left(-\frac{2r^2}{w^2}\right) r dr \int_0^a J_0^2\left(u_{1m} \frac{r}{a}\right) r dr},$$  

(2.24)

where $w$ is the Gaussian beam radius at the beam waist (waist radius). The coupling efficiency for the first five $EH_{1m}$ modes is shown in Fig. 2.4 as a function of the ratio of waist radius to capillary radius ($w/a$). From the plot, it shows that the lowest order mode $EH_{11}$ possesses a maximum coupling efficiency of $\eta_1 = 98.1\%$, if the ratio is chosen as $w/a = 0.64$. Therefore, it is important in choosing the correct
waist size of the drive laser for optimal coupling into the capillary. However, we note that a real laser beam can often be non-Gaussian ($M^2 > 1$) or elliptical where the actual coupling efficiency to the $EH_{11}$ mode, $\eta_1$ become less than the theoretically predicted value of 98.1%, even when we choose the ideal ratio for $w/a$.

Figure 2.4: The coupling efficiency $\eta_m$ for the first five $EH_{1m}$ modes as a function of the ratio of drive laser beam waist radius to capillary radius ($w/a$).

### 2.4.2 Nonlinear Kerr effects

The optical Kerr effect is a linear change in refractive index of a material in response to the applied light intensity. This causes the refractive index of any material to become intensity-dependent, in an almost instantaneous fashion which can be approximated as

$$n(I(r,t)) = n_0 + n_2 I(r,t) \quad (n_2 > 0).\quad (2.15)$$

Where $n_0$ is the linear refractive index and $n_2$ is a small expansion coefficient called Kerr index which is proportional to the third-order nonlinear susceptibility. In most material, also in the gas used here for HHG, the Kerr index, $n_2$ is greater than zero and therefore the total refractive index will increase with increasing intensity. Since the drive intensity varies transversely in space and also temporally, refractive index varies spatially and temporally as well. The temporal variation of the refractive index gives rise to self-phase modulation while spatial variation leads to self-focusing. For quantitative consideration it is useful to introduce the self-phase modulation length, $L_{gasSPM}$, which is the length over which the maximum on-axis
nonlinear phase shift, \( \Delta \Phi = n_2 \omega_0 I_0 L / c \), has become equal to unity. \( L_{gassPM} \) is thus given as

\[
L_{gassPM} = \frac{c}{\omega n_2 I}.
\]  

(2.26)

For a Gaussian beam one obtains the self-focusing length, \( L_{gassF} \) [5]

\[
L_{gassF} = \frac{2n_0 w_0^2}{0.61 \lambda \left( \frac{P}{P_{cr}} \right)^{1/2}},
\]  

(2.27)

where \( w_0 \) is the beam waist radius, \( P \) is the drive laser power, and \( P_{cr} = \lambda_0^2 / 8n_0n_2 \), with \( \lambda_0 \) the vacuum wavelength. Another nonlinear propagation effect that is caused by the intensity dependent index is self-steepening of the pulse. The self-steepening process reduces the group velocity with which the peak of the pulse propagates and thus leads to a steepening of the trailing part of the pulse. A quantitative expression can be obtained via the nonlinear group index defined as \( n_2^{(g)} = n_2 + \omega \frac{dn_2}{d\omega} \) which yields an effective length over which self-steepening is significant is given by

\[
L_{gassS} = \frac{cT}{n_2^{(g)} I}.
\]  

(2.28)

where \( T \) is the full width pulse duration measured at \( 1/e \) intensity.

2.4.3 Nonlinear plasma effects

Next, the spatially and temporally varying index due to ionization during the pulse also affects the refractive index. The ionization increases the density of electrons (plasma) which corresponds to a lowering plasma index:

\[
n_p(r,t) = \sqrt{1 - \frac{\omega_p^2(r,t)}{\omega^2}},
\]  

(2.29)

where the plasma frequency, \( \omega_p \), is defined as

\[
\omega_p(r,t) = \sqrt{\frac{N_e(r,t)e^2}{\epsilon_0 m_e}},
\]  

(2.30)

where \( N_e(r,t) \) is the electron density. Again, because the electron is a (fast rising) function of time the resulting temporal variation of refractive index gives rise to
self-phase modulation of the drive laser. The typical length over which the plasma index will significantly change the spectrum via ionization-induced self-phase modulation can be calculated as

$$ L_{\text{Plasma}_\text{SPM}} = \frac{c}{\omega n_p}. \quad (2.31) $$

Due to self-phase modulation, another effect called the ionization induced blue shift can be observed. From Eq.2.28 it can be seen that an increasing electron density gives rise to a lowering of $n_p$. Therefore, a decreasing $n_p$ will shift the spectrum towards the blue. A red shift in the spectrum due to a rising $n_p$ from a decrease of the free electron will usually not be observed in experiment with femtosecond-pulses because plasma recombination happens at a longer timescales (~ns) in which the ultrashort (~fs) drive pulse has passed. The frequency shift of the drive laser in weakly ionized gases can thus be expressed as

$$ \Delta \omega = \frac{-\omega_0}{c} \int_0^L \frac{\delta n_p}{dt} dz. \quad (2.32) $$

Where $\omega_0$ is the drive laser frequency, $z$ is the axis where the drive laser propagates along and $L$ is the interaction length in the gas medium. Lastly, we consider the spatial variation of the refractive index provided by the spatial distribution of the electron density. On axis of the laser beam, the electron density will be higher; accordingly (Eq.2.28) there will be a lowering of the index on axis. When the electron density variation is strong enough, this gives rise to defocusing, which can be expressed via certain defocusing length for the propagating pulse. The defocusing length, $L_{\text{def}}$, where its divergence doubles can be calculated as

$$ L_{\text{def}} = \frac{\lambda}{2} \frac{\varepsilon_0 m_e \omega^2}{N_e e^2}. \quad (2.33) $$

Defocusing is usually an undesired effect in nonlinear optical conversion, because it lower the drive laser intensity and thereby the conversion efficiency. However, when using a capillary, waveguiding of the beam keep the beam focused and the drive intensity can be maintained over a longer interaction length. Lastly also, the plasma reduced index variation might induce a self-steepening, and its effective length is given by

$$ L_{\text{Plasma}_{\text{SS}}} = \frac{cT}{n_p}. \quad (2.34) $$
From the above equations, it can be seen that the effective length of the nonlinear Kerr and plasma effects becomes shorter for higher plasma density, which can occur when the drive intensity is increased, or when the gas density (gas pressure) is increased. As long as the interaction length in the gas medium is shorter than the effective length for the described processes, the drive laser pulse will not be significantly reshaped temporally or spatially via nonlinear propagation effects, such that its propagation can be described solely via linear effects, such as dispersion, absorption, focusing and waveguiding.

### 2.5 Conclusions

In this chapter, we have looked at some general aspect of high-harmonic generation (HHG) which is the underlying process for the coherent soft-X-ray source presented in this thesis. The harmonic radiation comes not only from a single atom response to the driving electric field, but also from the sum of all the harmonics radiated as the drive laser propagate through an ensemble of atoms which is dependent on phase-matching. We have also looked into the possible mechanisms which can lead to a change in drive laser propagation within a capillary waveguide. This is important because drive laser propagation can influence the single atom response as well as the phase-matching in the HHG process.
Single-shot fluctuations in waveguided high-harmonic generation

3.1 Introduction

High-harmonic generation (HHG) is a nonlinear optical process that provides coherent radiation in the form of ultra-short pulses, covering a broad spectrum including the extreme ultraviolet (XUV). The process is typically driven by femtosecond pulses focused to high intensities (in the order of $10^{14}$ W/cm$^2$ [45, 78]) in samples of noble gas, which are usually supplied in the form of gas-jets [35, 45], gas-cells [53, 79, 80] or in thin, gas-filled capillaries [54, 81]. Conversion efficiencies reach values of up to $10^{-5}$ to $10^{-6}$, for instance using Argon [57, 82-86].

A fundamental property of HHG associated with the inherent high nonlinearity of the process is that all parameters of the output radiation fluctuate from pulse to pulse, and that the spatial coherence becomes reduced via distortions of the output beam cross section and phase fronts. For applications of HHG it is of central importance to characterize these fluctuations and distortions, such as for increasing the measurement precision for absolute, nonlinear ionization cross sections [58, 59]. Other examples requiring a characterization of fluctuations and distortions include lens-less diffractive imaging with maximum resolution and optimum utilization of the dynamical range [44], or injection seeding at free-electron laser facilities for improving the coherence and the shot-to-shot stability of the laser output [60-62].

In geometries based on free propagation of the drive laser beam, i.e., in gas cells and gas jets, fluctuations in HHG have been characterized extensively, via recording the directional fluctuations [50, 87], fluctuations of the pulse energy [87, 88], and also spectral fluctuations [89]. In contrast to free propagation, one might expect a lower degree of output fluctuations and a higher degree of spatial coherence, when controlling the drive laser propagation through the gas sample via waveguiding. Such control is achieved when providing the gas sample inside a thin capillary, also called hollow core fiber. Here the propagation of the input pulse produced by the drive laser is confined in the form of waveguide modes [90]. Indeed, there are experimental signatures that HHG in capillary waveguides can be spectrally controlled, in the form of dedicated suppression or enhancement of high-harmonic orders [81, 91, 92]. Similarly, expecting reduced beam pointing fluctuations by
waveguiding of the input pulse, it has been suggested to use capillary based HHG for injection seeding instead of free propagation of the input pulse [93].

On the other hand, one may also argue that waveguiding enhances nonlinear effects that modify the input pulse propagation to an undesired degree and, correspondingly, also enhances fluctuations in the HH output. For instance, via ionization-induced spectral broadening and plasma-induced refraction the drive pulses can undergo self-compression [57, 94]. Similarly, intensity dependent index changes can distort the wave fronts of the driving laser pulse, thereby exciting propagation in multiple waveguide modes (higher-order modes), the superposition of which creates spatio-temporal hot spots that further distort the drive laser propagation [57, 95]. Eventually, there might also be simple, direct effects. For instance, pointing fluctuations might be turned into intensity fluctuations of the driving laser pulse inside the capillary because a capillary waveguide acts as a spatial mode filter for the incident beam. The signature of such effects should be a correlation of the fluctuations in the HH output with drive laser beam pointing fluctuations.

Surprisingly, to our knowledge, there is no characterization or quantification of shot-to-shot (single-pulse) fluctuations or shot-to-shot output beam deformations in waveguided HHG. Changes of the beam direction and shape have only been addressed by averaging over a large number of pulses [63]. What is rather required is to record the output parameters of single output pulses, for instance the XUV pulse energy, the divergence, or the direction of emission. Then, using series of such single-pulse recordings, one can provide a statistical analysis of pulse-to-pulse (shot-to-shot) fluctuations, for instance in the form of standard deviations of single parameters, or in the form of a correlation of fluctuations in pairs of output parameters. To enable a comparison with HHG from jets and cells, it appears important to provide a first, basic characterization of the type and size of fluctuations that are present in capillary based HHG.

We begin in Section 3.2 with the description of a capillary based HHG setup. Then we describe the calibrations steps required to determine an absolute value for the total pulse energy in the high-harmonic beam in Section 3.3. Following that, we present the first shot-to-shot characterization of high-harmonic generation in a waveguiding geometry using Argon, where we first characterize the fluctuations of the HH pulse energy (energy jitter) in Section 3.4 followed by the directional fluctuations (beam pointing stability) and fluctuations in beam divergence of the high-harmonic (HH) output in Section 3.5. To enable a better tracing of possible reasons for fluctuations, we characterize the correlations between various input and output parameters in Section 3.6. Finally, we conclude in Section 3.7 the major experimental results and findings.
3.2 Experimental setup

The experimental setup used for HHG is schematically shown in Fig. 3.1. To generate the drive laser pulses we employ a Ti:Sapphire infrared (IR) laser system (Legend Elite Duo HP USP, Coherent Inc.) with a repetition rate of 1 kHz and a center wavelength of 795 nm. The laser provided almost Fourier-limited pulses with 40 fs duration and a time bandwidth product (TBP) of 0.5 as measured with a home-built Grenouille [96]. The nominal maximum pulse energy of the laser is 8 mJ but, in order to avoid any major self-phase modulation along the path into the gas-filled capillary, we keep the pulse energy below or equal to 1.1 mJ. A rotatable half-wave plate followed by a polarizing beam splitter is used as variable attenuator. For the maximum pulse energy we calculate [97] a maximum increase of the TBP by a factor of 1.3 at the entrance to the gas capillary, in which we included the beam path of nearly three meters through air, the half-wave plate, the focusing lens and the entrance window for transmitting the beam into the vacuum vessel that contains the capillary.

The beam is focused with a lens of 75 cm focal length into a 67 mm long capillary having an inner radius of $a = 75 \mu m$. This focal length is chosen to match the beam waist radius to the radius of the lowest-order waveguide mode of the capillary [77]. The capillary is mounted in the vacuum vessel at a distance of 50 cm from the entrance window, with the entrance of the capillary in the focal plane of the lens. For filling the capillary with gas in a controlled manner, the capillary is equipped with six 0.4 mm wide slits as shown in the inset of Fig. 3.1. Two of the slits, located at 5 and 42 mm from the entrance of the capillary, respectively, are used as gas inlets with a continuous flow and define an interaction length, $L_m = 37$ mm with a constant pressure profile. The remaining four slits are evenly distributed between 45 mm (3 mm downstream the second slit for gas inlet) and 53.4 mm from the entrance of the capillary. These four slits are used for differential pumping. The capillary ends 13.6 mm behind the last pumping slit. The pressure is measured near the capillary inlet and should correspond to the pressure inside the capillary due to the negligible pressure drop between the point of measurement and the inside of the capillary. The interaction length in this capillary configuration provides wave guiding for the drive laser pulses over about four Rayleigh lengths of the focused beam ($z_R = 9$ mm). For alignment, each end of the capillary is mounted on a two-axis translation stage. The alignment comprises maximizing the drive laser throughput and simultaneously restricting the drive laser output to lowest-order mode. We measure a maximum capillary throughput of 50 %. This is less than the theoretical limit of 96 % but is comparable with previously reported values [56, 90]. We attribute the deviation from maximum theoretical throughput to several experimental imperfections, including a slightly elliptical beam profile (1:2 aspect ratio), a slightly off-unity beam parameter ($M_{\lambda}^2 = 1.3; M_{\phi}^2 = 1.1$), and that part of
the guided light is scattered at the various slits in the capillary. Another indicator for the alignment was a visual inspection of fluorescence emitted transversely from the gas in the capillary. This gives a qualitative impression on how homogeneously the drive laser intensity is distributed along the capillary. At lower gas pressures, a homogeneous distribution of fluorescence coincided with a maximum transmission of the drive laser through the capillary.

With the minimum drive laser pulse energy of 0.6 mJ used and an estimate of 30 % losses due to incoupling and scattered light at the first slit, a peak intensity of up to $1.8 \times 10^{14}$ W/cm$^2$ can be launched into the interaction length in the waveguide. Behind the capillary, for reducing the drive laser intensity by diffraction, we let the HH and drive laser beams co-propagate over a distance of 1.5 m. The drive laser beam is then blocked by a set of two 200 nm thick Aluminum (Al) filters placed in series. The filters act as a band pass for XUV radiation, transmitting approximately half of the HH radiation in the wavelength range of 17 nm to 80 nm. The transmitted HH beam is detected with an XUV CCD camera (Andor, DO420-BN) placed 20 cm behind the filters. This camera position is in the far-field of the HH beam, as can be seen from the small Fresnel number, $N_f = a^2 / L \lambda$ between 0.04 and 0.2, calculated for the transmitted wavelength range, where $a = 75$ μm is the radius of the capillary and $L = 1.7$ m is the distance from the capillary exit to the XUV camera. Due to the low Fresnel number, the divergence of the HH beam and the direction of emission can be straightforwardly obtained from beam profile measurements. Fig. 3.2(a) shows a typical single-shot measurement of the beam intensity profile. Comparison with a fit curve shows this profile to be near-Gaussian in both transverse directions.

For characterizing the size of shot-to-shot fluctuations in the high-harmonic output, we record series of 100 single shots. The sample size is set on one hand to obtain an error of 10 % or less at 95 % confidence interval for the statistically determined parameters and on the order hand measure subsequent series of shots under equal conditions. These single-shot measurements are performed at a rate of 3 Hz, by blocking about 332 drive laser pulses per third of a second with a triggered combination of an optical chopper and a magnetic shutter. For measurements of the HH spectrum, a high-line-density, home-made transmission grating (10,000 lines/mm) [98] is moved into the HH beam path at 1.7 cm distance in front of the XUV camera. Measurements of average high-harmonic spectra are obtained by letting the camera integrate over 1000 subsequent shots. Fig. 3.2(b) shows a typical HH spectrum with four harmonic orders ranging from the 17th up to the 23rd order, recorded with an input pulse energy of 0.6 mJ and a gas pressure of 53 mbar. The spectrum is limited on the short-wavelength side to about 34 nm (23rd order). This wavelength agrees well with the calculated cut-off wavelength assuming that 50% of the drive laser energy has reached the end of the capillary which coincides with our measurement of 50% throughput efficiency for the drive laser. On the long-
wavelength side the spectrum is limited to about 47 nm (17th order) by strong re-absorption of the generated XUV radiation in Ar [54].

In order to devise an appropriate measurement setup for fluctuations of the HH pulse energy, we considered that such fluctuations may be caused via two different mechanisms. The first is an energy jitter and beam pointing fluctuation of the drive laser [87], which can be called an external effect, letting the amount of pulse energy that is coupled into the waveguide fluctuate. The second mechanism may be called intrinsic, i.e., when fluctuations are rather based on highly nonlinear effects in the capillary such as associated with spatio-temporal reshaping of the drive laser pulse inside the capillary. It has recently been observed in an identical waveguiding capillary that such reshaping is related to beating of drive laser light propagating simultaneously in the fundamental and higher-order modes that are excited through ionization-induced scattering of the driving laser pulse [57, 95]. Furthermore, the modeling in [95] showed that nonlinear optical effects like self-phase modulation or self-steepening do not significantly modify the pulse propagation in such a capillary. This is confirmed by calculating the characteristic propagation length required for these processes to become dominant [94]. We find that these are 0.1 m and 8.5 m for self-phase modulation and self-steepening, respectively. These are much longer than the capillary length of 3.7 cm. Measurements on the spectrum of the drive laser pulse behind the capillary show no spectral broadening. This substantiates the conclusion from the modeling mentioned above and therefore we ignore the influence of these nonlinear optical processes on the drive laser pulse propagation in the remainder of this paper.

To possibly discriminate between the two mechanisms that may cause fluctuations in the HH pulse, we capture with a CMOS camera single shots of the drive laser beam profile while, at the same time, the XUV camera captures single shots of the HH beam profile. The CMOS camera is positioned in the residually transmitted drive beam behind the last folding mirror (Mf in Fig. 3.1) and is triggered for synchronous recording with the XUV camera. Based on single-shot pairs of XUV and CMOS camera images it becomes possible to search for correlations between the drive laser and HH beam energy and pointing fluctuations.
Figure 3.1: Experimental setup for high-harmonic generation (HHG) with a waveguiding, gas-filled capillary.

Figure 3.2: (a) Single-shot XUV camera image of the far-field high-harmonic beam cross section showing a near-Gaussian profile: the measured beam profiles (white traces) taken along the respective axes (white dotted lines) matches well with Gaussian fit curves (red). (b) Raw CCD data of high-harmonic spectrum (integrated over 1000 shots) with color representing counts, horizontal and vertical axes are pixels. (c) Processed high-harmonic spectrum of (b) where intensity is plotted versus calibrated wavelength. Both measurements are taken with a drive laser pulse energy of 0.6 mJ (peak intensity = $1.8 \times 10^{14}$ W/cm$^2$) and an Ar pressure of 53 mbar.
For choosing appropriate settings of the drive pulse energy and the gas pressure in the capillary, we recall that the HH output can be maximized by adjusting the gas pressure to optimize phase-matching [54], while keeping the drive pulse energy constant. The HH output can also be increased, and its spectrum can be extended towards a shorter cut-off wavelength, by increasing the pulse energy of the driving laser pulse (while readjusting the pressure) [34]. Here, we follow a heuristic approach in which we record the high-harmonic output at four different drive pulse energies (between 0.6 and 1.1 mJ) and at six different gas pressures (between 40 and 160 mbar), which are chosen to include the maximum HH output.

### 3.3 Determining the harmonic pulse energy

To provide an absolute value for the total pulse energy in the high-harmonic beam, we combine the data from the measured fluence (beam profile) and spectrum. The background-corrected fluence is summed over the transverse plane to obtain the measured counts, $S$, from the corresponding CCD signal, which is a measure for the total energy in the high-harmonic beam. In order to convert $S$ into energy, we need to know the relative contribution of each harmonic, as the conversion from count to energy is wavelength dependent. The spectrum (e.g., see Fig. 3.2b) is used to determine the relative magnitude, $f_q$, for each harmonic and we assume that the same relative distribution of harmonics is present in the fluence measurement. The contribution, $f_q S$, of each harmonic can now be converted to energy using a wavelength dependent calibration factor, $c(\lambda)$, that takes into account the transmission spectrum of the Al filters and the responsivity of the CCD camera. The energy in a particular harmonic, $E_q$, can be written as

$$E_q = c(\lambda_q) \cdot f_q \cdot S ,$$

and the total energy in the high-harmonic beam is obtained by summing over all harmonics. The energy calibration factor in our detection (in J/count) is given by $c(\lambda) = E_{eh} \sigma / (\eta_{QE}(\lambda) T(\lambda))$, where $E_{eh}$ is the energy required to generate an electron-hole pair in the silicon detector chip of the CCD camera ($E_{eh} = 5.84 \times 10^{-19}$ J $\cong 3.65$ eV), $\sigma$ is the sensitivity of the CCD camera (10 electrons/count), $\eta_{QE}(\lambda)$ is the specified quantum efficiency of the XUV camera [99], and $T(\lambda)$ is the transmission spectrum of the pair of Al filters. This spectrum is calculated from the CXRO database [100], taking into account the XUV transmission spectrum of aluminum as well as that of thin surface layers of aluminum oxide that are known to form upon contact with oxygen in air. For the calculation of the filter transmission, we assume a layer thickness of 3 nm (on either side) that is typical for filters stored in an oxygen free environment to minimize further oxidation [50, 82]. We note that
the aluminum oxide layers reduce the transmission by a factor of 2 to 2.5 across the wavelength range from 30 to 50 nm and therefore have to be taken into account to avoid underestimating the harmonic pulse energy.

Figure 3 summarizes the spectral variation of the quantum efficiency of the XUV camera, $\eta_{QE}(\lambda)$, the filter transmission, $T(\lambda)$, and the calibration factor, $c(\lambda)$. It can be seen that for a wavelength of about $\lambda_{23} = 34$ nm where the strongest harmonic order is found in the measured spectra (the 23rd), $c(\lambda_{23}) \approx 1.2 \times 10^{-16}$ J/count. Alternatively expressed, an XUV pulse energy of 1 nJ corresponds to about $8 \times 10^6$ counts for the 23rd harmonic.
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Figure 3.3: Typical quantum efficiency ($\eta_{QE}$) of the XUV CCD camera, the transmission ($T$) of the filter set of two Al filters (each 200 nm thick) with an oxide layer on each side (3 nm thick), and the calibration factor ($c$) versus wavelength.

### 3.4 High-harmonic beam profile, pulse energy and energy jitter

For a first qualitative overview we present in Fig. 3.4 four typical single-shot CCD images of high-harmonic beam profiles (fluence), recorded with four different drive pulse energies (0.6, 0.8, 1.0, and 1.1 mJ) at the same pressure (53 mbar). This particular pressure was selected because it yielded the highest HH pulse energy. For the lowest drive laser energy of 0.6 mJ we observe that in all shots the HH output exhibits a round, near Gaussian profile such as in Fig. 3.4a. At higher pulse energies (0.8 mJ and most obvious at 1.0 and 1.1 mJ) the beam profile of each shot shows shot-to-shot fluctuations and becomes increasingly distorted in a complex manner that deviates noticeably from a Gaussian profile. Especially at the two higher pulse energies, the beam profiles vary strongly from shot to shot.

We address this transition from a round and stable profile to a deformed and fluctuating profile to the onset of significant ionization of the Argon gas at drive energies above 0.6 mJ. The spatial variation in ionization (i.e., refractive index)
leads to scattering of the input pulse in higher-order modes, while the fast variation of the ionization with time leads to broadening of the spectrum of the input pulse. The spectral broadening and nonlinear mode mixing change the spatiotemporal profile of the driving laser pulse [57]. Note that this is strongly related to ionization-induced defocusing dynamics that can be observed in HHG using free-space propagation of the driving laser pulse [101]. The threshold electron density \( n_{\text{th}} \) for multi-mode propagation of the driving laser pulse is given by [102]

\[
  n_{\text{th}} = \frac{m c_0^2 u_{12}^2 - u_{11}^2}{4 \pi e^2 a^2} \approx \frac{7}{a^2} \times 10^{12} \text{ cm}^{-3}
\]

(3.2)

where \( m \) is the electron mass, \( c_0 \) is the speed of light in vacuum, \( e \) is the electron charge, \( u_{11} \) and \( u_{22} \) are the first and second zeros of the zeroth-order Bessel function and \( a \) is the radius of the capillary (expressed in cm in the numerically evaluated form). The ionization induced electron density can be calculated via the Ammosov-Delone-Krainov (ADK) model [67], showing that the electron density grows with the gas density (gas pressure) and the drive pulse intensity. For the parameters of Fig. 3.4, Eq. 3.2 predicts a threshold for the electron density of \( n_{\text{th}} = 1.3 \times 10^{17} \text{ cm}^{-3} \) and from the ADK model we obtain an intra-capillary pulse energy of 0.5 mJ to reach this threshold electron density. Due to in-coupling losses at the entrance of the capillary and scatter losses at the slits, we find that for the lowest input pulse energy (at the entrance of the capillary) of 0.6 mJ the electron density will remain below the threshold, at 0.8 mJ the electron density will be above but near the threshold, and the other two pulse energies are well above the threshold. As stated, we expect that the shape of the IR guided mode field becomes significantly affected in the latter regime [54, 57], and that the phase matching conditions based on the excitation of single fundamental mode propagation [103] will be severely degraded [57]. This should cause the beam profile of the generated HH to deviate noticeably from a round and near-Gaussian shape. At the same time, the strong, optically nonlinear coupling of drive laser light travelling in a number of excited waveguide modes should amplify any small fluctuations of other experimental parameters that would otherwise have only negligible influence. From our experimental observations that HH beam deformation and fluctuations set in where multimode propagation of the driving laser pulse is expected, we conclude that the nonlinear dynamics of the driving laser pulse described in [54, 57, 103] and [94] is also the reason for our observation of shot-to-shot fluctuations. Inducing such dynamics deliberately might increase the HH output significantly [14] but it is less preferred if high-quality XUV beams with low fluctuations are required.
To identify the experimental parameters that yield a maximum HH output we record the output for a number of different gas pressures and drive laser pulse energies. Figure 5a shows the total (spectrally integrated) HH output pulse energy averaged over 100 single shots versus pressure for different drive laser energies. It can be seen that for all four values of the drive pulse energy, the maximum average pulse energy is obtained at around 53 mbar of pressure, which we address to optimum phase matching at this pressure. For the 0.6 mJ input pulse energy, where single-mode propagation of the driving laser pulse is expected, we find that the observed pressure of 53 mbar for optimum phase matching agrees well with the value predicted by the single-mode model of Constant et al. [104] for our parameters.

For quantifying the fluctuations of the output energy (energy jitter), we plot in Fig. 3.5b the standard deviation of the measured pulse energy normalized to its average. This provides the relative energy jitter of high-harmonic generation as a function of gas pressure. It can be seen that, for the two lower drive laser pulse energies...
energies (0.6 and 0.8 mJ), the jitter is lowest at 53 mbar (12% and 20%, respectively), where also the average output is highest. As discussed before, this is where phase matching with the fundamental waveguide mode occurs. A possible explanation for lowest fluctuations at best phase matching is as follows. At phase matching, to first order and within the phase-matching bandwidth, the HH output does not vary with any parameter that enters into the wave-vector balance. For instance, if there are shot-to-shot fluctuations in the degree of ionization, phase matching would remain fulfilled to first order and the HH output would not fluctuate as strongly. When the pressure is tuned away from the optimal value for phase matching we observe a simultaneous decrease in HH yield and increase in relative fluctuations. Due to the higher pressure, the electron density surpassed the threshold, even at the lowest input energy. We therefore expect multimode propagation for the driving laser pulse at these pressures and therefore a higher relative fluctuation as the HHG process becomes more susceptible to small perturbations.

The two higher input pulse energies (1.0 and 1.1 mJ) show a different behavior. For these input pulse energies high fluctuations are found near the maximum HHG output at 53 mbar, while the fluctuations are strongly reduced for higher pressures. High fluctuations are expected for multi-modal propagation of the driving laser pulse, and this observation is consistent with the observed distortions in the beam profiles at a pressure of 53 mbar (see Figs. 3.4b and c). For both pulse energies, the lowest fluctuations occur around a pressure of 106 mbar (see Fig. 3.5b) where the HH yield is lower. It can also be seen that the range of low fluctuation is rather wide, reaching almost 100-mbar width for 1-mJ input pulse. At the same time we observe that in this range the beam profile is very similar to that shown in Figs. 3.4a and b and stable from shot-to-shot. This suggests that under these conditions, i.e., high pressure and high pulse energy, the complex, ionization-induced nonlinear dynamics creates a single propagating mode for the driving laser pulse [95]. Although this mode will be very different from the fundamental (empty) waveguide mode, it will produce stable and reproducible XUV output in a similar way.

Our results shows that, depending on the pressure and drive laser intensity, there is a best compromise between achieving the highest pulse energy and the lowest energy jitter. This should be taken into consideration when designing a HH source for specific application.

### 3.5 Measurement of harmonic beam divergence and pointing stability

To characterize the spatial beam fluctuations, we first measure the average divergence of the HH output versus pressure and drive laser pulse energy. We define the half-angle divergence as the ratio of the beam radius to the axial distance ($L$) of
the XUV CCD camera ($L=1.7$ m). The beam radius is taken as $2\sigma_x$ ($2\sigma_y$), where $\sigma_x$ ($\sigma_y$) is the standard deviation of the background-corrected fluence distribution in the $x(y)$-direction. The divergence is calculated for 100 shots separately and then both the average and standard deviation are calculated for each set of 100 shots. In Fig. 3.6 we plot the average and the standard deviation of the divergence in both the horizontal (Fig. 3.6(a)) and vertical (Fig. 3.6(b)) direction versus pressure for different input pulse energies. The error bars represent the standard deviation. It can be seen that the horizontal beam divergence lies in the range of $1.2$ to $1.6$ mrad and shows only a weak increase with pressure and with pulse energy. The vertical beam divergence shows a stronger variation with pressure and is found to be in the range of $1.3$ to $2.1$ mrad (Fig. 3.6(b)). Finally, it can also be seen that the horizontal beam divergence is generally less than the vertical divergence for the collection of input pulse energies and Ar gas pressures investigated.

A dependency on the energy of the driving laser pulse is to be expected as, in first-order approximation, the induced single-atom dipole phase is proportional to the instantaneous intensity of the driving laser pulse. The intensity of the driving pulse inside the capillary is itself a result of a highly nonlinear dynamical process [7,12,14,29,42], as described above. It is therefore surprising that the observed divergence only shows a weak dependence on input pulse energy and gas pressure. However, using a modified multimode generalized nonlinear Schrödinger equation, Anderson et al. numerically showed that the size of the most intense part of the driving laser pulse and its intensity only weakly depend on beam energy and gas pressure for most of the parameter range we investigated [95], which is consistent with the weak dependence of the measured divergence on input pulse energy and gas pressure. The half-width at half of the maximum intensity of the driving laser pulse is predicted by their model to be around 10 μm, which agrees well with the apparent source radius $r_a \approx 8$ μm calculated from $r_a = \frac{\lambda}{\pi \theta}$, where $\lambda = 38$ nm is the wavelength of the strongest harmonic and $\theta \approx 1.5$ mrad is an average value for the measured far field divergence (cf., Fig. 3.6). The difference in horizontal and vertical divergence may be due to the slight elliptical shape of the input beam, leading to a slight asymmetry in the nonlinear dynamics for the driving laser pulse inside the capillary and therefore a slightly elliptical apparent source for the XUV radiation.
For quantifying the first-order spatial fluctuation of the HH beam, we define the relative beam pointing fluctuation in the horizontal (vertical) direction, $b_x$ ($b_y$), as the standard deviation of the center-of-gravity, $s_x$, of the fluence distribution in the $x(y)$-direction, as measured from 100 shots, normalized to the average horizontal (vertical) beam radius, $2\sigma_{x(y)}$:

$$b_{x(y)} = \frac{s_{x(y)}}{2\sigma_{x(y)}}. \quad (3.3)$$

In Fig.3.7, we plot the measured horizontal (Fig.3.7a) and vertical (Fig.3.7b) pointing fluctuation (pointing instability) versus the pressure for different drive laser energies. It can be seen that the horizontal beam pointing fluctuation lies in the range of 5 to 10 % and does not change significantly with pressure. The vertical beam pointing fluctuation is larger, on the order of 10 to 30%. Yet, with increasing pressure, the beam pointing fluctuation decreases. If we combine these results with the divergence measurements, we find that the absolute pointing fluctuation (i.e., $s_{x(y)}$) is approximately constant and independent of pressure and energy. From this we conclude that the interplay of nonlinear dynamics and capillary waveguiding, providing a stable mode of propagation for the drive laser as described above, indeed provides mode stability over wider pressure and energy ranges as predicted [95].

The observed absolute value for vertical pointing fluctuations (0.3 mrad) is about three times larger than the value for the horizontal fluctuation (0.1 mrad). We attribute this again to the slightly elliptical shape of the input driving pulse.
In summary, high-harmonic generation in our gas-filled capillary achieves a highest HH output energy of 1.2 nJ at a drive energy of 1 mJ and a gas pressure of 53 mbar. At these conditions, we measure the following beam parameters: an energy jitter of 18 %, a divergence of 1.5 mrad (x) and 1.6 mrad (y), and a beam pointing fluctuation of 6 % (x) and 17 % (y). In comparison, non-waveguided HHG in gas cells showed an energy jitter of 6 %, a divergence of 0.7 mrad (x) and 0.2 mrad (y), and a beam pointing fluctuation of 4 % (x and y) others [87], while HHG in gas jets show a somewhat higher energy fluctuation compared to HHG in gas cells [105]. In that case the origin of beam pointing and energy jitter was reported as possibly related to drive laser instabilities. Our result shows higher HH output fluctuations although our drive laser fluctuations are comparable with what was reported for the non-waveguided case. This raises the question whether the capillary amplifies the drive laser pulse fluctuations and correlations are present between the fluctuations in the driving laser pulse at the input of the capillary and the fluctuations in the high-harmonic output beam.

3.6 Correlation measurement of beam parameters between driver laser and HH

To investigate the influence of drive laser beam fluctuations on HH beam fluctuations, we make use of the single-shot drive laser beam profiles that were simultaneously recorded with the single-shot high-harmonic beam profiles. To reveal a possible correlation between the two, we compared the fluctuations in the center-of-gravity for the two beams (Fig. 3.8), the HH output energy versus the center-of-gravity of the drive laser beam (Fig. 3.9) and the energy in the pulses in
the two beams (Fig. 3.10). To quantify the strength of a possible correlation, we calculate the Pearson’s correlation coefficient, $\rho$, between two data sets A and B defined by [106]

$$
\rho(A, B) = \frac{\Sigma(a-\bar{a})(b-\bar{b})}{\sqrt{\Sigma(a-\bar{a})^2 \Sigma(b-\bar{b})^2}},
$$

(3.4)

where $a$ ($b$) and $\bar{a}$ ($\bar{b}$) are the elements of and average for dataset A (B). Here, $\rho = 1$ (-1) indicates a maximum correlation (anti-correlation) and $\rho = 0$ indicates the absence of any correlation, i.e., mutually independent fluctuations.

A typical example of the center of gravity of the HH beam vs. the center of gravity of the drive laser beam is shown in Fig. 3.8, for each of the 100 single shots at a drive laser energy of 1.0 mJ and at 53 mbar Ar gas pressure, which corresponds to the highest HH output measured. The distributions shown in Fig. 3.8 are, on a first glance, uncorrelated. Indeed, the correlation coefficients are found to be close to zero; 0.07 and -0.11 for horizontal and vertical fluctuations, respectively. The correlation plots between mutually orthogonal directions [horizontal (vertical) drive laser fluctuations vs. vertical (horizontal) HH fluctuations] are not shown here, because the results are similar, i.e., a correlation of 0.09 for horizontal drive laser beam and vertical HH fluctuations, and a correlation of 0.08 for vertical drive laser beam and horizontal HH fluctuations. The weak beam pointing correlation between the drive laser and HH output beams indicates that drive laser beam pointing fluctuation is not a significant factor for HH beam pointing fluctuation in a waveguided geometry.

![Figure 3.8: Correlation plot of 100 single-shot measurements of the deviation of the HH beam center of gravity from its average versus the drive laser center of gravity from its average for (a) both horizontal and (b) both vertical fluctuations; the drive laser energy is 1.0 mJ and the Ar gas pressure is 53 mbar. The correlation coefficients are -0.07(a) and -0.11(b), respectively, too small for indicating any correlation with statistical significance.](image-url)
In Fig. 3.9 we show the measured HH output energy as a function of the IR beam pointing for 100 single shots. The correlation coefficients are found to be 0.03 and 0.05 for horizontal and vertical pointing fluctuations, respectively. This means again that there is only a weak correlation between the HH output energy and the drive laser beam pointing.

![Figure 3.9: Energy in the HH beam versus the horizontal (a) and vertical (b) deviation of the IR beam center of gravity for 100 single shots. The drive laser energy is 1.0 mJ and the Ar gas pressure is 53 mbar. The correlation coefficients are 0.03 (a) and 0.05 (b), respectively.](image)

Besides directional fluctuations, there is another type of drive laser instability that may cause HH energy fluctuations, which is fluctuation of the drive pulse energy. The presence of such effect should be visible as a correlation between drive laser pulse energy and HH output energy fluctuations. For an analysis, we have plotted the pulse energy of 100 single HH output pulses vs. the energy of the corresponding drive pulses, as seen in the example of Fig. 3.10. The correlation coefficient obtained from the data is close to zero again ($\rho = 0.11$). We conclude that there are only weak correlations between drive energy and HH energy fluctuations.

![Figure 3.10: The HH beam energy versus the drive laser energy for 100 single shot. The drive laser energy is 1.0 mJ and the Ar gas pressure is 53 mbar. The correlation coefficient obtained from the data is 0.11.](image)
As a final check for externally induced fluctuations of the HH output we investigated whether there are any instabilities introduced by the capillary. Although the capillary is firmly mounted at an optical table, it might be possible that small turbulences in the gas flow cause small fluctuations in the refractive index of the gas. Similarly, small acoustic perturbations may be guided from the vacuum pump system to the capillary. If significant, these effects should become visible as increased pointing and energy fluctuations of the drive laser behind the capillary. The data on the drive laser presented above shows that the beam pointing and pulse energy fluctuation before entering the capillary are in the range of 0.3 - 0.5 % and 0.5%, respectively. We have measured the drive laser pointing and energy fluctuations behind the capillary, with the gas flow on and off, and with the vacuum pumps on and off. We observe that there is no difference in fluctuations, with the gas flow and vacuum pumps on or off. However, we still measure that the pointing and pulse energy fluctuations increase to about 3 % for the transmitted drive laser pulse behind the capillary.

The correlation measurements show that there is only a weak correlation between the fluctuations in the drive laser beam and high-harmonic beam. Still, we observe higher fluctuations in the transmitted drive laser beam, which do not seem to depend on the gas flow nor on acoustic perturbations from the vacuum pumps. We therefore conclude that the increase in fluctuations in the transmitted beam are due to fluctuations in the coupling of the drive laser beam into the capillary caused by a combination of a slight elliptical shape, a slight off-unity beam parameter and the energy and pointing fluctuations of the driving laser pulse. The weak correlation between the drive laser beam and the HH output beam fluctuations indicates a decoupling between these parameters. A possible explanation could be the observation that the most intense part of the drive laser pulse is very robust against variations in input pulse energy and pressure inside the capillary [95]. If this part of the drive laser pulse is dominantly responsible for the high-harmonic generation, a decoupling between the fluctuations in the drive laser pulse and in the generated higher harmonics can be expected. However, to confirm this a full simulation that includes the highly dynamical drive laser pulse propagation as well as the high-harmonic generation process is required. Such a model is currently under development [107]. Another explanation could be that the propagation through the capillary introduces a randomization that removes the correlation. For example, local fluctuations in gas density result in local electron density variation and this affects both the modal spatial and phase distribution. However, a detailed investigation into this is beyond the scope of the present investigation.
3.7 Summary and conclusions

In this chapter we present what is to our knowledge the first single-shot analysis of the output beam properties and stability in waveguided high-harmonic generation (HHG). The experiments are carried out in a thin waveguiding capillary of standard radius (75 μm inner radius) filled with Ar gas, which yields a maximum HH pulse energy of 1.2 nJ in the range between 29 nm and 52 nm (15\textsuperscript{th} and 27\textsuperscript{th} harmonic of a Ti:Sapphire laser) at a drive pulse energy of 1 mJ at 40 fs drive pulse duration. We experimentally characterize the strength of various types of fluctuations in the high-harmonic output, i.e., fluctuations in beam shape, beam pointing, and HH pulse energy vs. the gas pressure and drive laser pulse energy. We attribute the observed effects to ionization-induced nonlinear mode mixing and spectral broadening of the drive laser inside the capillary waveguide. In single-shot correlation measurements we observe a weak correlation between drive laser pointing or energy fluctuations with pointing or energy fluctuations in the HH output. Our investigations show that in waveguided HHG it is essential to have a very stable drive laser beam with very good beam quality and at the same time apply appropriate pressure and drive laser pulse energy for achieving the best compromise between a high beam stability and a maximum output pulse energy.
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Upscaling drive energy and waveguide dimensions for enhanced high-harmonic yield

4.1 Introduction

Waveguide capillaries currently used for high-harmonic generation (HHG) [108] typically have a small inner radius of 75 \( \mu \text{m} \) [86] and are driven with laser pulse of a few hundred \( \mu \text{J} \), resulting in high-harmonic outputs with pulse energies of several pJ up to a nJ. In order to increase the output, it seems straightforward to apply drive pulses with higher energy. However, such simple scaling up of the output via increasing the input is known to fail for the following reasons. At higher input pulse energy, the drive intensity becomes higher which will increase the degree of ionization. This will lead to a change in refractive index and thereby induce a loss of phase matching. Ionization also reduces the density of neutral atoms available to provide for high-harmonic generation which reduces the output further. This would hinder the growth of the HH output vs the interaction length [109]. Instead, nonlinear propagation effects for the drive laser would occur which are difficult to predict [94, 95, 110] and reduce the spatial coherence of the output [111].

A potential solution to these problems at elevated drive pulse energies might be to increase the radius of the capillary with the drive energy. With an increased radius, while mode-matching the drive laser beam to the lowest order waveguiding capillary mode [77], the focal beam size will become larger as well. Since the drive intensity scales inversely proportional with the focal beam size, the increase of input pulse energy will maintain the drive intensity such that the ionization can be kept low and ionization induced phase-mismatch and defocusing can be mitigated. In this way, it might become possible to generate and phase-match the high-harmonics over a larger focal beam size and a longer interaction length for increasing the high-harmonic output.

Here we theoretically and experimentally investigate the scale up of the high-harmonic output based on this approach. In Section 4.2, we develop a model which calculates the build-up of the high-harmonic output pulse energy in an Ar-filled capillary taking into account spatiotemporal phase matching and also reabsorption of
generated harmonic radiation. With the model, we calculate the relative yield of high-harmonic energy when we scale up the radius of the capillary with the drive energy. We also calculate the relative yield as a function of gas pressure and interaction length of the capillary. These results are presented in Section 4.3. Next, we describe a new experimental setup which enables the generation and characterization of high-harmonic generation in a gas-filled capillary with a large radius of 254 μm in Section 4.4. With the new setup, we perform single-shot measurements as a function of gas pressure using two capillaries with interaction lengths of 37 mm and 220 mm. We compare the experimental values for the high-harmonic pulse energy with the theoretical values obtained with our model in Section 4.5. Finally, we conclude in Sect.4.6 with the major theoretical and experimental results and findings.

4.2 Phase-matching model

As we discussed previously (recall Section 2.3), efficient generation of high-harmonics requires phase matching between the drive laser and the generated harmonics. When the phase matching condition is fulfilled, the high-harmonics from single atoms add up coherently upon co-propagation with the drive laser pulse. Here, where we consider the case of high-harmonic generation from neutral atoms inside a hollow waveguiding capillary, the mismatch in wave vectors, Δk_q, can be calculated as [54]

\[ Δk_q = \frac{2πq}{λ}(1 - η) \frac{P}{P_{atm}} Δn - \frac{P}{P_{atm}} ηN_{atm} r_e λ \left( \frac{q^2 - 1}{q} \right) - \frac{μ_{lm} c}{2a^2 ω} \left( \frac{q^2 - 1}{q} \right). \] (4.1)

Here λ is the vacuum wavelength of the drive laser, q is the harmonic order, η is the fraction of free electrons with respect to the neutral atom number density, P is the gas pressure, and P_{atm} is the atmospheric pressure, Δn is the difference between the refractive index of the neutral gas for the drive laser wavelength, n(λ), and the index at q^{th} harmonic wavelength, n(λ/q), at atmospheric pressure, N_{atm} is the atomic number density at atmospheric pressure, r_e is the classical electron radius, μ_{lm} is the m^{th} root of the l^{th} order Bessel function, and a is the capillary radius.

In Eq.4.1, the first term on the rhs is due to dispersion of the neutral atoms, the second is due to the dispersion of free electrons and the last term is due to dispersion of the hollow capillary. For simplicity we assume that all of the drive pulse energy is propagating in the fundamental mode of the capillary, i.e., we set l = 1 and m = 0 which yields μ_{l,m} = 2.405. This can be approximately achieved in an experiment with an appropriate mode matching [77]. We also neglect the intensity dependent phase lag of harmonics, specifically for the so-called long electron trajectories which is
caused by the intensity dependence of the time interval between the moment of ionization and recombination. Here, this approximation is justified because in a capillary the short trajectories are mainly contributing [112] to the HH output and these trajectories only show a weak intensity dependence.

When $\Delta k_q$ in eq.4.1 becomes zero, in an analysis based on one-dimensional coupled-wave equations [113], the high-harmonic output power and intensity grows quadratically with the interaction length since the high-harmonic field grows linearly with the propagation length. However, in practice, reabsorption of the generated harmonics by the gas medium will impose a limit to the harmonic output. Even when phase matching is fulfilled perfectly well, i.e., $\Delta k_q = 0$, the growth of the high-harmonic output vs. interaction length will terminate when interaction length is longer than a few absorption lengths, $L_{abs}$. Taking both effects into account, i.e., phase-matching and absorption, the coupled-wave equations predict a build-up of the harmonic pulse energy, $N_q$, proportional to [104]

$$N_q \sim N_a^2 A_q^2 \left[ \frac{1 + e^{-2\alpha L_m} - 2 \cos(\Delta k_q L_m) e^{-\alpha L_m}}{\alpha^2 + \Delta k_q^2} \right],$$

(4.2)

where $N_a$ is the neutral gas density, $L_m$ is the length of the capillary that is filled with the gas medium, $\alpha = 1/(2 L_{abs})$ is the HH field absorption coefficient, $L_{abs}$ the power or intensity absorption length, and where $A_q$ is the amplitude of the single-atom response, i.e., the induced nonlinear polarization at the $q$th harmonic frequency. To predict the absolute value for the intensity generated at a particular harmonic, an extensive modeling [114] is required that includes a numerical solution of the time-dependent Schrödinger equation to calculate the single atom response. For simplicity, we set $A_q$ to an approximate value of $(1 - \eta) |E_d|^5$ [104, 114], where $E_d$ is the modulus of the instantaneous electric field of the drive laser ($\eta$ is the fraction of free electrons with respect to the neutral atom number density as in Eq.4.1). This approximation includes the ground state depletion by ionization as well as the intensity dependence of the $q$th harmonic response in the strong-field regime [104] as compared to the perturbative regime where $A_q$ is proportional to $|E_d|^q$. Although this approximation does not allow for the calculation of an absolute harmonic output, we note that it is sufficient for the scaling study undertaken here, for predicting the relative output for various experimental parameters.

To calculate the relative output, we first calculate the radial distribution of the ionization fraction as a function of time, $\psi(r,t)$, using the Ammosov, Delone and Krainov (ADK) model [67] (recall Eq.2.3) that can be applied in the strong-field regime discussed here, where $r$ is the radial coordinate in the capillary and $t$ is time. Next, we determine the refractive indices of the neutral gas at the drive laser wavelength, $n(\lambda)$, and at high-harmonic wavelengths, $n(\lambda/q)$. For near infrared drive laser wavelengths as used here, the refractive index for Ar is available from direct
measurements with a frequency comb [115]. For high-harmonic wavelengths in the XUV range, we make use of the complex refractive index as obtained via the following expression [100, 116]:

\[ n = 1 - \frac{N r e \lambda^2 (f_1 + if_2)}{2\pi}, \]  

(4.3)

where \( f_1 \) and \( f_2 \) are the real and imaginary parts of the atomic scattering factor. Henke et al. [100] provides the \( f_1 \) and \( f_2 \) data, where the \( f_2 \) values are calculated from measured photoabsorption spectra and \( f_1 \) values are calculated via Kramers-Kronig relations. Although the \( f_2 \) data from Henke et al. [100] range from 0.04 nm to 124 nm, the \( f_1 \) data are limited to wavelength below 40 nm. We note that the wavelength range that is accessible with our detection system in the experiments extends up to 70 nm where no data for \( f_1 \) are available from Henke et al. Hence, for the remaining wavelength range of interest, from 40 nm to 70 nm, we use \( f_1 \) data provided by Chantler et al. [116].

Having obtained the intensity and time dependent ionization fraction and spectral variation of the refractive indices, we can now calculate the local wave vector mismatch, \( \Delta k_q (r,t) \), from Eq.4.1. As a next step, we determine also the absorption length, \( L_{abs} \), of the harmonic \( q \) from the atomic scattering factor, \( f_2 \), again provided by Henke et al. [100], with the following equation:

\[ L_{abs} = \frac{1}{2 r e f_2 \lambda q \lambda N_a}, \]  

(4.4)

where \( N_a \) is the neutral gas density. Next, we use Eq. 4.2 to calculate for each radial position and each time in the drive laser pulse, the contribution to the output at a particular, single harmonic \( q \). Finally, by integrating Eq. 4.2 over the pulse duration and the spatial cross-section area of the capillary, we obtain the total relative output pulse energy for each harmonic.

Note that due to the dependence of Eq.4.2 from \( \Delta k_q (r,t) \), the largest contribution to this output is coming from spatial regions in the capillary and from time intervals where the generation is transiently phase matched, i.e., where \( \Delta k_q = 0 \) because the ionization fraction, \( \eta(r,t) \), passes through the required value. The derivation of relative HH output has relied, via application of the ADK model to determine \( \eta(r,t) \), on the assumption that tunneling of electrons is the main mechanism of ionization. Usually this assumption is valid when the intensity is high enough, which is the case for most of the volume of the capillaries, considered here. Only very near the walls of the capillary, the intensities are insufficient for tunnel ionization. However, we expect that this will not noticeably affect the output calculation as (i) the ionization
level will be too low for phase matching (i.e., large $|\Delta k_{q}|$) and (ii) the local field amplitude, $A_q$, is anyway too low to generate the desired harmonic.

Previously, others have devised various different models to describe phase-matching in capillaries for calculating the buildup of harmonic field. A first type of approach is to use numerical propagation codes [15,16] which is, however, computationally rather costly. A second type of approach uses analytic calculations and includes the radial effects only as their average, thereby assuming, to our impression less realistic, a radially homogeneous ionization [12–14]. A third type of approach uses analytic calculations and takes into account radial temporal variation [117] but is computationally fast. Our model is identical to that approach, however, we vary different parameters and over a wider range. The model in [117] restricts itself to a capillary of a fixed diameter and calculates relative intensities of the harmonics for a number of different gases. In contrast, we use our model for looking into the relative total intensities at a single gas, but we vary the diameter and length of the capillary, as well as gas pressure and drive pulse energy.

Regarding the expected validity range of the described model, we look at the approximations made. Our model only considers the lowest order waveguide mode for the drive laser propagation throughout the capillary. We note that in an experiment, some energy will be coupled into higher order waveguide mode for any coupling of a Gaussian beam into the capillary. With ideal ratio of waist radius to capillary radius, $w/a = 0.64$, there will still be some finite degree of excitation of higher order modes to be above 2% [77]. For drive laser beams that are noncircular or show a beam parameter ($M^2$) larger than one, this incoupling into higher order modes will grow. Furthermore, our model assumes that the propagation of the drive laser intensity is linear, which means that the pulse peak intensity, temporal and spatial profile remain the same over the build-up length of the high-harmonic generation. In other words, we assume that nonlinear propagation effects such as ionization induced index changes and self-focusing and defocusing can be neglected.

In an experiment, the electron density will grow with the gas density, the laser intensity and pulse duration. We therefore expect that our model assumptions would hold only in a certain range of lower gas pressure and lower intensities for a thin capillary, and hold for correspondingly higher values in a thick capillary.

### 4.3 Propagation model results

In the following we use the model described above for an investigation on what role the most essential parameters, the gas pressure, $P$, the capillary radius, $a$, and the length of the medium, $L_m$, play for scaling up the HH output in a capillary with drive laser pulse energy. For specificity, and also for allowing a comparison with own experimental data, we base our calculations on the typical pulse energies that are
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routinely accessible to us. These are pulse energies of about 6 mJ (maximum laser specification is 8 mJ), a pulse duration, $T_p$, of 40 fs (FWHM) and two capillary diameters. The first is a standard value of 150 μm that is commonly used by other researchers. The second is a much larger diameter of 508 μm (radius of 254 μm).

To illustrate which regions typically contribute to phase-matched HH generation we plot in Fig. 4.1 the wave vector mismatch, $\Delta k$, as a function of radial position, $r$ and time, $t$ for a drive pulse (6 mJ, $T_p = 40$ fs) for the 21$^{st}$ harmonic ($q = 21$), at a pressure of $P = 20$ mbar in a capillary with length $L_m = 37$ mm. The center of the drive laser pulse in time is at $t = 0$ and in radial position is at $r = 0$. The solid white line indicates where full phase-matching is obtained. Around this line, a small volume around this region contributes to the HH output, i.e., $|\Delta k| < 75$ m$^{-1}$ for $L_m = 37$ mm as defined by the FWHM of the phase matching curve. It can be seen at times earlier than -15 fs, i.e., in the rising front of the laser pulse, where no phase matching occurs at any radial position since the ionization fraction is still too low. Thereafter, a sufficient ionization fraction is reached in the center of the capillary (on axis) where the intensity is highest, such that HHG becomes phase matched on axis. At later times, the ionization fraction becomes too high and the harmonic is no longer phase matched on axis. At the same time, the off-axis ionization fraction is increased as well and phase matching becomes fulfilled at $r \neq 0$. It can be seen that phase matching is obtained further from axis as time progresses. Finally, at times later than 10 fs where the laser power is dropping, there is no significant increase of the ionization and phase matching remains fulfilled for a certain radius, in the shown example at around 90 μm. Fig. 3.1 shows clearly that phase matching in a waveguide capillary is for most radii a transient situation, dynamic spatio-temporal effect, to be taken into consideration when calculating the total high-harmonic output.

![Figure 4.1: Wave vector mismatch $\Delta k$ as a function of radial position and time for a gas pressure, $P = 20$ mbar, drive laser energy of $E_p = 6.0$ mJ, pulse duration (FWHM) of $T_p = 40$ fs, and harmonic order of $q = 21$.](image-url)
To systematically search for the parameters that promise to yield highest output, we calculate the relative harmonic pulse energy for varying parameters. Here we start with the 21st harmonic order, which we observed to be the strongest harmonic order in the previous measured spectrum (Fig. 3.2 (c)). The first parameter we vary is the radius, $a$, of the capillary. Fig. 4.2 shows how the relative output at the 21st harmonic ($\lambda_{q=21} = 38.1 \text{ nm}$) varies with the radius, $a$, for six different pulse energies between 0.3 mJ and 8 mJ, while keeping the other parameters constant. Fig. 4.2 shows that the relative output at the considered harmonic increases from a value of 0.33 to 33 when the pulse energy is increased from 0.3 mJ to 8 mJ. This corresponds to an increase in HH output by a factor of 100 achieved with an increase of drive laser energy by a factor of 27. Observing that the ratio of the two values, $\approx 3.7 (100/27)$ is above unity appears to suggest that not only the output but also the conversion efficiency may be readily increased by approximately a factor of 3 simply by increasing the capillary radius with a similar factor 3.3 (250 $\mu$m/75 $\mu$m) and the upscaling the drive laser pulse energy from 0.3 mJ to 8 mJ. However, we note that this is not necessarily the case as the optimum performance also depends on pressure and interaction length.

![Figure 4.2: Scaling of the relative HH output at harmonic $q=21$ as a function of capillary radius, $a$, for various drive laser pulse energies, $E_p$, and a fixed pulse duration, $T_p = 40 \text{ fs}$. The assumed Ar pressure here is $P = 20 \text{ mbar}$ and the length of the capillary, $L_m = 37 \text{ mm}$](image)

These additional dependencies calculated as output vs. pressure and interaction length are shown in Figs. 4.3 and 4.4, respectively where we have chosen a radius near the optimum values as predicted by Fig. 4.2. Figure 4.3 shows the HH output as
a function of pressure, again for six same values of pulse energies between 0.3 mJ and 8 mJ. It can be seen that, at 8 mJ, the HH output initially increases sharply with pressure towards a maximum output at a relatively low pressure around 4 mbar. For higher pressures, the output drops slightly (by 5%) and assumes an almost constant value above 10 mbar. This means that the maximum HH output for 8 mJ pulses is slightly underestimated in Fig.4.2. We observe a similar pressure dependence of the HH output for $E_p = 6$ mJ and 4 mJ, i.e., a steep rise followed by a maximum at relatively low pressure. However, at lower drive energy i.e., at $E_p = 0.3$ mJ, $a = 75 \mu$m and $L_m = 37$ mm, which is plotted as the black curve in Fig.4.3, the maximum output is reached only at a rather higher gas pressure, above approximately 30 mbar. The shift of the harmonic output peak to a higher pressure for lower drive energy can be understood via a phase matching argument using Eq.3.1 as follows. At lower drive energy, in order to reach appropriate intensities for high-harmonic generation, i.e., an appropriate value for $A_q$ on eq.3.1, the optimum capillary radius is smaller. A thin capillary, however, imposes higher waveguide dispersion via the last term in eq.3.1. Thus, a higher pressure is required in the first term for reaching $\Delta k_q = 0$.

Finally, using the optimum pressures predicted by Fig.4.3, we investigated the dependence of the HH output as a function of the interaction length. These data are shown in Fig.4.4 and serve to find the optimum interaction length for the various pulse energies between 0.3 mJ and 8 mJ. It can be seen that for all cases there is an initial increase with interaction length, but then the HH output levels off after $L_m =$
30 mm for 8 mJ, and after $L_m = 20$ mm for 0.3 mJ. These figures indicate when the length of the capillary is at an optimum value, i.e. longer than 20 mm for $E_p = 0.3$ mJ and longer than 30 mm for $E_p = 8.0$ mJ.

![Figure 4.4](image)

Figure 4.4: Scaling of the relative HH output at harmonic $q = 21$ as a function of the interaction length, $L_m$, for various drive laser pulse energies $E_p$ and a fixed pulse duration, $T_p = 40$fs.

After having shown the dependence of the HH output in a separate variation of scaling parameters ($a$, $P$, $L_m$) we have also calculated the maximum output for a simultaneous variation of all parameters. In addition, to lift the restriction to a single harmonic, and enable a better comparison with own experimental data, we have calculated the optimum output for a range of harmonics, by summing their output energies. We include the spectral range from the 13$^{rd}$ to the 29$^{th}$ harmonic because this is the range that is covered with our detection system in the experiments. The results are summarized in Fig 4.5 and the optimum values of the parameters (capillary radius, pressure and interaction length) for maximizing the output pulse energy are given in Tab.4.1.
Table 4.1: The optimum combination of capillary radius ($a$), gas pressure ($P$) and capillary length ($L_m$) that theoretically maximize the output pulse energy as a function of harmonic order ($q = 13, 15, 17, 19, 21, 23, 25, 27, 29$) for a range of drive energies, $E_p = 0.3, 1, 2, 4, 6, 8$ mJ.
Figure 4.5: The HH output for a range of harmonics (q = 13,15,17,19, 21, 23, 25, 27, 29) and the summation (total) of harmonics as a function of drive laser pulse energy, $E_p$. The inset shows an enlarged view for the HH output of harmonics ranging from $13^{th}$ to $23^{rd}$.

From Fig.4.5, the total relative output increases from a value of 24 to 7008 when the pulse energy is increased from 0.3 mJ to 8 mJ. These numbers differ from what we obtained earlier for simplified conditions (restriction to a specific harmonic order) and stepwise, separate variation of parameters. Here we find that the HH output increases by a factor of 290 achieved with an increase of drive laser energy by a factor of 27 which indicates a factor of 11 increasing conversion efficiency. However, from 1.0 mJ onwards, we observe that both the output at the individual harmonics and the total output (sum of all harmonics) scale up linearly with the drive energies. These observations indicate that above a certain drive energy threshold, $E_{th}$ (between 0.3 mJ and 1.0 mJ), the conversion efficiency remains the same and scales up linearly with the drive energy. Due to the unknown value of $E_{th}$, the linear fittings for all data points shown in Fig.4.5 begin from 1.0 mJ onwards.

In summary of Sect.4.2 and Sect.4.3, we have presented a simple model which calculates the build-up of high-harmonic energy in an Ar-filled capillary taking into account spatiotemporal phase matching and also reabsorption of generated harmonic radiation. We expect this model to be valid when the electron density is lower than the threshold given by Eq.3.2 such that nonlinear mode-coupling of the driving laser pulse remains weak. When this condition applies, the model predicts a scale up of the high-harmonic output when we scale up the radius of the capillary with the drive
laser energy. In order to test the validity of the model, in the following section we describe an experiment to which the model can be compared.

We note that using a wider capillary for HHG requires the focusing length of the drive laser, $L_f$, to become longer for mode-matching the drive laser beam to the lowest order waveguide mode, i.e., $L_f = 2.5 \text{ m}$ when $a = 250 \mu\text{m}$. While applying higher drive laser energy (i.e., $E_p > 6 \text{ mJ}$) requires the drive laser to propagate at least nine-meter long in vacuum after the capillary to ensure that the drive laser beam has been diffracted sufficiently so that its fluence does not exceed the damage threshold of Al filters. Due to considerable effort and time required for designing and building such a large-size experimental setup, the experiment has been carried out for a constant drive energy (6 mJ) using a specific inner radius (254 µm) for the capillary. This combination (6 mJ, 254 µm) comprises of the maximally allowed drive energy and capillary radius for the experiment within our available lab space.

### 4.4 Experimental setup

We recall that the experimental setup described in the previous chapter (recall Section 3.2) that employing a thin capillary with 75 µm inner radius is limited for driving HHG with varying IR pulse energy to values below 1.1 mJ because higher pulse energies impose various problems with ionization. Here, we are going to apply the full, available pulse energy of up to 6.0 mJ to drive HHG in a thick capillary of 254 µm radius. For this purpose, we have constructed a new experimental setup as shown schematically in Fig. 4.6.

![Figure 4.6: (a) Experimental setup of our high-harmonic generation source equipped with a gas-filled capillary with a radius of 254 µm.](image)

To generate the drive laser pulses we employ a Ti:Sapphire infrared (IR) laser system (Legend Elite Duo HP USP, Coherent Inc.) with a repetition rate of 1 kHz and a center wavelength of 795 nm. The laser provided almost Fourier-limited pulses with 40 fs duration and a time bandwidth product (TBP) of 0.5 as measured
with a home-built Grenouille [96]. To avoid self-phase modulation [97] of the drive laser beam as caused by propagation in air, the laser beam enters a vacuum chamber through a thin vacuum window which is placed as close as possible (near 50 cm) behind the compressor grating. For matching the drive laser beam to the lowest order waveguiding mode for the thick capillary, a spherical mirror of 2.5 m focal length (Mf) is used to focus the radiation into the capillary. The capillary is connected to the vacuum chamber at a distance of 4.0 m from the entrance window with the entrance of the capillary at the focal point of the spherical mirror.

In order to compensate astigmatism present in the drive laser beam, the spherical mirror (Mf) is to be used under a non-normal angle calculated to be 14 degrees in the vertical incidence plane. We use a pair of mirrors (M1 and M2) before the vacuum system as a periscope to rotate the beam by 90 degrees. In this way, the spherical mirror can be placed under 14 degrees in the horizontal plane instead of vertical plane, which does not change the beam height. The corresponding calculations for astigmatism compensation can be found in Appendix A. With this arrangement, we measure the drive laser to be free of astigmatism, although there remains a slight ellipticity (1:2 aspect ratio) and a slightly off-unity beam parameter ($M^2_x = 1.1; M^2_y = 1.3$).

Behind the spherical mirror, we place two mirrors (M3 and M4) which are remotely actuated to enable the alignment in terms of position and angle of the drive laser beam at the capillary entrance while the whole system is evacuated. The distance of the last mirror (M6) from the capillary entrance (focus point of the drive laser) is an important design parameter because it is required to keep the laser beam fluence incident on the M6 mirror below its damage threshold. For determining the maximum allowable fluence, we tested the M6 mirror damage threshold by placing the mirror at various positions from the capillary entrance while operating the drive laser at 6 mJ pulse energy. We found the minimum safe distance from the capillary entrance to be 85 cm, and the M6 mirror is placed there.

For this setup, we have prepared two capillaries of the same radius, $a = 254 \mu m$, but with different lengths. The first capillary is of 67 mm long with the length and the slits manufactured to be the same as the thin ($a = 75 \mu m$) capillary used for the experiment described in the previous chapter (recall Fig.3.1). The interaction length of the capillary ($L_m = 37 \text{ mm}$) capillary is equivalent to 0.4 times the Rayleigh length ($z_R = 101 \text{ mm}$) for the focused beam. In order to extend the interaction length beyond the Rayleigh length, to allow for a larger volume of high-harmonic generation, we prepared a second capillary of 250 mm length in which the interaction length ($L_m = 220 \text{ mm}$) is two-times the Rayleigh length.

We begin our HHG measurement (beam profile and spectra) with the first ($L_m = 37 \text{ mm}$) capillary installed into the setup. Upon completion of the measurement, we take the first capillary out from the setup and replace it with the second ($L_m = 220 \text{ mm}$) capillary. Due to the considerable difference in the length of the second
capillary from the first one, some parts of the experimental setup are reconfigured to accommodate for the second capillary.

At two meter behind capillary, we place a 10% beamsplitter which can be moved in and out of the beam path while the system is in vacuum to either reflect the drive laser beam to (power meter/IR spectrometer/camera, or let the co-propagating drive laser and HH beams pass. A beamsplitter is chosen to lower the thermal stress of the neutral density filters placed in front of the camera. At optimum alignment of the capillaries, we measure a maximum capillary throughput around 60%. With the maximum drive laser pulse energy of 6 mJ used and an estimate of 30 % losses due to incoupling and scattered light at the first slit, a peak intensity of up to $1.8 \times 10^{14}$ W/cm$^2$ can be launched into the interaction length in the waveguide.

Behind the capillary, the HH beam and drive laser beam co-propagate over a long distance of 9 m, to allow for the drive laser intensity to be reduced by diffraction in order to avoid ablation of the Aluminum (Al) filters which are used to block the drive laser from the XUV detection devices. For observing shot-to-shot fluctuations in the harmonic output from this setup, we record series of 100 single shots. The series of measurements are carried out for capillaries with both lengths (37 mm and 220 mm) in which the gas pressure was varied from 2 mbar to 50 mbar. As in the previous setup (Chapter 3), the single shot measurements are carried out with the combination of an optical chopper and a shutter which yields a data collection rate of 3 Hz. To measure the HH spectrum, a transmission grating (10,000 lines/mm) is moved into the HH beam path at 66 cm distance in front of the CCD camera. The measurement of the average high-harmonic spectrum is obtained by letting the camera integrate over a few hundred subsequent shots.

### 4.5 Experimental Results

For a first qualitative overview we present in Fig. 5.2 the typical single-shot CCD images of high-harmonic beam profiles, recorded with a drive pulse energy of 6.0 mJ for two capillaries that provide an interaction length of 37 mm (a) and 220 mm (b) while we vary the gas pressures from 2 mbar to 20 mbar.

![Figure 4.7: Typical single-shot CCD image of the harmonic beam as a function of Ar gas pressure at 6.0 mJ drive laser pulse energy and a capillary with a radius $a =254$ mm. For (a) first capillary with $L_m$](image)
In Fig. 4.7(a), with the short capillary, we observe that in all shots the HH output possess an elliptical and tilted profile at low gas pressures from 2 mbar to 10 mbar (longer at the vertical direction). From the coincidence in direction we conclude that the elliptical beam profile is due to the slight elliptical shape of the input beam which generates an elliptical HH beam as well. As for the tilted beam profile, we note that our choice in alignment is to obtain a maximum HH output, rather than a HH beam that exhibits no tilt for certain other alignment settings.

In Fig. 4.7(b) with the long capillary, we find the harmonic beam to exhibit round, near Gaussian beam profiles at low gas pressures from 2 mbar to 4 mbar. Also, we observed that the shape of HH beam remains round and less sensitive to the drive laser alignment as compared to the first capillary. These observations suggest that for the second capillary with extended length, a better HH beam quality can be achieved. Since the theoretical absorption length of the HH beam is only a few mm in this pressure range (2 mbar to 20 mbar), most part of the HH output is coming from the end of the capillary whereas the main part of the capillary serves merely for guiding the drive laser to this generation volume near exit. Therefore, it is reasonable to assume that a higher HH beam quality can be achieved for a longer waveguide because this yields a more efficient spatial filtering of the drive laser into the round fundamental waveguide mode.

In Fig 4.7 (a), we observe that the beam profile of each shot becomes increasingly distorted in a complex manner which deviates noticeably from a Gaussian profile and varies from shot-to-shot when the Ar gas pressure exceeds 10 mbar. In contrast, in Fig. 4.7 (b), we see that the beam profile becomes distorted starting already from lower gas pressures at around 4 mbar. As an explanation, discussed in Chapter 3, an increase of the gas pressure leads to a larger electron density which might induce multimode propagation of the driving laser pulse when exceeding the threshold electron density given by Eq.3.2. This can result in the shape of the IR guided mode field to become significantly distorted.

For the parameters of Fig.4.7, eq. 3.2 predicts a threshold for the electron density of \( n_{th} = 1.2 \times 10^{16} \text{ cm}^{-3} \) and from the ADK model we obtain a gas pressure of 10 mbar to reach this threshold electron density, which agrees rather well with the onset of distorted HH beam profiles in Fig. 4.7 (a) with the short capillary. However, in Fig. 4.7 (b) for the second capillary, we see that the beam profile becomes distorted starting already from lower gas pressures at around 4 mbar where the calculated electron density is a factor of 3 lower than the threshold. So, the question to why the HH beam profiles become distorted at pressures lower than expected for the second capillary which has a longer interaction length is open for discussion.

We speculate that the drive laser in a wide capillary is more susceptible to ionization induced defocusing due to weaker waveguiding. Due to plasma
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Defocusing, nonlinear mode coupling becomes greater [118]. Therefore, when the defocusing length, \( L_{\text{def}} \) (given in Eq. 2.33) is shorter than the interaction length, \( L_m \), the drive laser can undergo multimode propagation. To determine whether defocusing is induced by ionization in the capillaries, we calculate the \( L_{\text{def}} \) for all the used Ar gas pressure up to 20 mbar. At 2 mbar, the \( L_{\text{def}} \) (194 mm) is shorter than the interaction length of the second capillary (220 mm), which agrees rather well with the onset of distorted HH beam profiles for the second capillary in Fig 4.7(b) at 4 mbar. Whereas at 10 mbar, the \( L_{\text{def}} \) (36 mm) becomes shorter than the interaction length of the first capillary (\( L_m = 37 \) mm), which coincides with the onset of distorted HH beam profiles in Fig. 4.7 (a) as well.

For comparing the measured total HH output with the output predicted by our model, we show in Fig. 4.8 two typical HH spectra with harmonic orders ranging from the 13th up to the 31st order, recorded with an input pulse energy of 6.0 mJ using the short capillary of (a) \( L_m = 37 \) mm at a gas pressure of 6 mbar, and using the long capillary of (b) \( L_m = 220 \) mm at a gas pressure of 4 mbar. Both spectra show the generation of 10 harmonics centered around 38 nm (harmonic orders of 13 through 31). We note that the two small peaks around the 13th harmonic arise from second order diffraction of the 25th and 27th order of the grating in the detection setup.

![High-harmonic spectrum](image)

Figure 4.8: High-harmonic spectrum (integrated over 200 shots) taken with a drive laser pulse energy of 6.0 mJ and capillaries with a large inner radius of \( a = 254 \) mm. (a) Spectrum obtained with the short capillary (\( L_m = 37 \) mm at Ar gas pressure of 6 mJ) and (b) spectrum obtained with the long capillary (\( L_m = 220 \) mm at Ar pressure of 4 mbar).

Combining the data from the total measured fluence (integrated spectrally over the beam profile) and the spectral distribution in Fig.4.8, we obtain an absolute value for the total pulse energy in the high-harmonic beam with the calibration procedure described previously in Sect.3.3. Figure 4.9 shows the total pulse energy averaged over 100 single shots versus pressure (2 mbar to 50 mbar) for the two thick
capillaries \((a = 254 \text{ m}\mu)\) with interaction lengths of \(L_m\) of 37 mm (black open circles) and 220 mm (square magenta). For a comparison between the HH output in a thick capillary against a thin capillary, the previously measured HH output pulse energies from a thin capillary \((a = 75 \text{ m}\mu, \text{see Fig.}\,3.5(\text{a}))\), are re-plotted in Fig.4.9 as a function of Ar gas pressure (40 mbar to 160 mbar) for drive energies of 0.6 mJ (green), 0.8 mJ (red), 1.0 mJ (blue) and 1.1 mJ (light blue).

As can be seen, at optimum gas pressure of 53 mbar, HH output from a thin capillary increases with drive energy and a highest output of 1.2 nJ is obtained using 1.0 mJ drive energy. At this gas pressure, applying even higher drive energy of 1.1 mJ, however, leads to a reduced HH output (1.1 nJ). Therefore the upper limit for the drive energy that can be applied in the thin capillary for maximizing the HH output is 1.0 mJ. Using a thick capillaries of inner radius, \(a = 254 \text{ m}\mu\), we scale up the drive energy to 6.0 mJ.

We measure a maximum HH pulse energy of 4 nJ at 6 mbar Ar gas pressure with the first thick capillary \((L_m = 37 \text{ mm})\). With the second thick and long capillary \((L_m = 220 \text{ mm})\), we observe a maximum energy of 3.3 nJ at 4 mbar. These measurements show clearly that using a wider capillary is a viable method, in combination with a lower gas pressure, to scale the HH output up with the drive laser pulse energy. Here, the harmonic output is a factor of 3.3 higher using a thick capillary (4 nJ) as compared to using a thin capillary (1.2 nJ).

**Figure 4.9:** Total (spectrally integrated) pulse energy of the high-harmonic beam measured as a function of Argon pressure with thick capillary of inner radius, \(a = 254 \text{ m}\mu\) and drive energy, \(E_p = 6 \text{ m}\)j for different interaction lengths, \(L_m = 37 \text{ mm}\) (black open circle) and \(L_m = 220 \text{ mm}\) (magenta open square). With thin capillary of inner radius, \(a = 75 \text{ m}\mu\) and \(L_m = 37 \text{ mm}\) for different drive laser energies at 0.6 mJ (green square), 0.8 mJ (red circles), 1.0 mJ (blue triangles), and 1.1 mJ (purple
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...diamonds). Each data point is obtained via measuring the single-shot pulse energy for 100 shots and subsequently calculating the average value and standard deviation (error bars). The theoretical curves calculated from PM model are plotted with the same color of their corresponding measured data point.

To compare the measured values with the theoretical values, we use as the input to the theoretical model the pulse energies that we have measured behind the empty capillaries, and to calculate the total output \( E_{\text{tot}} \) for harmonic orders from 13\(^{\text{th}}\) to 31\(^{\text{st}}\) which corresponds to all the harmonics observed in a typical spectrum (Fig.4.8). Since \( E_{\text{tot}} \) represents a relative total output instead of absolute pulse energy, we decided to fit the theoretical values of \( E_{\text{tot}} \) to the experimental values. The fit constant is chosen as the ratio between the maximum theoretical value (2.4 nJ at 2 mbar) to the maximum measured value (4.0 nJ at 6 mbar) for \( E_p = 6 \) mJ, \( \eta = 60\% \), \( a = 254 \) μm and \( L_m = 37 \) mm. Using the same, single fit parameter for all the calculated pulse energies, the six theoretical curves are plotted in Fig.4.9. In this plot, the color of each curve is chosen to be the same as the experimental data points with which the curve is expected to overlap.

When inspecting first the theoretical curve for \( E_p = 6 \) mJ and \( L_m = 37 \) mm (black curve), it can be seen that the model predicts a maximum output (4.0 nJ) at gas pressure of 2 mbar. Indeed, there is an agreement because this pressure is close to the optimum pressure, 6 mbar, obtained in the measurement. Next, inspecting the theoretical curves for HH output for \( E_p = 6 \) mJ and \( L_m = 220 \) mm (magenta curve) one sees that a maximum output of 6.3 nJ is predicted at a gas pressure of 2 mbar. We note that also this prediction agrees well with the experimental data as the maximum output is comparable (1.8 times lower) and occurs at the same pressure (2 mbar). Finally, we observe for both curves that the output level off beyond 10 mbar while the measured values gradually decrease as well. However, there is a clear offset between theoretical and experimental values at higher pressures.

We expect that this offset is related to a defocusing of the drive laser discussed previously, where the onset of ionization induced defocusing starts from 10 mbar for \( L_m = 37 \) mm and 2 mbar for \( L_m = 220 \) mm (see Fig.4.7). Such defocusing reduces the intensity of drive laser, which leads to a lower high-harmonic output than predicted by the model (which only account for phase-matching for the fundamental mode).

Finally, we look at the theoretical HH output predicted for the thin capillary. It can be seen that the theoretical curves for the two lower pulse energies, \( E_p = 0.6 \) mJ (solid green) and 0.8 mJ (solid red), match well with the experimental values. However, the comparison between the measured and calculated values for higher drive energies, at 1.0 mJ (blue) and 1.1 mJ (light blue), shows a clearly noticeable discrepancy in that the pressure of maximum generation is approximately as measured, but where the experimental output becomes much smaller than predicted beyond this pressure range (about beyond 40 ad 50 mbar). Again, we attribute the lower values in the experiment to the defocusing of the drive laser in this intensities regime.
For more clarity, we have selectively replotted in Fig.4.10, two data sets from Figure 4.9 that were recorded with the following experimental parameters ($E_p = 6 \text{ mJ}; L_m = 37 \text{ mm}; a = 75 \mu\text{m}$ and $E_p = 0.8 \text{ mJ}; L_m = 37 \text{ mm}; a = 75 \mu\text{m}$) which produce the maximum pulse energy yet do not show any effects of ionization induced multimode propagation of the drive laser in the thick and thin capillary respectively. Their corresponding theoretical curves are plotted as well for comparison, where good overlap with the experimental data can be seen as the model assumptions hold well for these experimental parameters.

![Figure 4.10: Total (spectrally integrated) pulse energy of the high-harmonic beam measured as a function of Argon pressure with thick capillary of inner radius; $a = 254 \mu\text{m}$; drive energy, $E_p = 6 \text{ mJ}$ for interaction length, $L_m = 37 \text{ mm}$ (black open circle) and with thin capillary of inner radius, $a = 75 \mu\text{m}$; drive energy, $E_p = 0.8 \text{ mJ}$ interaction length, $L_m = 37 \text{ mm}$ (red square). Each data point is obtained via measuring the single-shot pulse energy for 100 shots and subsequently calculating the average value and standard deviation (error bars). The theoretical curves calculated from PM model are plotted with the same color of their corresponding measured data point.](image)

In summary, we find a good qualitative agreement between the measurement and theoretical curve for certain range of low gas pressures and low drive intensities. In these pressures and drive intensities, the drive laser remains constant and propagates in single-mode throughout the interaction length. This agreement is quite noticeable because it comprises a rather wide range of experimental parameters, namely in terms of pressure, pulse energy, capillary diameter and capillary length. At higher gas pressure, drive energies and longer interaction length, however, the simple model that we have used, as was expected, loses its validity due to defocusing of the drive laser. Here, the measured HH output becomes lower than predicted.
4.6 Conclusions

In this chapter, we have investigated theoretically and experimentally the enhancement of the high-harmonic output energy when we scale up the capillary radius together with the drive energy. We developed a model which calculates the build-up of high-harmonic energy in an Ar-filled capillary, taking into account spatiotemporal phase matching separately at all relevant harmonic orders and also the spectrally varying reabsorption of generated harmonic radiation. With the model, we calculate the relative yield of high-harmonic energy when we scale up the radius of the capillary with the drive energy. Experimentally, we generate high-harmonics using two Ar-filled capillaries of large inner radius (254 µm) together with increased pulse energy of up to 6 mJ. To our knowledge, this is the first experimental demonstration of high-harmonic generation using waveguides with such wide an inner radius. Using this capillary waveguides, we have achieved a factor of 3.3 enhancement in the output energy (4 nJ) compared to measurements that use standard capillary with small inner radius of 75 µm (1.2 nJ). Lastly, we compared the experimental HH output energies values with the theoretical predicted values over a wide range of gas pressure. We found the theory to agree well with the experimental values for a certain range of lower gas pressure in thick capillaries and lower intensities in thin capillary where the degree of ionization is kept low. Because the agreement comprises an extended range of various, central parameters for HHG, i.e., the pressure, drive laser pulse energy, capillary diameter and capillary length, the devised model, despite its simplicity and limitations appears to be a good guide for upscaling waveguided HHG with the drive laser pulse energy.
5

Spectral control of high-harmonic generation in a wide-diameter capillary

5.1 Introduction

High-harmonic generation (HHG) is a nonlinear optical process that provides coherent radiation in the form of ultra-short pulses, covering a broad spectrum including the extreme ultraviolet (XUV). In recent years, HHG has found numerous applications such as in imaging at the nanoscale [44], XUV interferometry [47] or spectroscopy [45, 46] while future applications are envisioned, e.g., the spectral control of free-electron lasers via injection seeding [60]. All these applications would clearly benefit if elevated drive laser pulse energies are applied for increasing the high-harmonic (HH) output [53]. However, when using higher drive pulse energies it remains essential to maintain control over the spatial and spectral properties of the generated radiation. For spatial control of HHG along increased interaction length, capillaries seem particularly promising, due to tight waveguiding of the drive laser pulses [86, 103]. Additionally in thin capillaries, spectral control in terms of wavelength tuning of the various harmonic orders can be gained via pulse shaping of the drive laser [48]. However, in these standard capillaries, where the inner diameter is small (typically 150 \( \mu \)m diameter), HHG suffers from several fundamental limitations. First, the output pulse energies are limited by ionization-induced phase mismatching already at relatively low drive laser pulse energies, typically beyond a few hundred \( \mu \)J. Second, the drive laser propagation becomes subject to complicated nonlinear propagation effects. These increase the output under certain circumstance, through temporal self-compression [57], but otherwise reduce the degree of control. The latter shows up as multimodal drive laser propagation and nonlinear mode coupling caused by ionization-induced defocusing [57], and can lead to significant spatial shot-to-shot fluctuations [119].

A promising way to overcome such limitations and still maintain spatial and spectral control would be HHG in a capillary with significantly increased cross section, thereby limiting the intensity such that mJ-levels of drive laser pulse energies can be applied without inducing undesired nonlinear pulse propagation dynamics. However, such experiments have not been done before and simple scaling arguments are not straightforward. For instance, in a wide capillary where the
waveguiding induced dispersion is weaker, phase matching occurs at lower gas pressure. This might impose limitations on the spectral control via drive laser pulse shaping because such technique involves a critical timing and sizing of a blue shift of the drive laser induced by ionization [48]. It is therefore important to perform an experimental investigation of the spectral control of HHG in wide-diameter capillaries for identifying the effectiveness of drive laser pulse shaping.

Here we present the first investigation of spectral control of HHG through drive laser pulse shaping with a wide-diameter capillary. The results show that, in spite of rather different operational parameters in such capillaries, compared to thin standard capillaries, pulse shaping induced spectral control remains effective and attractive for applications.

5.2 Experimental details

The overall setup used for the experiments is schematically depicted in Fig. 5.1. To drive the HHG, we employ a pulsed Ti:Sapphire infrared (IR) laser with 795 nm center wavelength at a repetition rate of 1 kHz (Legend Elite Duo HP USP, Coherent Inc.). The shortest duration of the infrared (IR) laser pulses is 40 fs as measured with frequency resolved optical grating (Grenouille) [96]. The maximum available pulse energy in the experiments was up to 6.9 mJ. The pulses are close to the Fourier limit (time-bandwidth product of 0.5) and the beam parameter, $M^2$, is close to unity ($M_x^2 = 1.1; M_y^2 = 1.3$).

Most of the experimental setup has been described in the previous chapter, but here we recall the setup for convenience and for a more detailed description of how drive laser pulse shaping is implemented. A 67 mm long capillary-waveguide (interaction length of $L_m = 37$ mm) with a 508 μm wide inner diameter is mounted in a vacuum chamber and is filled with Ar gas at various pressures. For compensation of residual astigmatism and mode matching the drive laser beam to the lowest order waveguiding capillary mode, we use a weakly focusing mirror (2.5 m focal length) under 14° angle of incidence. At optimum alignment of the capillary, we measure a maximum drive laser throughput of around 60 %. With the drive laser pulse energy of 6.9 mJ used and an estimate of 30 % losses due to incoupling and scattered light at the first slit, a peak intensity of up to $2.1 \times 10^{14}$ W/cm$^2$ can be generated in the waveguide.

As was described in Section 4.4, behind the capillary, we let the high-harmonic and drive laser beams co-propagate over a large distance (9 m), to reduce the drive laser intensity by diffraction. The drive laser beam is then blocked by a set of two Aluminum (Al) filters placed in series, each being 200 nm thick. For spectral analysis the XUV radiation is sent to a transmission spectrometer equipped with home-fabricated high-line-density gratings [98]. The Al filters also act as a bandpass for XUV radiation, leaving a spectral transmission window from 16 nm to 80 nm.
Behind the Al filters the radiation is detected with an XUV CCD camera (Andor DO240). The signal obtained here is carefully calibrated, via the spectrally dependent camera sensitivity and transmission of Al filters, to allow for a determination of absolute pulse energies.

Figure 5.1: Schematic of the experimental setup for spectral tuning of high-harmonic generation (HHG) via drive laser pulse shaping in a wide capillary. The drive laser system incorporates an acousto-optic programmable dispersive filter (AOPDF) for phase shaping of the drive laser pulses (HP = horizontal polarization; VP = vertical polarization). The shaped pulses are sent to Grenouille measurements of the pulse duration and into an Ar-filled (508 μm wide) capillary for high-harmonic generation. Spectral tuning of HHG is observed with a transmission XUV spectrometer.

During the course of the experiments we investigate spectral control through two methods, through a variation of drive laser chirp and through a variation of the gas pressure. Drive laser pulse shaping is performed with an acousto-optic programmable dispersive filter (AOPDF, DAZZLER HR-800/T1, Fastlite) [120]. As shown in Fig.5.1, the programmable filter is positioned behind the laser oscillator in order to prevent optical damage. The polarization of the shaped pulse leaving the programmable filter, which is rotated by 90 degree, is rotated back with a half-wave plate. The pulse is then stretched and injected into the regenerative amplifier followed by single pass amplification. After amplification, the pulse is sent to the compressor. For a calibration of the various phase settings applied to the dispersive filter, we measure the according pulse duration of the drive laser after the compressor using a Grenouille [96]. The experimental error of the pulse measurement using the Grenouille is estimated to be ± 2.5 fs. Although a large
variety of different pulse shapes can be provided with the programmable filter via amplitude and phase shaping, here we restrict ourselves to phase shaping in order to avoid loss of pulse energy. For concentrating on the most basic effects only, we restrict ourselves to shaping with second-order-parabolic phase spectra which corresponds to generating drive laser pulses with various degrees of linear chirp.

To enable a comparison of the wavelength shift of the high-harmonic output with a possible wavelength shift of the drive laser acquired during propagation through the gas-filled capillary, we measure the transmitted drive laser behind the gas-filled capillary for varying values of drive laser chirp and gas pressure. For this purpose, a flip mirror is inserted at a distance of 2 m behind the capillary, which sends the drive laser beam into an IR spectrometer (Ocean Optics 2000).

5.3 Experimental results

To demonstrate that the high-harmonic output can be increased noticeably by using higher drive laser pulse energies in combination with a wider diameter capillary, we measure the harmonic output pulse energy obtained with the 508 μm diameter capillary and compare it with our previous measurement (see Chapter 3 and [119]) that use a thin (150 μm diameter) standard capillary. Figure 5.2 shows the total (spectrally integrated) pulse energy in the harmonic beam averaged over 100 single shots versus pressure for both capillaries. It can be seen that the highest output of 4.1 nJ at 6 mbar is obtained from the wide capillary as compared to 1.2 nJ at 53 mbar from the standard capillary. This corresponds to a factor of 3.3 increase in the harmonic output from the wide capillary which is why we are interested to investigate also the degree of spectral control that can be obtained at such elevated output.

Figure 5.2: Total (spectrally integrated) pulse energy of the high-harmonic beam measured as a function of Ar gas pressure for two different capillary diameters, for $d=150 \text{ μm}$ (triangular symbols,
standard capillary) with a drive energy of 1.0 mJ and for \( d = 508 \, \mu\text{m} \) (square symbols, wide capillary) with \( E = 6.0 \, \text{mJ} \). The shown pulse energies are obtained by measuring the individual pulse energies of 100 single shots and taking the average. The error bars show the pulse-to-pulse root mean square deviation.

Now turning to the spectral investigation, in Fig. 5.3(a), we show a series of high-harmonic spectra recorded with the wide capillary for various different Ar gas pressures, when pumped with the shortest (40 fs) drive laser pulse, i.e., using drive laser pulses with zero chirp. The spectra are obtained by integrating the HH output over 20 pulses. In the spectra, the harmonic orders, \( q \), between 17 and 29 can be seen as spectral peaks. Each spectrum is normalized to the highest peak, while the different spectra are offset with regard to each other by the same vertical distance for more clarity. As the pressure increases from 2 mbar to 10 mbar, we observe that the order of the strongest harmonic increases from the \( q = 17 \) to 27. This observation is consistent with what was reported in Ref.[121] and can be understood as due to the pressure dependence of phase matching and reabsorption of harmonics. A second effect can be identified in the spectra, which is a wavelength shift (tuning) of all harmonic orders with the pressure.

As a reference for later evaluation, we have indicated the original spectral positions of the harmonic orders (Gaussian least-square fit of the harmonic peaks) measured at the lowest pressure, 2 mbar) as vertical dashed lines. For a discussion of the physical processes responsible for the high-harmonic blue-shift, we have plotted in Fig.5.3(b) the corresponding spectra of the drive laser radiation as recorded after
interaction with the Ar gas (transmitted through the capillary). The center wavelength of the drive laser spectra, as indicated by short vertical line, is obtained again with a Gaussian least-square fit. The vertical dashed line indicates the center wavelength at the lowest pressure of 2 mbar. It can be seen that, similar to the harmonic orders, the drive laser central wavelength shows an increasing blue-shift as the gas pressure increases from 2 to 10 mbar.

In Fig.5.4(a), we show a series of high-harmonic spectra recorded at a fixed gas pressure of 6 mbar with various different drive laser pulse durations (obtained with according chirp settings at the programmable filter). The corresponding drive laser spectra measured behind the capillary are given in Fig.5.4 (b) where the vertical dashed line indicates the center wavelength of the drive laser pulse measured behind the empty capillary ($\lambda_L$), i.e., without having any interaction with Ar gas. For better clarity and for the discussion that follows, we draw vertical dashed lines in Fig. 5.4 (a) that indicate the estimated center wavelengths of the harmonic orders in the absence of ionization-induced blue shift. We define the estimated wavelengths (dashed lines)

$$\lambda_q + \frac{\lambda_L - \lambda_L (6 \text{ mbar})}{q}, \quad (5.1)$$

where $\lambda_q$ is the center wavelength of the harmonic $q^{th}$ and $\lambda_L (6 \text{ mbar})$ is the center wavelength of the drive laser after interaction with 6 mbar Ar gas. Both $\lambda_q$ and $\lambda_L (6 \text{ mbar})$ are recorded at zero chirp setting (40 fs). The sign given with the pulse duration (FWHM in fs) corresponds to the sign of the applied laser chirp. During the measurements, the driving pulse energy is kept constant and hence its intensity becomes lower as the pulse duration becomes longer.

In Fig.5.4(a) we observe harmonics ranging from $q = 17$ to 29 and the strongest harmonic is the 23rd for most cases. This indicates that, unlike in the measurements for Fig.5.3, the phase matching conditions are approximately unchanged during the pulse shaping experiments. We observe a second effect in the spectra, which is a wavelength shift (tuning) of all harmonic order with the pulse duration. Here, the blue-shift of the harmonic peaks is hardly visible when positive chirp (+95 and +57 fs) is applied to the drive pulses. At zero chirp (40 fs), the blue-shift become clearly visible. However, for negative chirp, at -48 fs and -68 fs, the harmonic peaks show an even larger blue-shift than that for zero chirp (40 fs) while in Fig.5.4 (b) (drive laser spectrum), it can be seen that highest blue-shift occurs at minimum (zero) chirp (40 fs). Lastly, at -98 fs, the harmonic peaks show a large red-shift while the drive laser is clearly shown to be blueshifted in Fig. 5.4(b). In the following we will discuss the implication of these observations.
Figure 5.4: (a) High-harmonic and (b) drive laser spectra measured behind the capillary filled with 6 mbar of Ar with a drive laser energy of $E = 6.9$ mJ and with various different values of chirps applied. The sign of the pulse duration corresponds to the sign of the applied chirp. The vertical dashed line in (b) shows the center wavelength of the drive laser transmitted through an empty capillary (no Ar gas), whereas the short solid lines show the measured center wavelengths in the presence of gas. The vertical dashed lines in (a) show the center wavelengths of the harmonic orders as expected for the absence of any drive laser wavelength shift as calculated with Eq.5.1.

From Fig.5.3 and Fig.5.4, we clearly observe a shift of the high-harmonic output wavelengths as a function of pressure and drive laser chirp. When looking at the observations of others [48, 122] although based on different experimental parameters (drive laser peak intensity of $I_p = 1.2 \times 10^{14}$ W/cm$^2$ and an Ar gas pressure of $P = 80$ mbar in Ref.[48], or $I_p = 9 \times 10^{15}$ W/cm$^2$ and $P = 40$ mbar in Ref.[122]), the blue-shift may result from three mechanisms. One of the mechanisms is an ionization induced blue shift of the drive laser. The ultrafast rising of the free-electron density during the drive laser pulse causes a rapid decrease of the refractive index, which generates a temporally increasing instantaneous frequency, $\omega_L(t)$ [48]. In this case the frequencies of the high-harmonic orders, $\omega_{hh} = q \omega_L(t)$, become blue-shifted as well. In this sense, the high-harmonic output adiabatically follows the frequency shift of the drive laser. If we denote the blue-shift of the drive laser wavelength as $\delta \lambda$, the corresponding blue-shift of the $q^{th}$ harmonic order is expected to amount to a value of $\delta \lambda/q$.

A second mechanism called non-adiabatic shift [122] occurs due to non-adiabatic response of the drive medium to the rapidly increasing field strength of an ultrashort drive laser pulse. This mechanism is originates from the intensity-dependent phase of the generated high-harmonic field where the harmonic undergoes blue-shift during the leading edge of the drive laser pulse and a red-shift at the trailing edge. When the drive laser peak intensity is higher than the so-called
saturation intensity, high-harmonics are generated only in the leading edge. Coarsely, the saturation intensity corresponds to an intensity when the so-called critical fractional ionization, $\eta_{cr}$, is reached beyond which high-harmonics can no longer be phase matched [54]. In this case the harmonics will be blueshifted and the degree of blue-shift is dependent on the harmonic order. For short electron trajectories which are mainly contributing to HHG in a capillary [112], the degree of blue-shift increases with harmonic order [122].

The third mechanism is related to the degree and sign of the linear chirp of the drive laser pulse. For instance, if the driving pulse is positively chirped, the instantaneous frequency grows with time, i.e., the carrier frequency at the leading edge is lower than at the trailing edge. In this case, as discussed before, when the peak intensity is higher than the saturation intensity and high-harmonics are generated only at the leading edge of the pulse, the high-harmonic generation is driven by the longer wavelength part of the drive laser spectrum and the generated harmonics experience a red-shift. Similarly, with a negatively chirped drive laser pulse we expect a blue-shift of the generated harmonics.

To investigate which of the discussed mechanisms may be responsible for the observed blue-shift in our measurements, we carry out a qualitative analysis via the relative (or fractional) wavelength shifts that the various different harmonics and the drive laser undergo which we define as $\delta\lambda_q/\lambda_q$ where $\lambda_q$ is the center wavelength of the $q$th harmonic and $\delta\lambda_q$ is the shift of $\lambda_q$. This definition is chosen for simple comparison with the case that HHG adiabatically follows the drive laser frequency, $\omega_{HH} = q\omega_L$. If the drive laser frequency is shifted by $\delta\omega_L$, one obtains frequency shifted harmonic, i.e., $\omega_{HH} + \delta\omega_{HH} = q(\omega_L + \delta\omega_L)$. In terms of wavelength, $\lambda = 2\pi c/\omega$, this reveals that $\delta\lambda_q/\lambda_q = |\delta\omega_L/\omega_L|$, independent of the considered harmonic order.

Figure 5.5(a) shows the measured relative shift of three selected harmonic orders, i.e., the value of $\delta\lambda_q/\lambda_q$, plotted as a function of gas pressure as extracted from Fig.5.3 where $\delta\lambda_q$ is the shift relative to the harmonic center wavelength at the lowest pressure (indicated as dashed line in Fig. 5.3). For the plot we selected the most representative orders, i.e., the lowest, the central and the highest order that were observed ($q = 17, 21, and 25$) and we also plot the measured shift of the drive laser for which $q = 1$. A weakly curved, almost linear increase of the blue-shift with pressure can be seen for the drive laser as is indicated by the dashed line (linear least-square fit) at $q = 1$. This observation can be explained by a linearly increasing pressure leading to a linearly increasing electron density which should be approximately proportional to the ionization induced blue shift of the drive laser. As was described before, if the wavelength shift of the high-harmonics were just caused by conversion of the frequency-shifted drive laser, then the relative wavelength shift, $\delta\lambda_q/\lambda_q$ would be the same for all orders, i.e., lie along the dashed line as well. When looking at Fig.5.5(a), however, it can be seen that the relative wavelength
shift for \( q = 17, 21, \) and 25 is larger than for \( q = 1 \), and that the relative shift actually increases with \( q \). This implies that other mechanisms are contributing to the overall harmonic blue-shift.

In order to check for the possibility that a non-adiabatic blue shift may have occurred, we use the Ammosov-Delone-Krainov (ADK) model [67] for calculating the fractional ionization, \( \eta \), at peak intensity. The calculation yields a value of \( \eta \approx 7\% \) for the peak intensity applied in our experiments \( (I_p = 2.1 \times 10^{14} \text{ W/cm}^2) \). The maximum fractional ionization that still allows phase matching, also called the critical fractional ionization, was calculated to be \( \eta_{cr} = 5\% \) using the following expression [123]

\[
\eta_{cr} = \left(1 + \frac{\lambda_L^2 r_e N_{atm}}{2\pi \Delta n}\right)^{-1}.
\]  

Here, \( r_e \) is the classical electron radius, \( N_{atm} \) is the atomic number density at ambient pressure, \( \Delta n \) is the difference in the indices of refraction of the gas at the fundamental and high-harmonic wavelengths. As the calculated \( \eta_{cr} \) is less than the expected ionization level for the peak intensity of the driving pulse, i.e., the peak intensity is higher than the saturation intensity, the condition for observing a non-adiabatic blue shift is fulfilled [122]. This is consistent with our observation that the relative shift increases with the order, which matches with earlier results from [122], where a non-adiabatic blue-shift is reported as well. It can be concluded that the total observed harmonic blue-shift obtained is due to both ionization and non-adiabatic effects.

As for the third mechanism discussed before, a positive (negative) linear chirp of the drive laser pulse would lead to a red-shift (blue-shift) in the harmonics, given that the harmonics are generated only at the leading edge of the drive laser. If this mechanism were significant, it would allow for spectral control of the high-harmonics via the drive laser chirp. To investigate whether this is the case, we plot the relative wavelength shift in Fig.5.5(b), \( \delta\lambda_q/\lambda_q \), for the same harmonic orders \( (q = 17, 21, 25) \) and the drive laser \( (q = 1) \) but now as a function of the drive laser chirp. These data are extracted from Fig.5.4 where \( \delta\lambda_q \) is the shift relative to the estimated center wavelength of the harmonic order in the absence of ionization-induced blue-shift (indicated as dashed lines in Fig. 5.4). The shortest pulse duration of 40 fs corresponds to the zero chirp setting at the programmable dispersive filter. Settings with positive or negative chirp are indicated as an increased pulse duration with a positive or negative sign, respectively. As the pulse energy is constant, we expect that applying a chirp whether positive or negative, would let the driving laser pulse experience less ionization and less blue-shift due to the lower peak intensity. Also the blue-shift from a non-adiabatic response reduces. Therefore, if only these two mechanisms are contributing to the harmonic shift, we expect that the blue-shift of the harmonics is independent of the sign of the chirp.
From Fig. 5.5(b), we indeed see that the blue-shift of the harmonics decreases relative to the zero chirp setting (40 fs) when the pulse duration is increased from +57 fs to +95 fs. However, for an increasingly negative chirped drive laser, from -48 fs to -68 fs, the blue shift of harmonic becomes stronger as is expressed by the tilted straight lines (linear least-square fit) that we have fit to the data points (except for -98 fs, see discussion below). These observations match well with experiments described in Ref. [124] where the same Ar gas pressure (5 Torr) was employed. We conclude that in our case the harmonic blue-shift at negative chirp can be understood as being generated at the leading edge, and thereby a shorter wavelength is generated here as compared to positive chirp.

As we apply an even higher negative chirp to the drive laser (data points at -98 fs), we observe that the harmonics are no longer blue shifted. Instead, the harmonics show a significant amount of red-shift compared to a pulse with similar duration but with the opposite chirp (+95 fs). Also, a broadened bandwidth is observed only for -98 fs (shown in Fig. 5.4). As a possible explanation, it has been reported that for drive pulses with negative chirp, a larger chirp and bandwidth may be induced in the harmonics than in the case of transform-limited pulse [75]. This can be understood as the combined result of the chirp of the drive laser and the intrinsic negative chirp of the harmonics, the latter caused by the increasing intensity in the leading edge. This may explain why at -98 fs the harmonic spectrum shows broadened peaks as well as a significant red-shift, as compared to other pulse durations. We conclude that the total observed harmonic blue-shift is resulting from an interplay between an ionization-induced shift of the drive laser wavelength, a non-adiabatic shift and the setting of the drive laser chirp.

Figure 5.5: Measured relative wavelength shift of the 17th, 21st and 25th harmonic orders as a function of (a) gas pressure and (b) as function of a linear chirp of the drive laser pulses (expressed as various pulse durations). The sign given with the pulse duration corresponds to the sign of the applied drive laser chirp, and the shortest pulse duration of 40 fs is achieved with a zero chirp setting (0 fs²). Negative values of the relative wavelength shift on the vertical axes represent a blue-shift. The dashed line indicates the relative blue shift of the drive laser.
To compare the harmonic wavelength shift that we obtained via chirping of the drive laser pulses to that observed with a standard capillary of small diameter (150 μm), we plotted the results reported by others [48] as the dashed dotted line in Fig.5.6. We note that in Ref. [48], \( \delta \lambda_q \) is given as the shift relative to the harmonic center wavelength with zero chirp setting at a gas pressure of 80 mbar. To enable a direct comparison with our results, we plot our measurements for \( \delta \lambda_q/\lambda_q \) (for \( q=17, 21, 25 \) and 1) as a function of the drive laser chirp in Fig.5.6, now with \( \delta \lambda_q \) given as the shift relative to the harmonic center wavelength at zero chirp for a gas pressure of 6 mbar.

Compared to our results indicated by the straight-lines, it can be seen that the degree of shift obtained in [48] is higher which we address to their using of much higher Ar gas pressure. However, with 80 mbar of Ar, which is a factor of 13 more than in our case, they obtained only 2.4-times (0.012/0.005) more wavelength shift at +95 fs. This comparison shows that HH spectral control in a thin capillary is yielding higher absolute numbers but on the other hand, wavelength-shifting is about a factor of 5.5 more efficient in a wide capillary when normalizing it to the pressure. This observation indicates that in our experiment the second and the third mechanisms, which are based on the single-atom response, are larger than the contribution of the first mechanism. This is also supported by experiments in the thin capillary, such as apparent in the data of Ref. [48], where the relative wavelength shift, \( \delta \lambda_q/\lambda_q \), for all harmonic orders is the same as for the drive laser, which implies that there the main mechanism is ionization induced blue shift. This is confirmed qualitatively because, regardless of the sign of the chirp, the harmonics in [48] (the dashed-dotted curve in Fig5.6) show only a reduced blue shift (maximum

---

**Figure 5.6:** Relative wavelength shift of the 17th, 21st and 25th harmonic orders as a function of pulse duration (chirp) with respect to harmonic peak wavelength at zero chirp (Ar gas pressure of 6 mbar). The dashed line indicates the relative wavelength shift of the drive laser, the dashed dotted line is reproduced from [48]. The sign of the pulse duration corresponds to the sign of the applied drive laser chirp.
value of +0.018) relative to their maximum shift at zero chirp setting. In our case, with respect to the blue shift at zero chirp the harmonics are found shifted in both directions, red and blue shifted (from -0.0025 to +0.015) following the sign of the chirp.

5.4 Conclusions

We have shown that waveguided high-harmonic generation (HHG) at elevated drive energy via using a wide capillary can be wavelength tuned, and we compare the tuning with that in a thin, standard capillary. Applying elevated drive energy, we have increased the harmonic output approximately three-fold using a three-times wider capillary. With experimental parameters much different from a standard capillary, specifically, a much lower gas pressure at which phase matching occurs, we have investigated the spectral control of HHG as a function of gas pressure, and as a function of the drive laser pulse duration that was adjusted via a linear chirp. The relative shift of the high-harmonics, $\delta \lambda_q/\lambda_q$, are found to range from 0 to -0.0075 via increasing the gas pressure, and from -0.0025 to +0.015 following the sign of the chirp. We found the wavelength shift is based not only on ionization induced blue-shift as reported for a standard capillary, but that other non-adiabatic mechanisms provide significant contributions as well. The results shows that in spite of rather different operational parameters, the wavelength shifting of high-harmonics in such capillaries can be as effective as with a standard capillary. The increased output pulse energy and the significantly lower electron densities (due to much lower gas pressure) avoiding complicated nonlinear propagation effects for the drive laser, appears attractive for applications that require spatially and spectrally controlled XUV radiation.
Fabrication and characterization of XUV transmission grating

6.1 Introduction

The wavelength band from the vacuum ultra-violet (VUV, 200 to 10 nm) to the soft-x-ray range (SXR, 20 to 2 nm), also referred to as the XUV band, is highly relevant for a number of important applications and research fields. These include fluorescence analysis of materials in the SXR band [125], high resolution photolithography in the XUV [126, 127], research at free electron lasers in the SXR band [128], and XUV space research [129]. The spectral analysis of radiation in these wavelength ranges requires dispersive elements with adequate spectral resolution.

XUV spectrometers based on transmission gratings [130] are of significant relevance because they offer a number of important advantages, such as compactness and ease in alignment at normal incidence, compared to reflective gratings which use grazing incidence. Due to the free-standing geometry, light is transmitted directly through the open space between the lines of the grating. Therefore, the transmitted power spectral density is approximately independent of the wavelength, which eases calibration. Combining transmission gratings with, e.g., back illuminated CCD cameras, compact and easy-to-operate XUV spectrometers can be built.

To accommodate for a specific application, the line density of a transmission grating needs to be tailored to provide sufficient spectral resolution in the wavelength range of interest. For instance, to characterize an XUV light source emitting at around 13.5 nm or 6.8 nm, it turns out that extremely dense gratings near current nanofabrication limits are required due to the short wavelength. Specifically, grating periods in the order of 100 nm (i.e., 10,000 lines per mm) are required to achieve a resolution of at least a few tenths of nm. To maximize the free spectral range, undesired diffraction orders need to be suppressed by choosing an appropriate space-to-period ratio. This imposes strict demands regarding the fabrication accuracy of the space-to-period ratio. Furthermore, it needs to be considered that fabrication of narrow lines implies that the thickness of the lines is small as well. This can lead to an undesired residual transmission of light through the lines, which reduces the contrast of the grating transmission function. As a result, the fabrication of free-standing transmission gratings with high line density, accurate space-to-
period ratio and appropriate line thickness is extremely challenging even with state-of-the-art nanolithography. The current fabrication methods for high-density transmission gratings include electron beam lithography (EBL) [131] and interferometric lithography (IL) [132, 133]. However, EBL provides a relatively low throughput, while IL has a limited resolution.

This chapter describes the first fabrication and optical characterization of free-standing, high-line-density gratings based on UV-NIL. VUV based nano imprint lithography (UV-NIL) is applied using a lift-off and back etch process to fabricate the gratings. This fabrication method has been shown to obtain high resolution and highly reproducible nanometer-scale structures [134]. Furthermore, the resolution is comparable to the high resolution of electron beam lithography, however, with much higher throughput in fabrication. Essential for the development of the overall grating fabrication process and the associated costs is the relatively fast and straightforward parallel printing nature of NIL. The latter allows fabrication of many slightly different gratings in a single step, which facilitates the optimization for the various lift-off and back etch processes with the goal to improve the quality of the fabrication process. Once optimized, this feature also allows the fabrication of a set of gratings with different line densities in a single batch. In conjunction with Industrial Focus Group XUV Optics group, the fabrication of these gratings was carried out by Dr.-Ing. Boris Vratzov.

The optical characterization is important for quantifying the relative strength of higher diffraction orders, particularly the second order, which depends on imperfections in fabrication that might lead to, e.g., an asymmetric space-to-period ratio. Such imperfections in grating features cannot be observed via a morphological analysis alone, such as based son Scanning Electron Microscopy (SEM). An optical characterization is also important for evaluating the spectral resolution that can be achieved. The characterization requires XUV sources with appropriate spatial and spectral coherence. Here we use the XUV sources. The first is based on high-harmonic generation (HHG) describe in this thesis, which offers a high spatial coherence and a well-structured spectrum comprising a distinct and known set of wavelengths across the entire range from 17.5 nm to 40.5 nm. The second source is based on a Xenon plasma emitting in the range around 13.5 nm which was carried out in ASML. The experimental measurement and analysis of all spectra, as well as comparison to theory were conducted by myself.

In the following Sect. 6.2, we describe the experimental setup in which the gratings were characterized, and we present the design criteria and the fabrication method for the transmission gratings. In Sect. 6.3, we discuss the results obtained with the optical characterization. Special emphasis is put on the comparison of gratings that differ in their space-to-period ratio but possess the same grating period, and on measuring the experimental resolution for a comparison with the theoretically expected values. Finally, we conclude in Section 3.7 the major experimental results and findings.
6.2 Experimental details

6.2.1 Transmission grating spectrometer

Figure 6.1(a) gives an overview of the transmission grating spectrometer setup, which comprises an incident beam (here from a high-harmonic source or a plasma source), an entrance slit and a transmission grating. The diffracted light falls on a detector, which is the chip of a back-illuminated CCD camera (Andor, DO420-BN). The advantages of such setup are that the spectral range and spectral resolution can be adjusted easily via the distance from the grating to the detector, that a relatively high first-order diffraction efficiency is achieved, and that the diffraction efficiency is nearly independent of the wavelength. Figure 6.1(b) illustrates the front view and cross section of one of the transmission gratings. It can be seen that the overall grating dimension is 4 mm × 1 mm, divided up into 2666 separate areas (five areas are shown schematically), each being 1200 nm high, separated by 300 nm wide support bars. The support bars are required for the mechanical stability of the grating in view of its large area. The actual line structure of the grating shown in Fig.1(c) consists of equidistant parallel grating lines of \( b = 50 \) nm width, spaced by \( a = 50 \) nm, to yield a grating period of \( d = 100 \) nm. The cross section of the grating lines consists of a 200 nm thick \( \text{Si}_3\text{N}_4 \) layer, a 70 nm thick Au layer and a 12 nm thick Cr layer, carried on a 380 \( \mu \)m thick Si wafer.

In the following, to prepare for comparison with experimental data, we briefly recall some basic relations describing diffraction at a grating. We assume that the grating-detector distance, \( R \), is much larger than the space between two grating lines, \( a \), which is fulfilled here. For a plane wave that is normally incident on the grating, the diffraction angle for a wavelength \( \lambda \) is given by the well-known grating equation

\[
d \sin \alpha = m \lambda,
\]

where \( d \) is the grating period, \( \alpha \) is the diffraction angle and \( m \) is the diffraction order. As can be seen from Eq. 6.1, when an incident beam with a wide range of wavelengths is incident on the grating, the spectra belonging to neighboring orders may partially overlap. The spectral width across which overlapping does not occur is known as the free spectral range. To maximize the free spectral range, the power diffracted into orders bigger than one is desired to be minimal. A limitation of the spectral range that can be observed towards long wavelengths, thereby limiting the free spectral range as well, is given by the detector size and geometry as

\[
\lambda_{\text{max}} = \frac{d}{m \sin[\tan^{-1}(\frac{D}{R})]},
\]
where $D$ is the transverse dimension of the CCD chip and where $R$ is the grating-detector distance.

Figure 6.1: (a) Transmission grating spectrometer setup, (b) enlarged view of a transmission grating with a density of 10,000 lines mm$^{-1}$, (c) definition of the grating parameters $d$ (period), $a$ (space) and $b$ (line width).

To cover the part of the XUV band that is of interest here, i.e., the wavelength range to be covered by our HHG source (from 17.5 nm to 40.5 nm) and the range to be covered by the Xe plasma source (10 nm to 17 nm), a free spectral range from 10 nm to 40.5 nm is required. For our setup, where $D = 26.6$ mm and $d = 100$ nm (with
$m = 1$) we have chosen $R = 60$ mm, which yields $\lambda_{\text{max}} = 40.5$ nm. Importantly, with this combination of incident wavelengths, grating period and geometry ($D/R$), it should become possible to observe the first-order and second-order diffraction simultaneously for wavelengths between 17.5 nm and 20.25 nm. Thereby the second-order diffraction efficiency and the degree of suppression of second-order diffraction vs. grating geometry (i.e. space-to-period ratio) can be easily quantified, as will be described in detail below.

To calculate the efficiency for the various diffraction orders, we begin with considering opaque grating lines and use a model \[135\] based on Kirchhoff’s diffraction theory in the Fraunhofer approximation \[136\]. We note that considering the lines as fully opaque, as if made from a perfect metal, is done here only as an approximation. To account for the finite transmission of real metals in the XUV, we later replace the approximation and also model the grating with partially transparent lines (Eq. 6.5). The Fraunhofer approximation can be expressed as the conditions $\frac{a^2}{\lambda R} \ll 1$ and $\frac{a^2}{\lambda R_s} \ll 1$, which are fulfilled here because the grating slit width, $a$, is larger than or comparable with the wavelength, $\lambda$, but is very small compared to the distances $R_s$ and $R$ [see Fig. 6.1]. The model is further simplified by using a one-dimensional analysis with the assumption that the grating consists of very long equidistant parallel slits. We hereby neglect the secondary interference pattern introduced by the grating support bars that extends vertically in Fig. 6.1(a). With these approximations, the diffraction efficiency, $\eta_m$, of the $m^{th}$ order is given by \[135\]

$$\eta_m = \left[ \frac{\sin(m\pi \frac{a}{d})}{m\pi} \right]^2. \quad (6.3)$$

The ratio of power in the $m^{th}$ order with regard to the first order is then obtained as

$$T_{m/1} = \frac{\eta_m}{\eta_1} = \left( \frac{\sin \left( \frac{m\pi}{d} \frac{a}{d} \right)}{m\pi \sin \left( \frac{\pi}{d} \frac{a}{d} \right)} \right)^2. \quad (6.4)$$

From Eq. 6.4 it can be seen that choosing a symmetric grating characterized by a space-to-period ratio, $\mu = a/d = 0.5$, we obtain $T_{2/1} = 0$. This corresponds to the ideal case that the 2nd order is fully suppressed, thereby effectively doubling the free spectral range. What can be seen from Eq. 6.4 as well, valid when the grating lines are completely opaque, is that the calibration of the optical power spectral density of the grating is straightforward because the diffraction efficiency of the first and all higher orders would be independent of the wavelength. However, the lines of the
grating investigated here might not be completely opaque due to their small thickness which is the result of a limited aspect ratio in etching narrow lines. In the wavelength range considered here the absorption lengths for the materials used (Si$_3$N$_4$, Au, and Cr) lie in the range between 1 and 10 nm. The residual transmission of light which propagates through the grating lines, and the wavelength dependent phase shift of that light, will lead to a diffraction efficiency that is not spectrally flat, which would have to be taken into account in an accurate spectral calibration of the grating. In order to predict in how far such effects would play a role for the gratings with our dimensions and to justify additional fabrication steps that could avoid these effects, we look at the first-order diffraction efficiency versus wavelength for a grating with partially transmitting lines [135]

$$\eta_\ell(\lambda) = \left(\frac{\sin(m\pi\mu)}{m\pi}\right)^2 \left[1 + \exp\left(-\frac{4\pi n_1 z_0}{\lambda}\right) - 2 \exp\left(-\frac{2\pi n_1 z_0}{\lambda}\right) \cos\left(\frac{2\pi (n_1 - 1) z_0}{\lambda}\right)\right]. \quad (6.5)$$

Here $n = n_1 + in_2$ is the complex, wavelength-dependent refractive index of the grating line material, $z_0$ is the thickness of the grating lines and the $\mu$ is the space-to-period ratio defined above. The red curve in Fig.6.2 shows the first-order diffraction efficiency, calculated with Eq. 6.5 for a symmetric ($\mu = 0.5$) Si$_3$N$_4$ grating with $z_0 = 200$ nm thick lines, which we consider a safe but lower limit of thickness in terms of fabrication. The complex index of Si$_3$N$_4$ is taken from [100]. It can be seen that the diffraction efficiency lies around an average value of 10% and that there is indeed quite some spectral variation, particularly in the wavelength range between 13 and 30 nm. To predict whether this undesired effect can be minimized with an additional absorbing layer, we also calculated the spectral response of the Si$_3$N$_4$ grating for the case that a more strongly XUV absorbing Au/Cr bilayer of 70/12 nm is deposited on top. The calculation is based on Eq. 6.5 again, where the sequential transmission through the materials (Si$_3$N$_4$, Au, Cr) was modeled via adding their respective absorbance in the exponentials and via adding their respective phase shifts in the cosine argument. The complex index data were taken from [100]. The first-order efficiency of this grating with increased line opacity is shown in Fig. 6.2 as the black curve. It can be seen that a much more uniform spectral response is obtained with only a 2% variation around the 10% average.
As another important characteristic we consider the spectral resolution \[137\],

\[
\Delta \lambda_{\text{res}} = \left\{ \frac{d}{m} \left( \frac{\Delta S + A}{R_s} \right) + \frac{d}{m} \left( \frac{K}{R} \right)^2 + \left( \frac{\lambda d}{mA} \right)^2 \right\}^{1/2},
\]  

which is determined to a first part by the geometrical resolution (first square term) and to a second part by the dispersive resolution of the grating (second square term). The geometrical resolution takes into account the finite diameter of the source, \( \Delta S \), the width of the aperture, \( A \), the width of a CCD-pixel, \( p \), the distance between the source and the grating, \( R_s \), and the distance between the grating and the detector, \( R \). We note that \( K \) corresponds to the full width at half-maximum for the convolution of \( A \) across \( p \) \[138\]. Equation 6.6 shows that the achievable spectral resolution depends not only on the parameters of the spectrometer setup, but also on the source, via \( \Delta S \) and \( R_s \), which will be discussed later in Sect. 6.3.

### 6.2.2 Fabrication of gratings

In the previous section, we have given an example of the desired parameters for the 10,000 lines mm\(^{-1}\) gratings which are based on fabrication with a 200 nm thick grating lines made from Si\(_3\)N\(_4\) with an Au/Cr bilayer of 70/12 nm on top and a space-to-period ratio of \( \mu = 0.5 \). Here we describe the fabrication of such gratings using the following lithographic technique. Firstly, a layer of 200 nm Si\(_3\)N\(_4\) is
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deposited on a 400 μm thick Si wafer. The wafer material is to be removed later except for a frame and the 300 nm wide bars to support a free-standing membrane. Si₃N₄ is chosen because this material allows the fabrication of high quality membranes with low and well-controlled internal stress. For defining the grating patterns, we apply UV based nano imprint lithography (UV-NIL) using a single imprint template comprising 21 individual gratings placed over a total area of 16 x 16 mm². The different gratings possess line densities of 500, 780, 1000, 1500 and 1850 mm⁻¹, and from 2000 to 10,000 mm⁻¹ in steps of 1000 mm⁻¹. Each grating has a free-standing area of 4 mm height and 1 mm width. The imprints were carried out on an Imprio 55 device (Molecular Imprints, Inc.).

The fabrication process is shown in Fig. 6.3. First, the substrate is spin-coated at 3000 rpm with a 100 nm thick water solvable transfer layer (UL-300 from Micro Resist Technology GmbH) and then baked at 150 C for 120 s on a proximity hot plate. In the imprint machine, the imprint resist is dispensed on top of the transfer layer [Fig. 6.3(a)]. The template is then pressed into the imprint resist with a force of 3 N at room temperature. After spreading, the imprint resist is cured with a 3 s UV exposure through the transparent template while the template is still in contact. After that, the template is detached leaving its negative shape in the hardened imprint resist. The patterned layer shows a feature height of 100 nm and a residual layer of 35 nm [Fig. 6.3(b)]. In the next step, a planarization layer of 160 nm hydrogen silsesquioxane (HSQ), XR-1541 6 (from Dow Corning), is deposited by spin coating on top of the imprinted feature [Fig. 6.3(c)]. After getting a planarized surface the etch-back of the top layer of HSQ, followed by a pattern transfer through the residual imprint resist and transfer layer [Fig. 6.3(d)], is carried out using a two-step Reactive Ion Etching (RIE) process in fluorine and oxygen-based plasma. The planarization and etch back RIE process offers very high critical dimension (CD) control as well as a small sidewall undercut as needed for a lift-off process. An XUV absorber layer of Au (70 nm) followed by an etch mask layer of Cr (12 nm) is deposited by metal evaporation using an electron beam deposition tool [Fig. 6.3(e)]. Then, lift-off to form the top absorber layer and the etch mask for patterning the Si₃N₄ layer is carried out by dipping the sample into deionized water in an ultrasonic bath [Fig. 6.3(f)]. The openings for the single gratings of 1 mm x 4 mm on the back side are defined by optical lithography followed by a fluorine-based RIE of the Si₃N₄ layer on the backside and a 4 hours wet etch process in potassium hydroxide (KOH) removing the bulk silicon and stopping on the top Si₃N₄ layer [Fig. 6.3(g)]. The final step in the fabrication of the grating is to etch through the Si₃N₄ membrane using the Cr layer as a etch mask in the same fluorine-based RIE [Fig. 6.3(h)].
Figure 6.3: Process flow for fabrication of the free-standing gratings: (a) deposition of Si$_3$N$_4$ and imprint resists on a Si wafer, (b) UV-Nano Imprint Lithography (UV-NIL) for high resolution pattern definition, (c) planarization and etch back of the top layer by Reactive Ion Etching (RIE), (d) pattern transfer down to the Si$_3$N$_4$ by RIE with excellent CD control and a small undercut for a lift-off process, (e) deposition of an Au absorber layer and Cr etch mask by evaporation, (f) lift-off to form the top absorber layer and etch mask, (g) back side optical lithography and subsequent patterning of Si$_3$N$_4$ by RIE and Si by wet etching, (h) grating definition by RIE etch into Si$_3$N$_4$.

For the highest line density of 10,000 lines mm$^{-1}$, we have fabricated five different gratings to which we refer as G1, G2, G3, G4 and G5 with a grating space-to-period ratio of $\mu = 0.45$, 0.50, 0.50, 0.50 and 0.55, respectively. The motivation for fabrication of multiple gratings with the same $\mu$-values (G2, G3, G4) is to obtain a measure for fabrication reproducibility. Different $\mu$-values (G1, G2/G3/G4, G5) have been fabricated as well, in order to increase the chances for realizing an optimized grating with a maximally suppressed second diffraction order. In spite of intrinsic fabrication errors, this approach is relatively cost effective with our NIL fabrication method because all of the five gratings are available on a single imprint template and can be fabricated all at once in a single process.

In order to find out how close to specifications our gratings are, we started characterizing the gratings with recording SEM images. Fig. 6.4 shows, as an example, a SEM image of grating G3 (design goal $\mu = 0.5$). It can be seen that the grating is highly periodic as desired, and that the width of the grating lines is rather...
uniform. The SEM images of the other gratings (G1, G2, G4, G5) exhibit similarly high periodicity and uniformity.

Figure 6.4: Scanning electron microscopy image for the 10,000 lines mm\(^{-1}\) grating G3 (design for \(\mu = 50/50\)).

A quantitative evaluation of the fabricated average space-to-period ratio, \(\bar{\mu}\), of the gratings is carried out by measuring 30 different sampling points (space-to–period ratios) from each of their corresponding SEM image. The evaluation reveals that, for all the gratings, \(\bar{\mu}\) is close to the intended design ratio, \(\mu\), with a standard deviation around \(\sigma = 0.04\), as shown in Fig. 6.5. To obtain a measure for fabrication reproducibility of different gratings with the same design goal, we calculated the standard deviation from the measured \(\bar{\mu}\)–values of the gratings G3, G4 and G5 (\(\mu = 0.5\)). This yields a value of 0.02, corresponding to a reproducibility of 4 nm for the width of the grating lines.

Figure 6.5: Fabricated average space-to-period ratios, \(\bar{\mu}\), determined from the SEM images for the gratings G1, G2/G3/G4 and G5 versus the intended design ratios, \(\mu\), of 0.45, 0.5 and 0.55. The full length of the error bars is taken as \(2\sigma\), where \(\sigma\) is the standard deviation measured in the SEM images for each grating. The dashed line indicates the ideal case of zero fabrication error.
6.3 XUV optical characterization and discussion

For an optical characterization we used two different XUV sources. The first is based on high-harmonic generation (HHG) which is available in table-top scale and easily accessible as compared to, e.g., a synchrotron source. The HHG output possesses an excellent spatial coherence resulting in a low divergence beam (~ 0.1 mrad), and it offers a well-structured spectrum comprising a distinct set of known wavelengths. The radiation is generated via a highly nonlinear optical process that produces ultrashort pulses with a broad spectrum including XUV radiation, obtained by focusing ultrahigh intensity infrared laser pulses into a gaseous medium, typically a noble gas [45, 78]. The experimental setup for the XUV source has been described in Chap.4, but here we recall the setup for convenience which is schematically shown in Fig. 6.6. To drive the HHG, we employ a pulsed Ti:Sapphire infrared (IR) laser with 780 nm center wavelength at 1 kHz repetition rate (Legend Elite Duo HP USP, Coherent Inc.). The duration of the IR laser pulses is 39 fs with a pulse energy of 6.5 mJ. A 67 mm long capillary-waveguide with a 508 \( \mu \)m wide inner diameter is mounted in a vacuum chamber and is filled with Ne gas at 40 mbar. For mode matching the drive laser beam to the lowest order waveguiding capillary mode, we use a focusing mirror with a focal length of 2.5 m. Taking into account the coupling efficiency of the IR laser radiation into the capillary, the peak intensity launched into the waveguide is \( 2.6 \times 10^{14} \) W/cm\(^2\). The cut-off wavelength of HHG, which is the shortest wavelength that can be generated [34], decreases with increasing drive laser intensity and ionization potential of the used type of noble gas. In order to observe the first-order and second-order diffraction simultaneously for wavelengths between 10 nm and 20.25 nm, we chose to use the noble gas Ne due to its relatively high ionization potential, 21.6 eV. With the cut-off law [34], we determine theoretically that the obtainable cut-off wavelength from the high-harmonic source is 17.5 nm (45\(^{th}\) harmonic order), which is suitable for the experiments. As was describe in Section 4.4, behind the capillary, we let the high-harmonic and drive laser beams co-propagate over a distance of 9 m, for reducing the drive laser intensity by diffraction. The drive laser beam is then blocked by a set of two Aluminum (Al) filters placed in series, each of them 200 nm thick. The XUV radiation is sent to the transmission grating spectrometer [see Fig. 6.1(a)] for spectral measurements. The Al filters also act as a bandpass for XUV radiation, limiting the spectral transmission of the path to the CCD detector to a range from 16 nm to 40 nm. This range is, however, sufficient to detect all the relevant output wavelengths of the harmonic source.
For a first step of optical characterization of the gratings, we have recorded series of spectra of the HH beam, using the five different gratings G1 to G5. Figure 7(a) shows an example of such spectral measurement, in this case performed with G3. The measurement shows that the grating is resolving the various high order harmonics; that only odd harmonics are generated is a typical characteristic of such a source. The highest harmonic order that we observe in the spectrum is the 45th harmonic order at a wavelength 17.5 nm, which matches very well with the theoretical value for the cutoff wavelength.

With the geometry of our setup, the second diffraction order for harmonic orders lower than the 39th is not measurable as they fall out of the detector image range ($\lambda_{\text{max}}$ limited by $D$ in Eq. 6.2). However, although the intensity of the second-order diffraction peak is small [as was actually intended via choosing $\mu = 0.5$], there are several harmonic orders (from 39th to 45th) of which we can record the first and second diffraction order simultaneously. This simultaneous appearance, resulting from our choice of suitable parameters (Ne-gas, peak intensity of $2.6 \times 10^{14}$ W/cm², grating period, $d = 100$ nm, $D = 26.6$ mm and $R = 600$ mm), is what enables to extract the ratio of 2nd to 1st order ratio of diffraction efficiency, $\eta_2/\eta_1 = T_{2/1}$, and compare it with the theoretically expected value that should depend on $\mu$. 

![Figure 6.6: Table-top XUV source based on high-harmonic generation (HHG) with a Ne-filled capillary.](image-url)
Figure 6.7: (a) The high-harmonic spectrum measured with a 10,000 lines mm$^{-1}$ grating (G3). (b) Ratio of the second to first order diffraction efficiency measured at the 39$^{th}$ harmonic order ($\lambda = 20$ nm) for five different gratings (black circles), second to first order diffraction efficiency calculated for a one-dimensional grating structure using Eq. 6.4 (dashed line) and Eq. 6.7 (dotted line), and for a two-dimensional grating, i.e., taking into account the finite thickness and also layered structure of the grating lines, based on a rigorous coupled wave analysis (solid line).

The spectra recorded with the five gratings show rather similar characteristics except for the relative height of the second-order diffraction peaks. The latter is quantified in Fig. 6.7(b), where the experimental values of $T_{2/1}$ for the gratings (G1-G5) with different $\mu$ ratio are plotted as black circles. The values $T_{2/1}$ are obtained by taking the ratio of the spectrally integrated counts of the first and second diffraction orders for the 39$^{th}$ harmonic order (20.25 nm). This order is selected because it provides the highest signal in the 1$^{st}$ and 2$^{nd}$ diffraction order compared to the other harmonic orders. We now compare, as a first step, the experimental values of $T_{2/1}$ with the simple Fraunhofer theory for a one-dimensional grating as given in Sect. 6.2. For this case we take Eq. 6.4 with $m = 2$, which is plotted in Fig. 6.7(b) as the dashed curve. It can be seen that one of the experimental data points matches well with theory but that the other data deviate noticeably. To investigate whether fabrication imperfection is the cause for deviation, we have recalculated the ratio $T_{2/1}$, however, by taking into account the distribution of $\mu$-values that are found in the fabricated gratings. For a quantification we have used a Gaussian distribution as weighting factor for Eq. 6.4. The fabrication error averaged efficiency ratio is then given by

$$T_{2/1}(\bar{\mu}) = \int_{0}^{1} \frac{1}{\sigma \sqrt{2\pi}} e^{-\frac{(\mu - \bar{\mu})^2}{2\sigma^2}} \left(\frac{\sin (2\pi \mu)}{2\sin(\pi \mu)}\right)^2 d\mu, \quad (6.7)$$

where the first bracket in the integral represents the Gaussian distribution function and the second bracket is taken from Eq. 6.4 for $m = 2$. The dotted curve in Fig. 6.7(b) shows a calculation of $T_{2/1}$ vs. $\bar{\mu}$ using Eq. 6.7 with $\sigma = 0.04$ which is the
standard deviation obtained from the SEM images averaged over the five available gratings. We observe that the dotted curve yields a slightly higher $T_{2/1}$ ratio as compared to the dashed curve, yet, having taken into account the experimental fabrication error via an averaging does not well explain the experimental $T_{2/1}$ values. We believe that the poor match of both the curves obtained with Eqs. 6.4 and 6.7 is due to the approximation of the gratings being one-dimensional, i.e., having a thickness of zero in the longitudinal direction. To take the finite thickness of the gratings into account, i.e., that the grating lines have a finite thickness and consist of three different material layers ($\text{Si}_3\text{N}_4$ 200 nm, Au 70 nm, and Cr 12 nm), we have applied a Rigorous Coupled Wave Analysis (RCWA) method [139] to calculate the grating diffraction efficiencies. The RCWA is a semi-analytical method which determines the 1st and 2nd order diffraction efficiencies by solving Maxwell's equation in Fourier space for the incident beam which propagates through each grating line material. The calculated efficiency, $T_{2/1}$, is plotted as a function of $\mu$ as the solid curve in Fig. 6.7(b). It can be seen that this solid curve shows a much better agreement with the measurement values than was obtained with Eqs. (6.4) and (6.7). We note, although $T_{2/1}$ is weakly wavelength dependent, that there is no significant change (less than 0.5%) within the finite spectral bandwidth of the considered harmonic. We assume that the remaining discrepancies are due to an unknown tilt-angle of the incident beam [140, 141] or due to a slightly trapezoidal profile [142] that may have been caused in fabrication. The analysis and control of the actual grating cross sectional geometry as well as the tilt angle would require further investigation which is beyond the scope of this paper. Nevertheless, the shape of the RCWA theoretical curve reveals that the $T_{2/1}$ does not vary very strongly as the $\mu$ ratio deviates from the ideal value of 0.5. An according experimental verification might therefore require the fabrication of gratings with a wider range of $\mu$ ratios. We note that the measured $T_{2/1}$ ratios for our gratings are considerably lower than what have been achieved with other high-density transmission gratings based on a different fabrication method [143]. Thus, the UV-NIL method used in the fabrication of our gratings appears to deliver a greater accuracy in the space-to-period ratio compared to other methods.

The measured spectra enable another important investigation, which is the comparison of the experimental spectral resolution provided by the grating spectrometer, $\Delta \lambda_{ex}$, with the theoretically expected resolution, $\Delta \lambda_{th}$, according to Eq. 6.6. The evaluation of the equation requires some assumption on the diameter, $\Delta S$, of the high-harmonic source area because a direct measurement is difficult. We estimate a source diameter of $\Delta S = 35 \, \mu m$, using a divergence measurement (beam diameter of 7 mm at a distance of $R_s = 9 \, m$) and assuming that the high-harmonic radiation propagates as a Gaussian beam. We note that this assumption describes diffraction limited beam propagation and therefore yields a lower limit for the source diameter. Using $\Delta S = 35 \, \mu m$ and inserting the source and detector distances and the size of the aperture used in our setup ($R_s = 9 \, m$, $R = 120 \, mm$, and $A = 100$...
\( \mu m, p = 26 \mu m, \) respectively) we obtain \( \Delta \lambda_{th} = 0.09 \) nm for the range between 17.5 and 40.5 nm wavelength.

Retrieving the experimental spectral resolution, \( \lambda_{ex} \), from the high-harmonic spectrum in Fig. 6.7(a) requires deconvolving from the spectral width, \( w_q \), of a single maximum in Fig. 6.7(a) the spectral bandwidth of the corresponding harmonic radiation, \( \Delta \lambda_q \). The strongest peak in Fig. 6.7(a), which belongs to the 37th harmonic near \( \lambda = 21 \) nm, shows a FWHM of \( w_{37} = 0.13 \) nm based on a Gaussian fit. For determining the smallest possible spectral bandwidth of the 37th harmonic we apply a Fourier argument. The maximum possible duration of emission at a high-harmonic frequency is that of the drive laser pulse, however, the real limit lies at some shorter duration, for instance a factor of 0.7 shorter was observed in [144]. Using the drive laser and focusing parameters given above, with the peak intensity of \( 2.6 \times 10^{14} \) W/cm\(^2\) and assuming a Gaussian temporal profile for the pulse duration of 39 fs (FWHM), we estimate the duration of the 37th harmonic with the following considerations.

The duration corresponds to the time interval of the drive laser pulse from the earliest moment of emission until phase matching is lost due to a critical level of ionization. The emission starts when the drive laser reaches the cutoff intensity [34] calculated to be \( 2.0 \times 10^{14} \) W/cm\(^2\), which is reached at 11 fs before the peak intensity. It shows that the generation process is not terminated by ionization because the critical ionization fraction [54] of 0.19% for Ne gas is not reached in our case (our ADK model calculations [67] yield an ionization of only about 0.05%). From this we conclude that the emission of the 37th harmonic terminates only when the drive intensity drops below the cutoff intensity again, which is at 11 fs after peak intensity. This yields an estimated pulse duration of the harmonic, \( \tau_{37} = 22 \) fs. Assuming a Gaussian pulse shape, we obtain a Fourier limited spectral bandwidth of the 37th harmonic of \( \Delta \lambda_q = 0.03 \) nm. This is a lower-limit value because any chirp or shorter duration of the harmonic would yield bigger values.

The deconvolution, assuming Gaussian line shapes then yields an upper value for the experimental resolution of \( \lambda_{ex} < 0.13 \) nm. This value compares well with theoretically predicted value of 0.09 nm, when taking into account the remaining uncertainty in the source diameter and HH radiation bandwidth as named above.

To characterize the spectral resolution of our grating spectrometer also in combination with XUV sources of direct relevance for XUV lithography we used a second source which is based on a Xenon plasma generated by a discharge [145]. The setup is analogous to Fig 1(a), with \( \Delta S = 570 \mu m, A = 25 \mu m, p = 13.5 \mu m, R = 60 \) mm and \( R_s = 1.5 \) m. Figure 6.8 shows a spectrum of the plasma source measured with our spectrometer over a range from 10 nm to 17 nm. Compared to the high-harmonic source, the spectrum exhibits a higher complexity with partly overlapping lines, but the advantage is the much stronger average output power at 13.5 nm. The
spectral features that we selected for an evaluation are the two peaks at 16.15 nm and 16.5 nm (Xe IX 4d-5p transitions [145]) because these two peaks are almost non-overlapping. Using a decomposition into two Gaussian peaks [see inset in Fig. 6.8], we obtain a FWHM of about $w_{Xe1} = 0.21$ nm for the first peak at 16.15 nm and $w_{Xe2} = 0.24$ nm for the second peak at 16.5 nm. To obtain the experimental spectral resolution, $\lambda_{ex}$, we select the narrower peak, $w_{Xe1}$ for deconvolution with the spectral bandwidth of the corresponding Xenon radiation, $\Delta \lambda_{Xe1}$. The latter value was obtained from [145] as $\Delta \lambda_{Xe1} \geq 0.13$ nm. The deconvolution gives an upper value for the experimental resolution of $\lambda_{ex} < 0.17$ nm. For comparison we insert into Eq. 6.6 the experimental parameters and obtain $\Delta \lambda_{th} = 0.11$ nm which is well consistent with the experimental resolution.

![Xenon discharge plasma spectrum measured with a 10,000 lines mm$^{-1}$ grating. The inset in Fig. 6.8 indicates the decomposition of the peaks corresponding to the 4d-5p transition features for Xenon.](image)

In summary of the resolution measurements, using as an XUV source both HHG and a Xe discharge plasma, we find a spectral resolution that is close to the theoretically possible value. From this we conclude that the UV-NIL based fabrication method demonstrated here indeed provides high-density XUV gratings with superior quality. Furthermore, the XUV source based on HHG has shown to be an excellent source for optical characterization of such gratings for its unique features, namely, the well-separated odd harmonics and the narrow-bandwidth of the individual harmonic order.
6.4 Conclusions

We have fabricated high-line-density transmission gratings for the XUV range using a nano-imprint lithography (NIL) method. The fabrication process is robust and reproducibly delivers high line-density gratings. SEM inspection shows space-to-period ratios in the range of 0.48 to 0.62 close to the intended ratio of 0.5 and a high degree of reproducibility, in the order of 4 nm for the width of gratings lines. The quality of the transmission grating was optically characterized by measuring emission spectra from a HHG-based and a plasma-based XUV source. The results show that the measured ratios of the second to first order diffraction efficiency, $T_{2/1}$, are as low as desired, in the range of 0.1 to 0.15, as compared to the almost four-times higher values around 0.37 that were reported for other gratings [143]. The optical characterization using the HHG source has shown a grating resolution with an upper-limit of 0.13 nm which matches the theoretically expected value of 0.09 nm. In summary, the fabrication method applied here proves to be very suitable for providing high quality, high-density transmission gratings for applications in the XUV range.
Summary and conclusions

Generating intense radiation in the wavelength band of the extreme ultraviolet (XUV, 100 to 10 nm) remains a very challenging goal in today’s scientific research. The main reason is due to the lack of suitable laser gain and optical materials that are suitable for the realization of highly reflecting cavity mirrors in that range of short wavelengths. There are a number of fundamentally different approaches to generate radiation in the XUV band, namely, via laser-produced plasma sources (LPP), electron synchrotrons, free-electron lasers (FELs), and via nonlinear optical conversion, specifically high-order harmonic generation (HHG). The suitability of such sources for a particular application depends not only on the range of peak brightness values and available wavelength ranges, but also on other parameters that quantify the quality of the radiation, such as spectral bandwidths, wavelength coverage, wavelength tunability, beam pointing stability, spatial and temporal coherence, pulse-to-pulse stability, repetition rate, divergence and power scalability.

HHG being the subject of the investigation in this thesis gives fully coherent beams in both the temporal and spatial domains. The HHG source is suitable for applications such as lens-less diffractive imaging, where spatially coherent beams are required. In addition, pulse-to-pulse stability is important to have for achieving maximum resolution and optimum utilization of the dynamical range [44] in diffraction imaging. Other examples, where it is of central importance to achieve pulse-to-pulse stability, include increasing the measurement precision for absolute, nonlinear ionization cross sections [58, 59]. Meanwhile, the excellent coherence in both spatial and temporal domain with the possibility of wide wavelength coverage and tunability made HHG source a promising candidate for seeding FELs in order to achieve fully coherent FEL output. The latter is chosen as the prototype application for discussion of the properties of the HHG which is to be well characterized because it shows how stringent a certain properties are required to be. For seeding, it is required not only that the HH output power is high enough to overcome the FEL shot noise power, but it is also desired that the generated HH themselves be sufficiently stable from shot to shot and can be tuned for overlapping the gain profile and match the temporal amplification window of an FEL to be injection seeded. It is widely expected that, for increasing the pointing stability and also to provide a longer interaction length, it is promising to make use of waveguiding of the drive laser pulses in a capillary that is filled with the gas to be irradiated.
We investigated what is to our knowledge the first single-shot analysis of the output beam properties and stability in waveguided high-harmonic generation (HHG). We experimentally characterize the strength of various types of fluctuations in the high-harmonic output, i.e., fluctuations in beam shape, beam pointing, and HH pulse energy vs. the gas pressure and drive laser pulse energy. The experiments are carried out in a thin waveguiding capillary of standard radius (75 μm inner radius and 37 mm interaction length) filled with Ar gas, which yields a maximum HH pulse energy of 1.2 nJ in the range between 29 nm and 52 nm (the 15th and 27th harmonic of a Ti:Sapphire laser) at a drive pulse energy of 1 mJ at 40 fs drive pulse duration. The maximum available energy for an individual harmonic (the 21st) is up to 0.4 nJ. At these conditions, we measure the following beam parameters: an energy jitter of 18 %, a divergence of 1.5 mrad (x) and 1.6 mrad (y), and a beam pointing fluctuation of 6 % (x) and 17 % (y).

For regular (direct) seeding of a FEL, in which the FEL output wavelength, $\lambda_{\text{FEL}}$, is the same as the seed laser wavelength, $\lambda_0$, the seed power is required to be above approximately a hundred-times \cite{146} the shot noise, $P_{\text{SN}}$, \cite{146} where $P_{\text{SN}}$ scales inversely with $\lambda_0$. As an example (sFLASH), in ref.\cite{147}, $P_{\text{shot}}$ is calculated to be 10 W for $\lambda_0 = 13$ nm and therefore seed power of 1 kW would be required for seeding. To achieve FEL output at shorter wavelength, the scheme named High Gain Harmonic Generation (HGHG) can be applied \cite{30} where seeding is performed at an $n^{th}$ sub-harmonic (i.e. longer) wavelength than what the FEL is to generate, $\lambda_{\text{FEL}} = \frac{\lambda_0}{n}$. However, in this approach, the required seed power becomes much higher, above $100 \times n^2 \times P_{\text{SN}}$. So far HGHG as shown to work experimentally with up to the 8th subharmonic (n = 8), to generate an FEL wavelength of $\lambda_{\text{FEL}} = 32.5$ nm (FERMI FEL-1) \cite{30} with a seeding wavelength of $\lambda_0 = 260$ nm. In this case, a minimum output power of about 60 kW was required for successful HGHG seeding.

The maximum available energy for individual harmonic (21st) is up to 0.4 nJ±0.07 nJ, using an estimated pulse duration of 40 fs corresponds to an output power of about 10 kW±2 kW. It can be seen that this is yet around a factor of six less than required for HGHG seeding ($\gtrsim$ 60 kW). For both regular seeding and HGHG seeding, it is important for the seed beam to overlap transversely with the electron beam. A maximum acceptable offset of 20 μm keep the FEL power reduction to below 5% \cite{62} . The pointing fluctuations of harmonic beams of 6 % (x) and 17 % (y) corresponding to offset of 90 μrad (x) and 272 μrad (y) are however above the maximum acceptable offset.

To investigate the origin of the fluctuations in the harmonic beams, we carried out single-shot correlation measurements where we observed a weak correlation between drive laser pointing or energy fluctuations with pointing or energy fluctuations in the HH output. We attribute the observed effects to ionization-induced nonlinear mode mixing and spectral broadening of the drive laser inside the capillary waveguide. Our investigations show that in waveguided HHG it is essential
to have a very stable drive laser beam with very good beam quality and at the same time apply appropriate pressure and drive laser pulse energy for achieving the best compromise between a high beam stability and a maximum output pulse energy.

For seeding of FELs but also in general, it is desired to achieve higher harmonic output pulse energy without compromising the harmonic beam quality. HHG in standard capillaries, where the diameters are small (typically 150 μm diameter) suffers from several fundamental limitations. First, the high-harmonic output pulse energies are limited by ionization-induced phase mismatching when the applied drive laser pulse energy is beyond typically a few hundred μJ. Second, the drive laser propagation becomes subject to complicated nonlinear propagation effects that may reduce the degree of control over the spectral output properties, and that these effects may turn out to increase the output in certain cases, i.e., via self-compression. The latter shows up as multimodal drive laser propagation and nonlinear mode coupling caused by ionization-induced defocusing. A promising way to circumvent such limitations and still maintain spatial and spectral control would be HHG in a capillary with significantly increased cross section, such that multiple mJ-levels of drive laser pulse energies can be applied without inducing undesired nonlinear pulse propagation dynamics.

Such upscaling of the drive energy has to involve an understanding of the main effects of the experimental parameters on the harmonic output energy, which requires a basic modeling of HHG in capillaries with increased diameter and a careful characterization of harmonic generation in an experiment. We carried out a theoretical modeling based on spatio-temporal phase-matching which also taking reabsorption of high-harmonics into account, with the model we predict the build-up of high-harmonic pulse energy in an Ar-filled capillary over a wider range of parameters, specifically the drive laser pulse energy, the gas pressure, the capillary diameter and the interaction length. With the model, we calculated the relative yield of high-harmonic energy when we scale up the radius of the capillary with the drive energy.

Experimentally, we generated high-harmonic radiation using an Ar-filled capillary of a large inner diameter (508 μm) together with increased drive laser pulse energy, up to 6 mJ. To our knowledge, this is the first experimental demonstration of high-harmonic generation using a waveguide with such a wide inner radius. We characterize the harmonic output as a function of gas pressures and two interaction lengths, 37 mm and 220 mm. Then we make a comparison between the theoretical and experimental values of the high-harmonic energy as a function of gas pressures for the thick capillary with wide diameter (508 μm) using a drive energy of 6.0 mJ, and the thin capillary with standard diameter (150 μm) for drive energies in the range of 0.6 mJ to 1.1 mJ. We find the theoretical values to be matching well with the experimental values for a certain range of lower gas pressure in thick capillaries and lower intensities in the thin capillary. As expected, the developed model can be used to predict parameters that provide a maximum HH output as long as the degree
of ionization is kept low such that no multimode propagation of the drive laser within the interaction length has to be taken into account.

We measured a maximum HH pulse energy of 4 nJ in the range between 27 nm and 46 nm (the 17th and 29th harmonic of a Ti:Sapphire laser) at a drive pulse energy of 6 mJ at 40 fs drive pulse duration with 37 mm interaction length. This corresponds to a factor of 3.3 enhancement comparing to using a standard capillary with small inner diameter (150 μm, 1.2 nJ). The maximum available energy for an individual harmonic (the 21st) is up to 0.7 nJ. This corresponds to a maximum output power of 17.5 kW achieved after upscaling. Although HGHG seeding of FEL is still beyond reach, it appears that a wide capillary is better suited for application with higher output requirements, certainly for direct seeding.

It is possible to generate a higher harmonic output in a wide capillary, but in comparison to a standard capillary, it is still open as to what extent the harmonic output can be controlled. An important example of such control is drive laser pulse shaping. For instance, in a wide capillary where the waveguiding induced dispersion is weaker; phase matching occurs at lower gas pressure, which might impose limitations on the spectral control via drive laser shaping because such technique involves a critical timing and sizing of ionization-induced drive laser blue shift. It is therefore important to perform an experimental investigation of the spectral control of HHG in wide-diameter capillaries for identifying the effectiveness of drive laser pulse shaping.

Applying elevated drive energy and using a wide capillary for HHG, with experimental parameters much different from the standard capillary, we have investigated a spectral control of HHG as a function of gas pressure and drive laser pulse duration. The latter is via applying a chirp on the drive laser beam. We found that also, in a wide capillary wavelength tuning of high-harmonic generation is possible. The relative wavelength tuning of the harmonics, \( \delta \lambda_q/\lambda_q \), ranged from 0 to -0.0075 via increment in gas pressures and from -0.0025 to +0.015 following the sign of the chirp. We found that the wavelength shift is based not only on ionization induced blueshift as reported for standard capillary, but that other mechanisms (non-adiabatic effects and dependence on drive laser’s chirp sign) have a significant contribution as well. The results shows that in spite of rather different operational parameters, the wavelength tuning of high-harmonics in such capillaries can be as effective as in a standard capillary which renders wide-diameter capillary HHG of interest for injection tuning of FELs. Wider tuning might be obtainable with tunable drive laser pulses, such as under investigation as based on parametric amplification[148].

Finally, we demonstrated an application of HHG based on its superior spatial quality and well-known spectral distribution, which is a characterization of nanostructures. We applied the high-harmonic radiation for characterization of free-standing, high-line-density gratings with up to 10,000 lines per mm (100 nm grating period with about 50 nm wide lines) utilized for an XUV spectrometer. To
demonstrate the possible advantage of characterization with HH radiation, the XUV optical properties of the transmission grating were characterized with our HHG-based and a plasma-based XUV source. Using the HHG source, the results showed that the measured ratios of the second to first order diffraction efficiency, $T_{2/1}$, are as low as desired, in the range of 0.1 to 0.15, as compared to the almost four-time higher values around 0.37 that were reported for other gratings. The characterization of the spectral resolution has shown a grating resolution with an upper-limit of 0.13 nm which matches the theoretically expected value of 0.09 nm. Using a second source which is based on a Xenon plasma generated by a discharge, the optical characterization gives an upper value for the grating resolution of 0.17 nm which is well consistent with the theoretically expected value of 0.11 nm.

The XUV source based on HHG has shown to be an excellent source for the optical characterization of such gratings for its unique features, namely, the well-separated odd harmonics and the narrow-bandwidth of the individual harmonic order. Furthermore, the XUV beams for waveguided high-harmonic generation are spatially coherent which is well-suited for determining the diffraction efficiency of the gratings. Compared to the high-harmonic source, the plasma source produces XUV beam with low spatial coherence and its spectrum of exhibits a higher complexity with partly overlapping lines, but the advantage is the much stronger average output power at 13.5 nm which is of direct relevance for XUV lithography.

In summary, we have thoroughly investigated a number of intrinsic properties of high-harmonic generation in a waveguided geometry. We conclude that using waveguides allows for spatial and spectral control of high-harmonic radiation. Our studies have also shown that waveguided high-harmonic generation is particularly suited for producing radiation at XUV wavelengths with excellent beam coherence and unique spectral features. Future work, focused on using higher drive laser energy and larger waveguide diameters offer the potential of achieving higher XUV output energy.
Appendix A

This appendix shows the calculation for the angle of the spherical mirror, $M_f$, described in Chap. 4 which compensates the astigmatism present in the drive laser beam. The drive laser beam is treated as Gaussian beam where its propagation and transformation are calculated based on paraxial ABCD matrix theory. We begin by defining q-parameter and beam parameters for a Gaussian beam. The q-parameter as a function of distance, $z$, is defined by the following equation:

$$q(z) = \frac{1}{R(z)} - i \frac{\lambda}{\pi w(z)^2},$$  \hspace{1cm} \text{(A1)}$$

where $R(z)$ is the radius of curvature, given as

$$R(z) = z \left[1 + \frac{z_R^2}{z^2}\right],$$  \hspace{1cm} \text{(A2)}$$

where $z_R$ is the Rayleigh length, expressed as

$$z_R = \pi w_0,$$  \hspace{1cm} \text{(A3)}$$

and where $w_0$ is the beam waist at the position where the radius of curvature is infinity. The evolution of the beam waist during propagation in free space is described by

$$w(z) = \sqrt{M^2 w_0} \sqrt{1 + \frac{z^2}{z_R^2}},$$  \hspace{1cm} \text{(A4)}$$

where $M^2$ is the M-squared value.

For the calculation that will follow, we first need to determine the q-parameter of our drive laser at the laser exit. In order to do so, we send the drive laser beam through a lens with a focusing length, $f_{\text{lens}} = 1000$ mm which was placed at a distance from the laser exit, $z_{\text{laser}} = 1070$ mm. In horizontal (x) and vertical (y) plane, we determine the distance from the lens to the focus to be $z_{\text{lensx}} = 99.0$ cm; $z_{\text{lensy}} = 101.6$ cm and beam waist to be $w_{0x} = 55$ $\mu$m; $w_{0y} = 71$ $\mu$m. Applying Eq.A3, we obtained the q-parameter at the focus to be
To determine the q-parameter of the drive laser beam at the laser exit, we back propagate the drive laser beam. The q-parameter just before the lens is

\[
q_{\text{lens}1} = \begin{pmatrix} q_{\text{lens}1x} \\ q_{\text{lens}1y} \end{pmatrix} = q_0 + \begin{pmatrix} z_{\text{lens}x} \\ z_{\text{lens}y} \end{pmatrix} = \begin{pmatrix} 20.40 + 40.25i \\ -40.22 + 29.91i \end{pmatrix} \text{ m.}
\]

The q-parameter just after the lens is then

\[
q_{\text{lens}2} = \begin{pmatrix} q_{\text{lens}1x} \\ -q_{\text{lens}1x} \\ \frac{1}{f_{\text{lens}}} \\ -q_{\text{lens}1y} \\ \frac{1}{f_{\text{lens}}} \\ 1 \end{pmatrix} = \begin{pmatrix} 19.33 + 40.24i \\ -41.29 + 29.91i \end{pmatrix} \text{ m.}
\]

Finally, we obtain the q-parameter at the laser exit to be

\[
q_{\text{exit}1} = q_{\text{lens}2} + z_{\text{laser}} = \begin{pmatrix} 20.4 + 40.24i \\ -40.22 + 29.91i \end{pmatrix} \text{ m.}
\]

To propagate the drive laser beam from the laser exit we have to invert the sign for the real part of the q-parameter, thus the q-parameter at the laser exit becomes

\[
q_{\text{exit}2} = \begin{pmatrix} -20.4 + 40.24i \\ 40.22 + 29.91i \end{pmatrix} \text{ m.}
\]

Knowing the q-parameter at the laser exit, we can now calculate the tilt angle required by the M_f mirror to compensate the astigmatism of the drive laser beam at the focus. For mode matching the drive laser beam to the lowest order waveguiding capillary mode, the M_f mirror has a radius of curvature of \( R_{\text{mirror}} = 5 \text{ m} \) and is placed at a distance from the laser exit of \( z_{\text{mirror}} = 2 \text{ m} \). The q-parameter of the drive laser beam just before the M_f mirror is calculated to be

\[
q_{\text{mirror}1} = \begin{pmatrix} q_{\text{mirror}1x} \\ q_{\text{mirror}1y} \end{pmatrix} = q_{\text{exit}2} + z_{\text{mirror}} = \begin{pmatrix} -18.40016 + 40.24i \\ -40.22 + 29.91i \end{pmatrix} \text{ m.}
\]

The q-parameter of the drive laser beam just after the M_f mirror is calculated to be
where $\theta$ is the tilt angle of the $M_f$ mirror. We need to choose $\theta$ such that the real parts of $q_{\text{mirror2}}$ are made equal. In this case the two waists (at horizontal and vertical plane) coincide at the same $z$-position which indicates that the beam is free of astigmatism. At $\theta = 14.2$ degree, the q-parameter becomes

$$q_{\text{mirror2}} = \left( \begin{array}{c} \frac{q_{\text{mirror1x}}}{2 \cos \theta q_{\text{mirror1x}}} + 1 \\ \frac{q_{\text{mirror1y}}}{2 q_{\text{mirror1y}}} + 1 \\ R_{\text{mirror1x}} \end{array} \right)$$

Thus, we have found the tilt angle of $M_f$ mirror which compensates the astigmatism in the drive laser beam at the focus to be 14.2 degree.
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