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Chapter 1

1. Introduction

— No matter what kind of challenge lies before you, if somebody believes in you, and you believe in your dream, it can happen. —

Tiffany Loren Rowe

Nations around the world are increasingly concerned about their capabilities to innovate and compete in the changing global economy. Chief among those is the United States, whose status as the world leader in technology and the planet’s dominant economic power is at risk. The National Science Foundation (NSF) raised this concern to the President’s Council of Advisors on Science and Technology (PCAST, 2004):

“Civilization is on the brink of a new industrial order. The big winners in the increasingly fierce global scramble for supremacy will not be those who simply make commodities faster and cheaper than the competition. They will be those who develop talent, techniques and tools so advanced that there is no competition.”

Progress in science research and innovation has been recognized as central to achieving any nation’s most critical goals, including raising living standards, creating good jobs, ensuring national security, strengthening education, improving public health, and protecting the environment (NAP, 1999; NAP, 2007).

Achieving dramatic advances in scientific progress will be critical to the U.S. and other leading nations, if they are going to prevail against rising competition and fierce economic rivalries. But what type of scientific progress has to be made in order to substantially impact the U.S. economy and support its global leadership position?
1.1 e-Infrastructure Development: Stimuli aimed at dramatic improvements in Scientific Progress

A 2007 report by the U.S. National Science Board (NSB, 2007) defined all scientific progress that enables economic growth as one of two types: *Evolutionary* or *Revolutionary*.

*Evolutionary progress* is evidenced by incremental advances in scientific understanding that builds upon the results of prior scientific knowledge. Using hypotheses and theories based upon a prevailing paradigm, evolutionary progress serves to *refine* the acceptance of existing hypotheses and theories, and therefore extends the lives of paradigms. The 2007 NSB report recognizes that the vast majority of research conducted in scientific laboratories around the world fosters evolutionary scientific progress.

*Revolutionary progress*, by contrast, takes place when scientific understanding advances dramatically, increasing the rate of discovery of new ideas, solutions and systems. The 2007 NSB report recognizes this phenomenon as "revolutionary" because it "transforms science by overthrowing entrenched paradigms and generating new ones." When this occurs, it is an opportunity for more rapid innovation and the most powerful economic development and growth.

Driving revolutionary progress is *transformative research*, a disruptive style of research. Transformative research is also widely viewed as key to the future of the U.S. continuing in its role as a leading global economic power.

The 2007 NSB report defines transformative research as “research driven by ideas that have the potential to radically change our understanding of an important existing scientific or engineering concept or leading to the creation of a new paradigm or field of science or engineering.” Transformative research aims to increase revolutionary discoveries through the application of unconventional or radical approaches to actual problems and scientific puzzles (NSB, 2007). The desired effect of transformative research is to create the conditions that will achieve the kinds of discoveries that yield the greatest returns (NAP, 2007).
For example, when scientists and engineers discovered a solution to the limit of transistors \(^1\) on an integrated circuit because of overheating, it enabled entrepreneurs to replace tape recorders with iPods, maps with global positioning systems, pay phones with cell phones, two-dimensional X-rays with three-dimensional CT scans, paperbacks with electronic books, slide rules with computers, and much more (NAP, 2010). Over time, this breakthrough innovation on an integrated circuit helped to create new industries and new infrastructure for the creation of new products.

Evolving in response to the requirements of transformative research was the phenomena of Cyberinfrastructure and e-Science. These government-funded initiatives — Cyberinfrastructure (NSF, 2007) in the U.S., and e-Science (Jankowski and Caldas, 2004) in the United Kingdom and European Union — share in common the notion of an advanced socio-technical substrate layer upon which transformative research can be enabled (Atkins et al, 2003). Moreover, they share a common vision of developing enabling infrastructure to support next-generation science, resulting in technological innovation and economic development.

The terms Cyberinfrastructure and e-Science emerged in the early 2000s to refer to a socio-technological infrastructure that integrated information and communications technologies (ICT) with human resources and organizations. This infrastructure was designed for the creation, dissemination and preservation of data, information and knowledge in the “digital age” (Atkins et al, 2003).

e-Infrastructure is yet another term that’s used in a similar manner as Cyberinfrastructure and e-Science, but with emphasis on the creation of national- or regional-scale infrastructures built upon existing ICT resources, such as national research and education networks, computing resources at supercomputing centers, data archives, etc.

---

e-Infrastructure is also referred to as “federated infrastructure” (e-IRGSP, 2005). Federated infrastructure normally refers to the sharing of resources owned and controlled by different organizations (including virtual organizations) that have agreed to federate. For example, in the U.S., Open Science Grid (OSG) users are able to share TeraGrid resources through an agreement implemented via a gateway system (Cummings et al, 2008). We found the term “e-Infrastructure” used mostly to describe Technological Infrastructure initiatives in Europe.

Separately and together, Cyberinfrastructure, e-Science and e-Infrastructure are viewed as investment worthy initiatives for those nations who wish to drive revolutionary scientific progress and stimulate national leadership in technological innovation, and economic development.

For example, in the U.S., investments in Cyberinfrastructure development initiatives approximate $3.35 billion in a period of 9 years.

We refer to e-Infrastructure development as a process, consisting of stimuli of ICT investments towards creating national- or regional-scale federated infrastructure, aimed at increasing revolutionary scientific progress.

We will refer to e-Infrastructure as an object, or artifact, that embodies national- or regional-scale federated infrastructure that is the result of an e-Infrastructure development process. For example, we would use the term e-Infrastructure to characterize the outcome of an initiative in Europe to develop a new national-scale infrastructure towards enhancing multidisciplinary comparative research. Similarly, we may use the term “cyberinfrastructure” to describe a comparable initiative in the U.S., because the use of these terms tend to be tied to national initiatives.

For the remainder of this chapter, we will subsume Cyberinfrastructure and e-Science terms under e-Infrastructure. The terms “e-Infrastructure”, “Cyberinfrastructure” and “e_Science” are given a more descriptive treatment in Chapter 2.
Since the Industrial Revolution, nations have gone through eras of development of various different infrastructures: railroads, telephone and telegraph networks, power and light networks, highway and public works systems, the Internet, among others. While these eras overlap, and the development of various infrastructures reinforce each other, they are often examined and described separately (Friedland, 1985). Infrastructure development of this type normally brings together public/private investments to stimulate growth and create demand that will, in turn, result in further accelerating growth.

Railroads, for example, profoundly affected the development of the U.S. as a nation during the 1850s, when the country was experiencing enormous geographic, demographic, social, and economic growth (Friedlander, 1985). Infrastructure development of a national railroad system leveraged public/private investments, and in so doing, became the dominant element of the national transportation system. It’s a tried and true pattern: Growth attracts investment that fuels demand that spurs more growth.

e-Infrastructure development is for a nation’s knowledge economy what infrastructure development was for an industrial economy (Atkins et al, 2003).

With investments in e-Infrastructure comes the expectation of high-risk, high-impact research, leading towards achievements of breakthrough discoveries (NSB, 2007; Atkins et al, 2003). The hope is that with these investments scientists will have access to new technologies and instruments that will lead to dramatic advances in scientific discovery (Bell et al, 2005; Anderson, 2003; NSF, 2007).

Capitalizing on such discoveries, nations would then be in a stronger position to compete and create opportunities for innovation. That’s the hope. However, whether e-Infrastructure development leads to revolutionary progress — whether the hope and promise will match real returns — remains uncertain.
1.2 What’s the Problem?

Based on literature and preliminary observation, there are two issues that call into question whether e-Infrastructure development will make, or is making, a transformative impact on scientific progress:

(1) There is currently a lack of knowledge about how the development of e-Infrastructure is impacting scientific discovery;
(2) We lack knowledge about how the problems and puzzles of a science discipline shape the development of e-Infrastructure, and conversely, how e-Infrastructure changes the problems and puzzles of a science discipline.

The first issue concerns return on investment. From a science policy perspective, nations are embarking in “transformative research” initiatives that supposedly introduce technology stimuli to science disciplines that hopefully may result in dramatic scientific progress. The U.S. National Science Board (NSB, 2007) made the following policy recommendation to the National Science Foundation:

“That NSF develop a distinct, Foundation-wide Transformative Research Initiative (TRI) distinguishable by its potential impact on prevailing paradigms and by the potential to create new fields of science, to develop new technologies, and to open new frontiers.”

From an infrastructure development perspective, nations are making investments in large-scale infrastructures with the hope of stimulating growth, achieving greater efficiencies and gaining a decent return in terms of scientific progress. In the case of e-Infrastructure development, the hope is to achieve scientific progress that results in breakthrough discoveries and innovations. However, it is not clear when or if these investments will result in moving scientific progress from mostly evolutionary to a revolutionary phase, where a nation could potentially achieve the greatest return.

Woolgar and Coopmans (2005) found that while much has been said about the likely effects of e-Infrastructures, not enough is known about their use and
effectiveness across science disciplines. Moreover, they emphasize that the nature and direction of change brought about by e-Infrastructures can be unpredictable. Woolgar’s and Coopmans’ argument is consistent with findings from information system (IS) researchers on the usability of advanced information technologies and user behavior (DeSanctis and Poole, 1994): “Actual behavior in the context of advanced technologies frequently differs from the intended impacts (Kiesler, 1986; Markus and Robey, 1988; Siegel, Dubrovsky, Kiesler and McGuire, 1986)."

The second issue looks at the phenomenon involving the interaction of two dynamic ecosystems: a science discipline and an e-Infrastructure. Imbalances could emerge as a result of the interactions between these two dynamic ecosystems. A science discipline is a dynamic ecosystem because it evolves as it works on its problems and puzzles (Graham et al, 2002). It also has a socio-technical infrastructure consisting of a community of scientists, knowledge and human resources (Kuhn, 1996; Graham et al, 2002).

We view e-Infrastructure as a dynamic environment because, on the one hand, it can emerge as part of a science discipline through the application of new instruments and technologies on problems and puzzles. For example, e-Infrastructure aims at providing scientists with a capability to resolve an anomaly between a hypothesis-driven experiment and empirical data. In this case, the e-Infrastructure we refer to comes from within science. On the other hand, e-Infrastructure can be introduced as a technology-led intervention, which potentially evolves into an imbalance in the discipline. Schroeder and Fry (2007) warn of potential imbalances occurring when social aspects of a science discipline are not taken into account in large-scale and complex technology-driven projects. Effects from interactions of a science discipline and e-Infrastructure — on both evolutionary and revolutionary progress — are not well understood.

In summary, we have raised two problematic issues concerning e-Infrastructures and their potential impact on science disciplines. While investments in e-Infrastructures continue to play a significant role as a stimulus towards increasing
transformative research, studies to understand the effectiveness of these investments are few or do not yet exist.

1.3 Objective of the Research

The primary objective of this study is to:

*Understand how the development of e-Infrastructure is impacting scientific discovery.*

The secondary objective of this study is to:

*Understand how the problems and puzzles of a science discipline shape the development of e-Infrastructure, and conversely, how e-Infrastructure influences the problems and puzzles of a science discipline.*

Both objectives are designed to provide insights and greater understanding into how the process of developing e-Infrastructure and the e-Infrastructure itself are impacting scientific progress. Moreover, we want to understand where e-Infrastructure development is paying off and providing gains in scientific discovery. For example, where have investments in e-Infrastructure development occurred that enabled scientists to fashion new problems and puzzles that provided gains in scientific discovery?

The impact of this study will be a contribution to an expansion of the body of knowledge from which stakeholders can draw, as they endeavor to make better-informed decisions about the requirements of e-Infrastructures and their potential for greater innovation and competitiveness than already experienced to date.

1.4 Research Questions

The primary research question is:

*How is the development of e-Infrastructure impacting scientific discovery?*

This is an exploratory research question that consists of three main components:
1. **The process of e-Infrastructure development:** What e-Infrastructure is, from its origins and concepts to properties, is an exploratory question. We will explain what e-Infrastructure is and its origin within a broader context, and then explain its role in the context of scientific progress over time.

2. **The e-Infrastructure itself:** The development of e-Infrastructure focuses our attention on investments and development involving e-Infrastructure in the context of stimulating scientific discovery.

3. **Its impact on scientific discovery:** Scientific discovery is a result that must occur within some context. The context we will explore is a particular science discipline, because a science discipline consists of knowledge and human resources, and embodies a creative ecosystem in which we can explore interactions between a science discipline and its components, and e-Infrastructure.

The primary research question leads to the following secondary research question.

**The secondary research question** is:

> How are the problems and puzzles of a science discipline shaping the development of e-Infrastructure, and conversely, how is e-Infrastructure changing the problems and puzzles of that science discipline?

The second research question concerns itself with the interactions between two dynamic environments: a science discipline and e-Infrastructure development.

A science discipline, as previously described, is based on knowledge and human resources, and a community of scientists. Our objective is to observe the effects of e-Infrastructure development on a science discipline, and vice versa, so that we may explain how they potentially mutually shape each other, based on empirical results.

Our inquiry will seek historical information to identify patterns and to piece together how e-Infrastructure development can be fashioned to achieve the most dramatic scientific progress. Answering this question will provide us with concepts and a conceptual framework to investigate the existing relationship between e-
Infrastructure development and a science discipline, and how their interaction can potentially lead to effecting dramatic improvements in scientific progress.

1.5 Significance of Increasing Understanding of e-Infrastructure Development and Its Impact on Scientific Progress

e-Infrastructures are an important phenomenon to understand, because e-Infrastructure development potentially could be a pathway for scientific progress and transformative ideas, as well as an investment opportunity for nations seeking to innovate and compete in a global marketplace. Paraphrasing Popper (1959, 1994) and Wagner (2002), it is important to increase our understanding about the effects of e-Infrastructure on the progress of scientific research because the types of progress can result in transformative changes to a nation’s economy.

In the U.S., the National Academies’ 2007 report, Rising Above the Gathering Storm, assessed innovation and competitiveness capabilities along three primary categories: human capital, knowledge capital, and a healthy creative innovation ecosystem.

**Human capital** is a resource that consists of an educated, innovative, motivated workforce (NAP, 2007). In a global economy, an educated workforce must also be globally competent. Globally competent scientists and engineers are those with the ability to frame scientific questions or problems, and to seek solutions with people who have perspectives different than their own (Kirk, 2007). Science disciplines are institutions that offer established ways of developing human capital. **Knowledge capital** is a resource that fuels the growth of business and creates the potential to spawn new industries (NAP, 2007). These industries, in turn, can provide rewarding employment opportunities towards economic development. **An innovation ecosystem** is an interconnected web of “knowledge-creating institutions,” conducting “basic research” or “applied research” to create knowledge. **Basic research** is aimed at original investigations for the advancement of scientific knowledge of the subject under study without specific commercial objectives (NSB, 2010). **Applied research** includes original research to increase knowledge, but it is
undertaken with the intent of commercial objectives (NSB, 2010). In an innovation ecosystem, knowledge-creating institutions form a web from interactions among inventors, technologists, entrepreneurs, world-class research universities, highly productive research and development (R&D) centers (both industrially and federally funded), a vibrant venture capital industry, and government funded basic research focused on areas of high potential (PCAST, 2004).

All of these factors — human and knowledge capital, the innovation ecosystem and knowledge-creating institutions — contribute to pushing scientific research forward. Yet there is another important argument why e-Infrastructure is so highly valued and seen as potentially transformative: Its ability to solve complex problems.

Complex problems, such as climate change, are beyond a single discipline’s domain of understanding. These problems demand cross-disciplinary knowledge and resources to increase understanding of the phenomenon. Complicating matters, pressures for solutions come from multiple sources, from political to business to social.

Grand challenge problems and puzzles at this scale of complexity can create a demand that attracts investors, scientists and engineers, from both private industry and government. E-Infrastructure development plays a key role in providing an ecosystem of human brainpower, knowledge and technological resources that potentially leads to dramatic improvements in scientific progress.

Conversely, it is important to understand how transformative research — a disruptive style of research aiming to achieve revolutionary discovery — is shaping human, knowledge, and technological resources that collectively form an e-Infrastructure.

At present, not enough is known about how investments in e-Infrastructure development influence transformative research, the engine of revolutionary scientific discovery. Nor is enough known about how the requirements of science disciplines change when problems and puzzles create a demand, influencing
investments designed to both fund and exert pressure on the e-Infrastructure to develop more powerful technologies and instrumentation. For example, the exploding data crisis in science and society is creating a demand for investments in innovative data management solutions (NSF, 2010). These investments could result in the creation of a new e-Infrastructure for science disciplines, such as cloud platforms, as a solution to the data management problem.

1.6 Relevance and Potential Contribution

The contribution of this proposed research is to increase understanding of the effects of ICT investment as stimuli towards e-Infrastructure development and how it potentially impacts scientific discovery. It will also contribute to an understanding of the requirements of a science discipline shaping the development of e-Infrastructure.

Scholarly research on infrastructure development draws on the works of Thomas Parke Hughes’ *Networks of Power* (1983), authored about the evolution of electric power as large technological systems (Bijker and Law, 1992; Coutard et al, 2004). The phenomenon of e-Infrastructure development, and in particular its relationship to scientific discovery, is not well understood due to a lack of scholarly research. This void of scholarly research is a new and emerging phenomenon. A qualitative study on this phenomenon has been proposed to explore the interactions between an e-Infrastructure development process and its impact on scientific progress.

By establishing a reciprocal link between scientific progress and e-Infrastructure development, evidence supporting a powerful set of concepts and tools would be provided to stakeholders, such as government funding agencies as well as prospective investors from private industries, with a potential of increasing scientific progress. Theory will be developed to better explain the impact of e-Infrastructure development programs, such as cyberinfrastructure and e-Science, on scientific progress.
1.7 Roadmap and Organization of this Thesis

Figure 1 below shows the organization of this dissertation.

Chapter 2 provides a review of the relevant literature that serves as the foundation and scaffolding of our theoretical framework. Included in this literature are the properties of a science discipline and e-Infrastructure. We will also construct an explanation of the mutual shaping that results in scientific progress that is transformative.

Based on the insights derived and the gaps revealed from the literature review, Chapter 3 explicates the theoretical underpinnings for the study, specifically, the concepts and theories upon which we construct an explanation of the properties of a science discipline, the properties of e-Infrastructure, and the relationship between them.
Chapter 4 integrates the concepts from Chapters 2 and 3 to construct a conceptual framework for the empirical inquiry. The conceptual framework constructed in Chapter 4 will provide a conceptual lens upon which we can focus on the effects of ICT investment as stimuli on the process of e-Infrastructure development to reveal information that will guide us towards answers to the research questions.

Chapter 5 elaborates upon the research design, providing a high-level description of the conceptual and empirical components, driven by the research questions.

Chapter 6 presents the empirical research methodology in detail, explicating the research approach, the multiple case study design, and the methods and procedures
used for data collection and analysis. Issues of research quality and validity are also discussed in this chapter.

**Chapters 7 through 9** contain the case studies that provided the empirical basis for this research. The conceptual framework in Chapter 4 provides the structure and analytical framework for Chapters 7 through 9.

Finally, **Chapter 10** consolidates the findings of the research, provides answers to the research questions, discusses the contributions of the research, and provides directions for future research.
Chapter II Theory Construction: Literature Review

2. Literature Review

Chapter 2 is a review of the literature on concepts — and relations between concepts — that will help us gain understanding about the phenomenon we’re studying. We will review the literature and identify its relevance to our research questions. To set the stage for the research of this study, Chapter 1 defined the research questions. Those questions provided the context for selecting the literature that best answers them.

<table>
<thead>
<tr>
<th>Research Questions:</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Primary Research Question:</strong></td>
<td>How is the development of e-Infrastructure impacting scientific discovery?</td>
</tr>
<tr>
<td><strong>Secondary Research Question:</strong></td>
<td>How are the problems and puzzles of a science discipline shaping the development of e-Infrastructure, and conversely, how is e-Infrastructure changing the problems and puzzles of science discipline?</td>
</tr>
</tbody>
</table>

Table 1 Research Questions

Chapter 2 helps us focus in on identifying literature to better understand the phenomenon of e-Infrastructure development, and its perceived impact of stimulating dramatic increases in scientific discovery. The literature examined in Chapter 3 will present theories supporting the answer.

It is important to clarify the difference between the literature presented and examined in Chapter 2 and Chapter 3. Steered by these research questions, the literature examined in Chapter 2 explicates the research problem, the lack of understanding about the phenomenon of e-Infrastructure development and its impact on scientific discovery. On the other hand, the literature examined in Chapter 3 presents theories that will support the proposed solution to answer the
research questions. Chapters 2 and 3 combined provide an interconnection between
the research questions and which literature to review to illuminate the research
problem, and also concepts from theories that will lead to answers of the research
questions (Maxwell, 2005). At the end of Chapters 2 and 3, we will identify the
major streams of the literature and summarize each of the topics of the literature
review into a single integrated idea.

Our initial step towards explicating the research problem is to make sense of the
components of our primary research question: the process of e-Infrastructure
development, e-Infrastructure itself, and its impact on scientific discovery. The
concept of e-Infrastructure and e-Infrastructure development are nascent, such that
scholarly research examining the link between e-Infrastructure development and
scientific progress is almost nonexistent. In Chapter 2, we will draw upon literature
from the following scholars and researchers to help us illuminate concepts and
patterns on e-Infrastructure and a science discipline:

**Thomas Parks Hughes**

Thomas Parks Hughes, author of *Networks of Power* (1983), proposed a model
explaining the evolution of electric power. Hughes’ theory is based on an
evolutionary model of large complex technological systems. He characterized
large technological systems as constructed in a social context, such that there is
interaction with a social system (Hughes, 1987). Hughes’ model of
infrastructure development has been adapted and extended by historians and
sociologists studying the development of infrastructure (Bijker and Law, 1992;
Braun and Joerges, 1994; Coutard, 1999; Coutard et al., 2004; La Porte, 1991;
Mayntz and Hughes, 1988; Bijker et al., 1987; Kaijser et al., 1995; Summerton,
1994).

**Star and Ruhleder**

A second stream of foundational literature on infrastructure development
draws on the work of Star and Ruhleder (1995). They conceptualized
infrastructure as “something that emerges for people in practice, connected to activities and structures.”

To inform this research and answer the primary research question, we will draw from Star’s and Ruhleder’s concepts of infrastructure as a substrate and as relational, in particular those concepts that transfer to infrastructure development.

The theoretical grounding to guide our answer will be completed in Chapter 3, where Star and Ruhleder’s theory of infrastructure as relational emerges as a result of activities and practices performed by people grounded in Adaptive Structuration Theory (Desanctis and Poole, 1994; Giddens, 1984). We shall borrow concepts of co-evolution theory (Erlich and Raven, 1964; Thompson, 1994) and Adaptive Structuration Theory (DeSanctis and Poole, 1994) to guide us in creating a conceptual framework for examining the interactions between a science discipline and the process of e-Infrastructure development.

Concepts and properties of evolutionary and revolutionary scientific progress are present in the sociology and philosophy of science literature (Kuhn, 1996; Popper, 1961 and 1994).

**Kuhn**

In the second half of Chapter 2, we will discuss Thomas Kuhn who, in his revolutionary work *The Structure of Scientific Revolutions* (1996), characterized the practice of science as undergoing “paradigm shifts,” instead of progressing in a linear accumulation of knowledge. Centered on the role of a paradigm in a scientific community, he introduced terminology for “normal (evolutionary) science,” referring to progress that is more precise or better articulated about an accepted paradigm; and “revolutionary science,” referring to progress that potentially transforms a science and its community with the reception of a new paradigm.
Popper

In Chapter 2, we will review the work of Karl Popper (1961). Scientific progress supported by empirical results was greatly influenced by his work (1961, 1963). Popper revolutionized the classical scientific method based on observation and induction with empirical falsification, also known as “Critical Rationalism,” which advocated framing experiments with a falsifiable hypothesis. Hypothesis testing became a central part of experimental design and the scientific method, also referred to as hypothesis-driven science (O’Malley et al, 2009).

To explicate the concept of scientific discovery, and in particular, in the context of transformative research, we will review reports and contemporary literature on scientific progress emphasizing support for the use of radical and high-risk approaches (NSB; DoD; NAP, 2007). Scholarly literature on scientific practices describes the approaches of inquiry used by scientific communities to conduct empirical research. A review of the literature on scientific practices, and their evolution, has the potential to inform this research on changes in a science discipline. The literature also helps to determine if the progress achieved was evolutionary or revolutionary, and what factors were important in driving that progress.

2.1 e-Infrastructure Development

In the exploration of our primary research question, we will first establish what e-Infrastructure is and its origin in a broader context.

e-Infrastructure is a new concept that has been appearing in reports and literature within the past eight years. e-Infrastructure has been referred to in different contexts as providing a substrate to develop e-Government, e-Business (Yu et al, 2005), and e-Science strategies (Fox, 2003; Hey and Trefethen, 2003). In the context of science, e-Infrastructure has been used as shorthand for “e-Science infrastructure” (Riedel et al, 2009; Voss et al, 2007b).
The term “e-Infrastructure” was adopted by the European Commission for its programs to develop next-generation ICT-based technologies in support of European science focused on innovation and economic development (e-IRG, 2007). Similarly, in the U.S., the National Science Foundation established the term “cyberinfrastructure” (Atkins et al, 2003), and in the U.K., the Office of Science and Technology established the term “e-Science” (Hey and Trefethen, 2002).

The U.S. National Science Foundation characterizes Cyberinfrastructure along the following four categories: (1) High-performance Computing (HPC); (2) Data, Data Analysis and Visualization; (3) Virtual Organizations for Distributed Communities; and (4) Learning and Workforce Development (NSF, 2007).

The National e-Science Centre2 (NESC) in the U.K. refers to e-Science as “large-scale science that is increasingly carried out through distributed global collaborations.” Similar to the Cyberinfrastructure, e-science requires access to very large data collections, very large scale computing resources, dedicated databases and data storage, high-performance visualization back to the individual user scientists, and easy access to expensive remote facilities. Training outreach and education3 is also a component of the U.K. e-science initiative.

The e-Infrastructures Roadmap document refers to e-Infrastructure as “the new generation of ICT-based Research Infrastructure in Europe (e-IRG, 2005).” This document describes e-Infrastructure along three main components: (1) Networking Infrastructures that deliver physical connections for the e-Infrastructure; (2) Middleware and Virtual Organizations that connect distributed resources and stimulate new processes altering the way organizations work; and (3) Resources of various types: physical facilities, technologies and instrumentation (e.g. telescopes, satellites, special physics equipment, weather balloons, lasers, spectrometers, and large sensor networks) that is of interest to scientists and how they practice science.

2 http://www.nesc.ac.uk/nesc/define.html
3 http://www.nesc.ac.uk/training/
Scholarly literature on these three terms, while limited, characterizes the development of e-Infrastructure as orchestrating a confluence of social and technological activities and artifacts into a “socio-technical arrangement” (Edwards et al, 2007; VOSS, 2009; Bani Mohammed et al, 2010). Some of the elements comprising this “socio-technical arrangement” include services and processes, technological resources, stakeholders of problem domains, organizational practices and social norms, and virtual communities.

Let’s explore each of these elements in more detail:

**Services and Processes:**

A set of services and processes enables scientists to focus on doing science instead of concerning themselves with the heterogeneity and complexities of technological systems. For many years, scientists exchanged information using email, file transfer tools, and other tools made possible by distributed communication networks. Advancements in distributed high-performance computing, such as grid computing (Foster and Kesselman; Hey et al, 2005), Web services (Atkinson et al) and service-oriented architectures for science (Foster, 2005) have abstracted the heterogeneous characteristics of technological systems into a service layer, enabling researchers to collaborate around data, workflows, and resources across time and space in unprecedented ways (VOSS, 2009).

Foster (2005) classifies the service layer as domain-specific services and domain-independent services. Domain-specific services refer to content, such as data, software and processes specific to the practice of science towards knowledge creation. Domain-independent services refer to functions needed to operate and manage domain-specific services. Resources that are domain-independent can be shared across multiple domains (Foster, 2005). An example to clarify the difference between the two is in the context of data collection involving the use of scientific instruments, such as a telescope, a particle accelerator, a remote-sensing network, etc. The domain-specific service layer enables a scientist to develop a prescription,
in the form of a programming language that is executed as a workflow and produces results requested by that scientist.

**Technological Resources:**

Technological resources refer to computing and information processing services built upon distributed high performance computation and ICT-based systems, such as the grid and service-oriented architectures. They create a substrate to support domain-specific and domain-independent services (Foster, 2005), operable through a collective of tools, facilities and digital resources. Technological resources include physical resources — networks, storage systems, computers, etc. — needed for remote scientific instrumentation (e.g., telescopes, microscopes or DNA sequencers), federated databases (content), and advanced simulation and visualization environments (computation) (Bani Mohammed et al, 2010, VOSS, 2009).

The concept of “separation of concern” is present in the interaction between Services and Processes, and Technological Resources (Stohr and Zhao, 2001). The presence of a Separation of Concern fosters specialization, and creates the conditions for a demarcation between domain-specific and domain-independent services.

**Stakeholders of Problem Domains:**

Stakeholders of problem domains refer to the variety of people and/or organizations with specific expertise to solve problems or discontinuities in the evolution of an e-Infrastructure. Problems whose solution is required for the e-Infrastructure to continue evolving are often referred to as “reverse salients.” Reverse salients can be both technological and social. Social reverse salients can range from legal, political, cultural, governance issues, etc. (Edwards et al, 2007). A federal funding agency is a stakeholder by providing funding to conduct R&D to develop a prototype, for example. A financial firm is a stakeholder by providing funding to develop a prototype into a commercial product. Once the e-
Infrastructure stabilizes or evolves to its next stage, stakeholders of problem domains typically move on; therefore, their relationship with the e-Infrastructure development is normally temporary (Hughes, 1987).

**Organizational Practices and Social Norms:**

Organizational practices and social norms refer to the social and cultural characteristics of a community of scientific practice, which collectively provides a basis for the conduct of scientific work conducted at a distance (Edwards et al, 2007). A scientific community of practice engages an e-Infrastructure through its practices and norms, shaping and growing the e-Infrastructure by drawing in new communities, each with its distinctive norms and practices (Edwards et al, 2007).

**Virtual Communities:**

Virtual communities refer to a community of scientists whose members and resources may be dispersed geographically, yet are able to function as a coherent and coordinated unit. They are able to conduct advanced scientific collaborations, supported through the use of an e-Infrastructure (VOSS, 2009, Bany Mohammed, 2010).

At this point, we would like to refer to e-Infrastructure as a socio-technological arrangement, consisting of two dimensions: a technological dimension and a socio-organizational dimension.

The technological dimension includes physical resources, such as computers, networks, storage, and measuring instrumentation (e.g., telescopes, microscopes, environmental sensors, etc.). This dimension creates a substrate to support domain-specific and domain-independent services operable through a collective of tools and interfaces, and a set of processes and services that provide scientists the means to conduct their work around data, workflows, and resources across time and space.
The socio-organizational dimension consists of processes, stakeholders of problem domains, practices and norms from a variety of organizations and communities.

Collectively, these socio-organizational and technological dimensions support the use of an e-Infrastructure and the formation of virtual communities conducting advanced scientific collaborations.

### 2.1.1 Infrastructure

The term “infrastructure” is used in many contexts and is often used as a noun, and preceded with a qualifier (e.g., highway infrastructure, telecommunications infrastructure, information infrastructure, etc.). Infrastructure consists of heterogeneous interacting artifacts (explained later), which must be adapted to work together or interoperate to exchange information (Law, 1987).

While scholarly literature on infrastructure development is well recognized in communities of social sciences, history, information sciences, engineering sciences, among others, the extent of scholarly literature on e-Infrastructure is limited. E-Infrastructure development can be interpreted as an enhancement of the larger phenomenon of infrastructure development (Bani Mohammed et al, 2010).

Our discussion will build upon the foundational concepts of infrastructure developed by Hughes (1983, 1987), Star and Ruhleder (1995) and Edwards et al (2007). To establish an understanding of the origins of the concepts of infrastructure, we shall start our discussion with Thomas Park Hughes and his explanation of infrastructure development in the context of Large Technological Systems (LTS). Hughes’ concepts have been adapted and extended to understand LTS, including telephone, railroads, air traffic control, and other major infrastructure (Bijker et al, 1987; others). We will follow Hughes with Star and Ruhledher (1995) and their theoretical perspective on infrastructure development. Lastly, we include the recent work by Edwards et al (2007) that establishes linkages between infrastructure and cyberinfrastructure.
We shall build upon these scholars’ work to construct our conceptual framework for e-Infrastructure development and its relationship to a science discipline.

2.1.1.1 **Artifacts**

Artifacts are an integral part of infrastructure development. The social constructivism perspective, interpreted by Law (1994), states “artifacts are constructions of individuals or collectives that belong to social groups.” Similarly, Herbert Simon (2001), in his work on the Science of the Artificial, describes artifacts as “human constructions, adaptable to human goals and purposes.”

Artifacts can be fashioned as part of a socio-technical arrangement to develop infrastructure. Our description of artifacts comes from two sources: the theory of social constructivism (Pinch and Bijker, 1994; Law, 1994), and the theory of large technological systems (Hughes, 1994).

Artifacts become assimilated into a network as they interact with other artifacts and factors that shape them (Law, 1994). Adaptation occurs as artifacts get assimilated into a network.

Our use of the term “network” is both technological and social, meaning that a network works as a “constraint system” to stabilize artifacts in place. Through adaptation, artifacts are fashioned into the environment (becoming more fit). Adaptation is a result of the artifact becoming part of or being embedded into an infrastructure.

Hughes classified problem-solving components as either physical or non-physical artifacts, interacting with other artifacts, all of which directly or indirectly contribute to the goals of a Large Technical System (Hughes, 1984). He defined this classification of physical and non-physical artifacts, because his insight allowed him to perceive a continuum of potential artifacts that were socially constructed and could be adapted to function in a dynamic environment.
Law (1994) characterized artifacts as being shaped by social, economic, political, scientific, and other factors, which become interrelated over time through negotiation and controversy.

From this discussion, we adopt the classification of hard and soft artifacts. This classification is consistent with Hughes’ classification of physical and non-physical artifacts, as well as the notion of a continuum of artifacts, both technologically and socially constructed. Our use of the terms hard and soft artifacts includes both the denotative (explicit) and connotative (implicit) properties of physical and non-physical artifacts. But it also includes an intuitive property by which to articulate a more precise explanation of the infrastructure development.

The intuitive property we refer to is the tendency of some artifacts to initially be characterized as soft artifacts when they are nascent, ill defined or fuzzy. As these artifacts evolve through improvement, better articulation, and elimination of sub-optimal traits, they harden, becoming more reliable, predictable and established within their environment. An example is the evolution of software running on a general-purpose system (in a test-bed environment) while its source code is unstable and changing frequently, as opposed to that software being casted onto a chip and the code sufficiently hardened where it can execute predictably.

2.1.1.2 **Hard and Soft Infrastructures**

In the context of Large Technological Systems (Hughes, 1987), hard infrastructure refers to technological structures, such as transportation systems, water supply systems, electrical power systems, telecommunications systems, etc., that support the development of a society. This type of infrastructure is also referred to as “hard infrastructure” because the elements of the infrastructure are physical, they consist of technological systems that are interconnected, owned and operated by public and private organizations, forming inter-networks and webs that support loosely-coupled coordination among the elements of the infrastructure (Edwards et al, 2007).
On the other hand, **soft infrastructure** refers to a body of rules or norms, such as the policies, laws, cultural and social standards, etc. of a nation, a community, or an enterprise (Niskanen, 1991). Soft infrastructure can include physical assets that are elements of an institutional infrastructure, such as a financial system, a government or law enforcement system, etc.

For the purpose of this study, the classifications of hard and soft infrastructures provide an array of categories that will help us order different types of infrastructure of science. This notion of hard and soft infrastructures, and their use will be detailed further in Chapter 4 — Conceptual Framework.

### 2.1.1.3 Concepts and Patterns of Infrastructure Development

Having laid some groundwork about artifacts in the previous section, let us now study more closely the concepts and patterns that lead to the development of infrastructure. We will start with Thomas Hughes (1987, 1994), whose classic work identified patterns in the evolution of large technological systems. This will be followed by the work of Star and Ruhleder (1995), both of whom brought concepts of infrastructure as a substrate and possessed relational characteristics. Finally, we discuss the more recent work of Edwards et al (2007), where they build upon Hughes, Star and Ruhleder, and further introduce new concepts towards increasing understanding of Cyberinfrastructure.

#### 2.1.1.3.1 Large Technological Systems:

Thomas Park Hughes (1994) developed the concept of Large Technological Systems (LTS) to explain the evolution of national electric power grids, the telephone system, and other complex technological structures. Hughes characterized LTS as “being constructed over time and growing organically, containing messy, complex, problem-solving components.” Hughes (1987, 1994) theorized that these large and complex technological systems exhibit patterns as they evolve. LTS can expand and contract as they evolve. Hughes explained that engineers, financial investors, government officials and other participating parties shape the development of LTS.
during the invention and development phases by solving critical problems of a social-technical nature (Hughes, 1987).

**Locally Constructed Technological System of Functioning Artifacts:**
Infrastructure development normally starts as a *locally constructed activity* (Hughes, 1987; Edwards et al, 2007), consisting of both hard and soft artifacts being locally constructed. As a local activity, infrastructure development is normally under the control of a single organization. For example, consider the evolution of grid computing (Foster and Kesselman, 1999). Grids emerged from local projects, typically funded through grants, to create local low-cost clusters of computational nodes that attempt solutions to complex problems (Bohannon, 2005). This class of complex problems would normally require the use of a super computer. However, the high cost of super computer cycles and lack of availability made it impractical.

**Transfer of Technological System to Another Environment:**
Infrastructure formation becomes active when the artifacts of the local activity (both hard and soft infrastructures) are then *transferred* from one environment to another. This applies not only to technologies in the form of physical objects, but also to transferable organizational components such as parts of a company/institution, or the entire organization (Hughes, 1987). In the new environment, artifacts (hard and soft) experience pressures, placed upon them from technological, social, political, legal, economic, and other variations.

**Adaptation to Variations in a New Environment:**
Artifacts of the infrastructure adjust to their new conditions and requirements. This is known as *adaptation* (Law, 1994; Edwards et al, 2007). Patterns of adaptation can be observed in our grid computing evolution example (Foster and Kesselman, 2004). Successful adaptation of cluster computing in a location eventually lead to the transfer of these clusters to other locations. These locations were interconnected across wide-area networks, eventually becoming part of the Internet. Resource sharing became one of the early challenges that exerted
pressures on cluster computing communities to join a larger grid computing community (Casanova, 2002).

Edwards et al (2007) extend Hughes’ theory of evolution of LTS to explain infrastructure development. They define infrastructure as “networks or webs that enable locally controlled and maintained systems to interoperate more or less seamlessly.” Consistent with Hughes (1983, 1987), they recognize that infrastructures can start as systems of hard and soft artifacts, local to a geographic area, centrally controlled, and often with homogeneous characteristics. As they evolve they adapt, becoming more fit, and interoperating with heterogeneous artifacts. They grow from local to regional networks, potentially becoming globally distributed inter-networks, shedding characteristics of centralized control, and replacing them with coordination and decentralized control (Edwards et al, 2007).

**Gateways:**

Interconnecting heterogeneous islands of infrastructures can be achieved with *gateways* — tailored artifacts, designed to link heterogeneous systems and infrastructure (Edwards et al, 2007).

Gateways are used to solve the heterogeneity problems with islands of infrastructure that may exist as incompatible clusters of computers or grids. While gateways are often understood as technological (hard artifact) solutions, they more accurately represent social choices (a set of compromises) combined with a technological solution (Edwards et al, 2007). The resulting standard is an artifact that enables the interoperation of two or more incompatible infrastructures.

**Reverse Salients:**

As infrastructures are interconnected through networks, parts of the infrastructure can fall out of phase with others, causing problems and anomalies to develop (Hughes, 1987; Edwards et al, 2007). Unresolved anomalies that attract a locus of intense research and engineering efforts from multiple groups of experts are called *reverse salients.*
The concept of reverse salients is defined in military contexts as points where an advancing front is held back (Edwards et al, 2007). Hughes (1987) referred to reverse salients during conditions in LTS where change among components vary at different rates. “Components falling behind or out of phase with others result in a constraint in growth.” For example, in electrical power systems, Hughes (1987) cites that local power systems experienced reverse salients in the form of failures when trying to satisfy growing electricity demands.

Solutions to reverse salients can involve subject matter experts from various disciplines depending on the changes or pressures made to the infrastructure or its components. This involvement can cause the developing infrastructure or component to go out of phase (Hughes, 1987). A *technological solution* would be appropriate to resolve a reverse salient if the characteristics of a component had been changed for the purpose of achieving a result, such as increasing efficiency of a technology resource, as in a cluster of processors. Other technology components may need to have their characteristics adjusted so that they too can operate at an efficient level with the cluster of processors (Hughes, 1987).

A *different organizational form* might, however, be a more appropriate solution for a reverse salient occurring in the development of a discipline or an industry (Hughes, 1987). For example, the U.S. high-energy physics community realized inefficiencies and inequalities in researchers having access to computational resources. As a result, a digital divide phenomenon occurred in the community. A solution to this reverse salient was to create a national organization in order to facilitate access and sharing of resources among physicists and their institutions.

Reverse salients often emerge as a result of change and, therefore, attract problem solvers with specific expertise. Hughes (1987) defined these reverse salients as a set of critical problems. If the reverse salient is classified organizational or financial, a solution could come from stakeholders with specific expertise in financial industries (Hughes, 1987). For example, elite universities in the U.S. had the
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privilege of owning a telescope to attract faculty and graduate students in order to conduct research under the auspices of a world-class astronomy program. Pressures for the science of astronomy to evolve created reverse salients that were both organizational and financial. As a result, the universities came together to create a national organization, with the support of the National Science Foundation, to fund and operate telescopes at a national and international level (Kennedy interview, 2007).

**Reverse Salients and Anomalies Comparison:** Hughes (1987) theorized that in each stage of growth of a LTS, reverse salients emerge and are detected as a set of problems with definable characteristics. These reverse salients would then attract appropriate types of problem solvers. Issues that could not be solved within the context of a socio-technological system, such as a LTS, were classified as anomalies by Hughes (1987) and Constant (1980). Anomalies emerge out of these reverse salients. Unresolved anomalies in reverse salients can lead to a solution that involves the introduction of a new and competing socio-technical system (Hughes, 1987) that replaces the established system. For example, DC-powered lighting systems in the 1880s, developed by Edison, failed to solve a reverse salient, which eventually led inventors and engineers to develop an AC-powered lighting system (Hughes, 1987). By the 1890s, a gateway device was invented to interconnect the heterogeneous DC- and AC-powered lighting systems (Hughes, 1987).

Solutions to reverse salients need not be technological (hard artifacts). Edwards et al (2007) point out that some important reverse salient solutions have been legal, political, social and cultural artifacts constructed as attempted solutions to problems. Edwards et al (2007) describes the following examples as reserve salient solutions relevant to Cyberinfrastructure: “(a) generating metadata; (b) techniques for federating databases held at multiple institutions using different equipment and data formats; (c) domain specific data sharing and publication cultures; etc.”

**Path Dependence**

Another pattern of infrastructure development we recognize from Hughes (1987) is *path dependence*. Path dependence can be reached when infrastructure
momentum builds past a certain point and achieves sustainability (Hughes, 1987; Edwards et al, 2007). The term “path dependence” is also used to refer to the “lock-in” effects that result from choices between competing technologies (Edwards et al, 2007). For example, the choice of an inferior technology over a superior one — as in the case of VHS over Betamax video — occurred because of widespread adoption of the former.

Technological change builds upon the achievements of path dependent technology (Edwards et al, 2007). New technologies put pressures on existing path dependent technologies to increase widespread adoption. Older technologies are eliminated in favor of new technologies that can replace them and provide solutions or new capabilities. Inevitably, new technologies achieve path dependency when they reach a tipping point of widespread adoption, whereby choosing an alternative technology becomes too costly, not only financially, but also in time, effort to retrain and retool (Edwards et al, 2007).

In summary, Hughes recognized the following patterns in the development of infrastructure: (1) A locally constructed technological system of functioning artifacts; (2) The transfer of one technological system to another environment; (3) The adaptation to variations in a new environment; (4) Gateways; (5) Reverse salients; and (6) Path dependence.

2.1.1.3.2 Substrate and Relational Properties of Infrastructure
Star and Ruhleder (1995) theorized infrastructure as both substrate and as relational, conceptualizing the notion of layers in the relation between the substrate and the practices and artifacts it supports. Star’s and Ruhleder’s contribution on defining infrastructure was based on a study of a scientific collaboratory — a geographically distributed social-technological system, supporting digital communication and a scientific publishing (Star and Ruhleder, 1995).

Star and Ruhleder (1995) used metaphors to convey their images of infrastructure as a substrate; e.g., “something upon which something else ‘runs’ or ‘operates,’ such as a system of railroad tracks upon which rail cars run.” They interpret the
metaphor of infrastructure as a substrate as “something that is built and maintained, and which then sinks into an invisible background”; in other words, it becomes “transparent.”

Star and Ruhleder (1995) explain infrastructure as relational with the following metaphor: “A cook considers the water system a piece of working infrastructure integral to cooking dinner (organized practice); for the city planner, it becomes a variable in a complex equation.”

We argue that the notion of layers is important towards increasing our understanding of the relationship between a science discipline and e-Infrastructure development for the following reason:

- The presence of a substrate (support layers) is a result of conditions and structures for the creation of artifacts from what was created before.

Artifacts are created by harnessing the effects of phenomena, as well as by adapting extant artifacts to create new artifacts (DeSanctis and Poole, 1994; Simon, 1994; Arthur, 2009). Artifacts used to create other artifacts are called “supporting” or “component” artifacts (Arthur, 2009).

2.1.1.3.3 Domains
Artifacts that are constructed around a family of phenomena or effects share a common purpose or form subcomponents of useful combinations and tend to form clusters of artifacts (Arthur, 2009). For example, in genomics, methods used for DNA purification, DNA amplification, sequencing, etc. form a cluster of subcomponent artifacts, which can be used as building blocks to create new forms of artifacts (Arthur, 2009). Arthur (2009) refers to these clusters of artifacts as “domains.” A domain is any cluster of component artifacts selected in order to form an instrument or method (Arthur, 2009). In addition to the component artifacts, a domain embodies practices and knowledge. Hughes (1987) made a similar observation involving patents, explaining that patents (component artifacts) tend to
cluster around problem areas. Selected along with its component artifacts, domains and component artifacts can collectively give rise to the formation of a substrate.

Why is domaining important? Domaining, either by design or through an evolutionary process, is important because when it occurs, there is the potential for transformational change. In the case of domaining by design, component artifacts and methods are selected to serve a particular purpose. For example, before the arrival of digital technologies, astronomers observed the sky using a methodology called "classical observing," where they worked with a physical telescope to make observations of the sky. When data mining methods became widely available as a technology, the astronomy discipline created a new domain for detecting celestial objects, based on the mining of historical data.

In scientific practice, domaining occurs when anomalous data is not being resolved by the prevailing paradigm. As previously discussed (Kuhn, 1996; Graham et al, 2002), scientists develop new methods, enhancing their instrumentation or creating new ones, to eventually resolve an anomaly. This process can result in establishing a domain, consisting of new artifacts, principles and methods, all of which collectively solve the anomalous data problem.

The concept of domaining could be important when we are looking for patterns of infrastructure development. Domaining can guide us in recognizing which domains’ artifacts were drawn to form an infrastructure.

2.1.2 Summary: e-Infrastructure Development

In summary, we presented concepts by Hughes (1987), Star and Ruhleder (1994), and Edwards et al (2007), in order to lay the groundwork to construct an understanding of concepts and patterns of infrastructure development.

We discussed Hughes' concepts in the context of the construction of large technological systems. Star and Ruhleder (1994) broadened our understanding of infrastructure in two ways: first, infrastructure as a substrate, working as a support structure for something else; and second, infrastructure as relational, with respect to its use or purpose. Edwards et al (2007) broadened Hughes', Star's and
Ruhleder's ideas in the context of the cyberinfrastructure phenomena by further articulating that infrastructures grow as local and regional networks, and potentially into larger more globally distributed inter-networks, shedding characteristics of centralized control, replaced by coordination and decentralized control.

Table 2 below lists these concepts and patterns, and provides a summarized description of their properties. We shall refer to them as the Concepts and Patterns of Infrastructure Development.

<table>
<thead>
<tr>
<th>Infrastructure Development Patterns and Concepts</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Locally Constructed</td>
<td>Infrastructure development normally starts as a locally constructed activity</td>
</tr>
<tr>
<td>Transfer and Growth of Socio-technical System</td>
<td>Successful locally-constructed socio-technical system (infrastructure) is transferred to a new environment</td>
</tr>
<tr>
<td>Adaptation</td>
<td>Artifacts of an infrastructure adapt to their new conditions and requirements</td>
</tr>
<tr>
<td>Gateways</td>
<td>Tailored artifacts designed to link heterogeneous systems and infrastructure</td>
</tr>
<tr>
<td>Reverse Salient</td>
<td>Condition that arises when parts of an infrastructure fall out of phase with other parts or components</td>
</tr>
<tr>
<td>Path Dependence</td>
<td>A state of infrastructure development where sustainability and widespread adoption is achieved to an extent where an alternative is too costly</td>
</tr>
<tr>
<td>Domaining</td>
<td>A clustering of component artifacts selected to tailor a solution to a problem domain</td>
</tr>
<tr>
<td>Substrate</td>
<td>A layer providing support for artifacts or another layer</td>
</tr>
<tr>
<td>Relational</td>
<td>Property of infrastructure based upon use or purpose.</td>
</tr>
</tbody>
</table>

Table 2 Concepts and Patterns of Infrastructure Development

Coming back to e-Infrastructure as a socio-technical arrangement, our intention at this point is to use the concepts and patterns of infrastructure development (Table
2) along with our conceptual framework (Chapter 4) to identify and describe events, conditions, or changes in categories represented in our conceptual framework that are the result of e-Infrastructure development.

In the next section, we will examine literature on the concepts and properties of a science discipline, so we can then develop a conceptual framework by which to study the interactions between e-Infrastructure development and a science discipline.

2.2 Science Discipline: Properties and Concepts

To answer our research questions, we need to understand what e-Infrastructure development is interacting with, before we can understand its affect on scientific progress. To achieve this understanding, our focus will be on a science discipline. We argue that a science discipline consists of knowledge and human resources, and is a knowledge-creating ecosystem. While this might appear to be a plausible argument, we have not yet grounded it in accepted literature.

To explain what constitutes a scientific discipline, we will start with concepts from Kuhn (1996) and Popper (1959, 1994). It is our belief that a science discipline evolves. Both Kuhn (1996) and Popper (1994) believed this as well and explained how science can evolve, using aspects of Darwin's evolutionary theory (1859). Kuhn's (1996) explanation of the evolution of a science discipline as overlapping periods of “normal science,” “extraordinary science,” “paradigm shift,” “revolution,” and then back to “normal science,” will serve as a guide by which we can understand how e-Infrastructure development is changing as a science discipline. Popper's (1994) falsifiability theory and hypotheses complements Kuhn's theories. Our belief is that they will guide us and provide insights into seeing how e-Infrastructure development could be a factor in changing a science discipline.

As we will explain in more detail later, our approach to enhancing understanding of how e-Infrastructure development is affecting scientific progress is to construct a theory about the co-evolutionary relationship between a science discipline and e-
Infrastructure. This theory will be grounded on the work of Kuhn, Popper and others in the field of philosophy and sociology of science.

Based on Kuhn (1996), our preliminary definition of a science discipline consists of the following properties: (a) is a particular community of scientists; (b) has problems and puzzles that its members work on; (c) has a methodology; (d) has resources that consists of knowledge and human resources. The sections that follow elaborate on these properties and how they collectively constitute a science discipline.

2.2.1 Community of Scientists

Kuhn (1996) refers to a “particular scientific community” that practices research as being defined by its problems and puzzles, which are grounded upon one or more scientific achievements. A community of science builds upon its scientific achievements, which over time accumulate as the scientific community’s body of knowledge accumulates. (Kuhn, 1996). Popper (1959, 1963) further characterized accumulated scientific knowledge as being built upon direct observation, and then synthesized and shaped over time with questions and hypotheses. A scientific community practices its science from an agreed upon set of paradigms (Kuhn, 1996). Briefly, a paradigm provides a framework that “defines the legitimate problems and methods of a research field (Kuhn, 1996).” Paradigms serve to unify a community of scientists. Kuhn (1996) explains that during a pre-paradigm period there is much debate⁵ that occurs over “legitimate methods, problems, and standards of solution.” Scientific communities debate to build consensus in the community towards adoption of a paradigm (Kuhn, 1996). Paradigms will be discussed more in depth in the next section titled “Methodology.”

A community of scientists is not only defined by the scientists who are its members, but by what they are doing — their practice (Wenger, 2002). Practice in a

⁵ Even after a paradigm is adopted, debates might subside, but they do not completely stop. Debates intensify among community members when paradigms are under pressure from experimental results not resolving with the community’s hypotheses (Kuhn, 1996).
community of scientists exists because scientists are engaged in actions whose meanings they negotiate with one another (Wenger, 2002). Actions refer to the work, negotiations and debates among community members about problems and puzzles they mutually recognize as important. Wenger (2002) classifies this property of a community practice as the mutual engagement of its participants.

A community of scientists is composed of people who have been educated to work on the community's problems and puzzles. A community aims to attract members through recognition from other communities of its achievements in solving problems and puzzles. Popper (1994) explains that for scientists, the motivation for doing science in a particular community comes from identification of problems, and challenges of puzzles. This motivation stems from their “amazement about something that may be quite ordinary in itself, but becomes a problem or a source of amazement for scientific thinkers.” Kuhn (1996) explained that scientists will join another community because the achievements of the other community are recognized as sufficiently unprecedented, and because it offers scientists the opportunity to solve a puzzle that no one has solved before or solved as well.

Similar to a community of practice, a community of scientists is engaged in the generative process of producing its own future (Lave et al, 1991). Kuhn (1996), in his essay on the practice of normal science, explains that a community of science increases its membership when students (or newcomers) elect to study its body of knowledge in preparation for membership.

2.2.2 Methodology
Paradigms provide scientists with a set of basic beliefs and methodology by which to conduct their research. The set of basic beliefs are assumptions (what we think, what we believe, etc. about the world, but cannot prove). Basic beliefs are also called “metaphysical beliefs,” because it is not known how to test these beliefs against some external norm (Lincoln and Guba, 1985). For example, what are the origins of mass in the universe? Acceptance of a set of beliefs or metaphysical
principles gives the community an agreed upon methodology to conduct research (Lincoln and Guba, 1985), even if the assumptions are not provable.

Graham et al (2002) explained paradigms as providing a methodology for ecologists, specifically: “Paradigms represent the belief systems that dictate how ecological data are collected and analyzed, and the standards by which they are compared.” Maxwell (2005) refers to Kuhn’s work on paradigms as “a set of very general philosophical assumptions about the nature of the world (ontology) and how we can understand it (epistemology).” Researchers (scientists) of a field or tradition (community) generally accept these assumptions (Maxwell, 2005). Paradigms are discussed in depth later in this section.

Kuhn (1996) described that the methodology includes, first, a criterion for choosing problems that have solutions guided by a paradigm. The result is a set of problems that the community of scientists accepts as scientific and, hence, members are encouraged to further articulate the paradigm from which they were derived (Kuhn, 1996). Also, within the criterion is a methodology by which the problems and puzzles are consistent with the theories and hypotheses previously accepted by the scientific community (Kuhn, 1996). Kuhn explains that under normal science — a period of time when problems, puzzles and solutions are consistent with the established paradigm — solutions are achieved because the scientific community is focused on a clearly defined set of puzzles.

This process of normal science explains evolutionary scientific progress. As defined, evolutionary scientific progress is incremental, building upon the results of previous achievements or further articulating long-standing hypotheses and theories (NSB, 2007).

A second component of the methodology described by Kuhn (1996) is a set of agreed upon rules to determine both ‘what are acceptable solutions’ and ‘how to obtain them.’ What did Kuhn mean by rules to determine acceptable solutions? Kuhn (1962) stated, “Rules are derived from paradigms.” Rules are expressed as
explicit statements of scientific concepts and theories (Kuhn, 1996). Rules were categorized by function — for example, Newton’s laws of motion. These rules were then applied to fashion puzzles out of problems, and to “limit acceptable solutions” (Kuhn, 1996). As an example, a dominant area of research in physics was to understand the forces that acted between bits of matter. Using Newton’s laws, quantity of matter was used as a “fundamental ontological category” to search for solutions to its puzzles.

The rules about how to obtain acceptable solutions to a particular puzzle were influenced by the endorsement of particular instrumentation. The selection of an instrument for an experiment was influenced by the commitments made by that community to preferred types of instrumentation and the norms about the legitimacy of certain instrumentation for experiments (Kuhn, 1996). For example, rules required that selected instrumentation produce results in the same units of measure as the ones that were entered into a theoretical model (Kuhn, 1996). Kuhn (1996) explained that a scientist, as a member of a scientific community, has commitments to “understand the world and to extend the precision and scope with which it has been ordered.”

2.2.2.1 Phenomena and Methodology

In this section, we will further describe the concept of methodology in the context of scientists searching for phenomena. The activity of searching for new phenomena is directly coupled with methodology. In this section, we will explain the interaction between methodology and discovery of phenomena. Based upon this explanation, we will scaffold the methodology of a science discipline with e-Infrastructure development, and their connection to increasing scientific discovery.

In general, scientists search for phenomena to uncover their effects, which are observable and can be measured (Arthur, 2009). Using a phenomenon, scientists can measure an effect that varies alongside the thing they are trying to measure. A phenomenon of nature, which exists in the absence of human influence, such as gravitation, generates effects that can be measured (NRC, 2001; Arthur, 2009). The
behavior of objects in nature produces certain effects, which in turn can be exploited by scientists to achieve a purpose. For example, the steady oscillating frequency of quartz crystals or pendulums is an effect that constitutes a phenomenon in nature. Because scientists develop concepts to make use of phenomena for a purpose, they used the effect of the oscillating crystals to conceptualize time keeping. This leads to the invention of the clock (Arthur, 2009).

Phenomena also occur from the interactions of natural and human systems. For example, ecologists are able to sense biological, physical and chemical phenomena below, on and above the Earth's surface using methods based upon advances in computational capabilities and microbiology. For example, data from wireless sensor networks, deployed to measure environmental variables, are enabling scientists to sense new phenomena at different temporal and spatial scales (Porter et al., 2005; Carey et al., 2012; Hanson, 2008).

Another example, but this time in the environmental sciences discipline, concerns hydrologic forecasting. Hydrologic forecasting is about the challenges of making predictions such as “changes in freshwater resources and the environment caused by floods, droughts, sedimentation, and contamination ... (NRC, 2001).” The NRC (2001) report recognized enhancements in the technological capabilities of remote sensors that are driving a revolution in hydrologic science. The enhanced capabilities of these remote sensing technologies made it possible for scientists to measure hydrologic phenomena never before seen (NRC, 2001).

Discovery of phenomena can lead to revolutionary scientific progress (NSB, 2007). In general, scientists seek phenomena to uncover their effects. Once detected, scientists work intensively to harness those effects towards the aim of discovery. They then build upon the effects harnessed previously to construct new instruments and methods in order to increase understanding of the new effects, and ultimately, harness them to further advance the discipline’s knowledge. Faraday, for example, uncovered the effects of electromagnetic induction using instruments, technologies
and understandings from effects\textsuperscript{6} harnessed earlier into existing methods and understandings (Arthur, 2009; Kuhn, 1996).

Effects uncovered earlier enable scientists to create methods, allowing them to see deeper into a phenomenon, which could result in increased scientific understanding that could lead to uncovering later effects (Arthur, 2009). Methods employing instrumentation and technologies result from harnessing the effects of phenomena (Arthur, 2009).

\begin{center}
\textit{Is e-Infrastructure development, then, giving rise to the discovery of new phenomena?}
\end{center}

Arthur (2009) explains that the effects of electrical phenomena were uncovered between 1750 and 1875. “ Capturing and harnessing these effects for use resulted in numerous methods and technologies: the electric battery, capacitors and inductors, transformers, telegraphy, the electric generator and motor, the telephone, wireless telegraphy, the cathode ray tube, the vacuum tube (Arthur, 2009).” The uptake and use of these technologies enhance scientists’ capabilities and enable them to take action, such as the development of new instruments with greater precision to see deeper into phenomena. DeSanctis and Poole (1994) developed Adaptive Structuration Theory (AST) to explain this “technology-action” relationship as “continually intertwined.” They further explain, “There is a recursive relationship between technology and action, each iteratively shaping each other (DeSanctis and Poole, 1994).”

In summary, scientists harness the effects from phenomena by developing new methods or improving known ones. These methods embody new instrumentation

\begin{footnotesize}
\textsuperscript{6} Faraday uncovered electromagnetic induction using knowledge and instruments that had been developed from effects harnessed earlier (Arthur, 2009). First, the battery is a technology that used electrochemical effects harnessed earlier. Second, the principle that a coil when wound around a magnetic material, such as iron, produces a stronger magnetic field (effect) had been a recent discovery (Arthur, 2009). There were other methods and technologies he used in his experiment to discover electromagnetic induction.
\end{footnotesize}
developed from technologies based on the effects of discovered phenomena. The community of scientists is shaped from the use (action) of this technology-driven instrumentation. The process begins again when scientists harness the effects of another phenomenon.

To answer our research questions, we will examine how methodologies have changed, supported by e-Infrastructure developments, and how these changes in methodologies have given rise to discovery of new phenomena.

2.2.2.2 Paradigms

We are now ready to give a thorough treatment to the concept of a paradigm. An explanation of paradigms is important in answering the primary research question (*How is the development of e-Infrastructure impacting scientific discovery?*), since paradigms are inextricably linked to the concepts of evolutionary and revolutionary science.

Thomas S. Kuhn (1996) introduced the concept of a paradigm in his controversial book *The Structure of Scientific Revolutions* to provide an explanation of how science evolves from cycles of articulation of problems and puzzles, followed by attempted solutions (Weinberg, 2001). Guba and Lincoln (1989) refer to paradigms as “basic belief systems.” Paradigms steer scientists of a discipline to adopt a consensus view, “to agree on what phenomena are relevant and what constitutes an explanation of these phenomena, about what problems are worth solving and what constitutes a solution of a problem (Weinberg, 2001).” Once a consensus is achieved, paradigms guide scientists to establish a commensurable system by which to conduct empirical work (Mahajan, 1992).

Paradigms guide scientists in the design and construction of measuring instrumentation for an experiment to solve a puzzle. Through paradigms, scientists develop instrumentation for empirical research with greater confidence. This confidence is reinforced by the established consensus in their scientific community. A paradigm, then, can result from a theory that appears to be better than its
competitors. Theories compete — and sometimes fail — to ascend as paradigms; Franklin’s fluid theory of electricity, for example, (Kuhn, 1996) failed to ascend to a paradigm.

**Paradigms and Progress:**

While controversial, Kuhn’s theory of paradigms is considered useful in understanding progress and the evolution of a science discipline. For example, Graham et al (2002) use Kuhn’s idea of paradigms for studying the evolution of ecology. Graham et al (2002) explain that Kuhn (1970) selected the term “paradigm” to depict how “humans acquire knowledge, which inevitably leads to a suite of methodological, philosophical, and even social constructs that guide scientists and their investigations.” In their study of present-day ecologists, Graham et al (2002) found that “paradigms represent the belief systems that dictate how ecological data are collected and analyzed, and the standards by which data are compared.” They explain that constructs derived from theories, such as “theories of island biogeography, continental drift, or the biological species concept,” are used to construct a framework that contains a broad and coherent set of rules, standards and hypotheses that help guide future research. Kuhn (1996) described repeated use of such frameworks as “further articulation and specification under new or more stringent conditions.” Progress of this type is “evolutionary” because the prevailing paradigm is further articulated.

For the science discipline of ecology, Graham et al (2002) view paradigms as possessing a temporal property, meaning that they represent the current state of scientific knowledge held by the members of a science discipline. They also view paradigms as possessing a relational property. For example, for one ecologist, a paradigm could represent the single model that characterizes a specialized domain of study, whereas to another ecologist, it is a set of methods that defines the way in which an evolving research domain collects and analyzes its data.

Paradigms can gain and lose popularity within a discipline (such as ecology), normally contingent upon how more or less successful they are than their
competitors in solving problems, particularly those recognized as acute (Kuhn, 1996). Graham et al (2002) explained that a method ecologists use to measure their progress in understanding ecology is to compare how well all of the paradigms of the discipline collectively represent the “status quo”; meaning, how well these paradigms represent the current state of scientific understanding.

We will refer to paradigms in our exploration of how e-Infrastructure development has affected them. Changes to paradigms could provide insights on the types of scientific progress being made.

**Paradigms and Practice:**

Paradigms provide patterns that can guide scientists in their investigations to create knowledge. Weinberg (2001), although critical of Kuhn's essays in *Structure of Scientific Revolutions*, recognized Kuhn for explaining progress in science as being similar to the biological evolution described by Darwin (1859). Weinberg's critique of Kuhn also underscores the consistency of both Kuhn's and Popper's explanations for the evolution of scientific theories. “For Kuhn, the natural selection of scientific theories is driven by problem solving. When during a period of normal science it turns out that some problems cannot be solved by using existing theories, then new ideas proliferate, and the ideas that survive are those that do best at solving these problems (Weinberg, 2001).” Similarly, Popper (1994), with his theory of falsifiability, explained that theories that are more fit survive the pressures brought upon them.

Kuhn's and Popper's theories reveal patterns in scientific practice, which Kuhn described as a cycle of different modes of scientific practice: “normal science,” “crisis,” “extraordinary science,” “paradigm shift,” “revolution,” and then back to “normal science.” These patterns of change are described below. Kuhn, Popper and Weinberg each explained that the cycle starts with a problem or problem situation. As per Popper (1994), “We are always learning a whole host of things through
falsification. Above all, we gain a new and more sharply focused problem; and a new problem is the real starting point for a new development in science.”

2.2.3 Problems and Puzzles

In this section, we explore problems and puzzles of a science discipline so that we can continue to build our conceptual framework. We shall borrow concepts and patterns of scientific practice developed by Kuhn and others in the philosophy and sociology of science to guide us in establishing relationships and answers to our research questions.

Within the framework of an adopted paradigm, scientists define problems and puzzles that are recognized by their community. Kuhn (1996) categorizes puzzles as a special type of problem, used to further articulate the paradigm from which they were derived. He further explains that the types of puzzles useful to scientists are ones for which a solution is expected to already exist. Although a particular outcome is anticipated, how scientists go about constructing an experiment, with instrumentation that increases accuracy and scope, is considered a contribution. Scientists are recognized for the ingenuity and skill they employ in making this contribution (Kuhn, 1996).

What are problems and puzzles of a scientific community? Popper (1994) in his essay on “The Logic and Evolution of Scientific Theory” explains that each new development in science has as its starting point: a problem or problem situation. Problems appear as inconsistencies or anomalies in relation to a discipline’s accumulated knowledge. Anomalies are detected when data are inconsistent with the generality of accepted theories of a discipline’s body of knowledge (Graham et al, 2002).

Problems and puzzles are designed to support the paradigms of a discipline. A paradigm provides a methodology to guide scientists to choose problems. “One of the things a scientific community acquires with a paradigm is a criterion for choosing problems that, while the paradigm is taken for granted, can be assumed to have solutions (Kuhn, 1996).” Problems within the scope of a paradigm are
normally the only ones recognized by its scientific community as legitimate scientific problems (Kuhn, 1996). Kuhn further explains that problems outside the scope of the paradigm are normally classified as “metaphysical,” or “as the concern of another discipline,” or as too problematic to be worth the effort (Kuhn, 1996). Legitimate scientific problems are reducible to the puzzle form and accepted by a scientific community, because they can be stated in terms of the conceptual and instrumental tools that the paradigm supplies (Kuhn, 1996).

Kuhn (1996) defined four modes of scientific practice to explain the ways in which scientists work on problems and puzzles defined by their paradigms. Kuhn's modes of scientific practice are:

1. Normal (evolutionary) Science
2. Extraordinary Science
3. Paradigm Shift
4. Scientific Revolution

The design of problems and puzzles to achieve revolutionary progress is not explicitly explained by Kuhn and other authors of the philosophy and sociology of science. Literature explains that revolutionary progress occurs from the effort of resolving an anomalous condition, and not from the point of view of design of problems and puzzles to achieve revolutionary progress.

Kuhn's four modes of scientific practice are discussed in the following sections. Where he discusses revolutionary changes to paradigms, we compare his explanations with contemporary literature.

An important part of our effort to answer the research questions is to inquire about changes to a science discipline and the conditions that alter the design of problems and puzzles in order to achieve revolutionary progress.
2.2.3.1 Normal (Evolutionary) Science

Previously, we referred to evolutionary science and normal science in the same way. Kuhn (1996) uses the term normal science. Contemporary literature (NSB, 2007) refers to this mode of scientific practice as evolutionary science.

Kuhn (1996) described “normal science” as periods of time when scientists work comfortably using constructs, theories and hypotheses within the framework of their paradigms. During periods of normal science, scientists work on problems and puzzles that strive to bring theory and experimental results into closer agreement (Arneson, 2006; Loehle, 1987; Mentis, 1998). They use theories and constructs of the paradigm to work on recognized problems and puzzles to provide confirmation or falsification of the paradigms (Arneson, 2006).

Further articulation of a paradigm’s theories and hypotheses is a significant part of normal science. “Normal science research is directed to the articulation of those phenomena and theories that the paradigm already supplies (Kuhn, 1996).” Kuhn described this activity as the “clean up” or “mop up” work of a paradigm. Kuhn (1996) characterized mop up work as part of bringing a normal science research problem to a conclusion. It provides an incentive to attract scientists to become members of a discipline because it furthers their careers while contributing to the knowledge of a scientific community. Although the solution of a normal research problem is anticipated, the contribution is derived from achieving the anticipated in a new way.

Kuhn’s concept of normal science is consistent with Popper’s three-stage model. Using Darwin’s theory of evolution as an underpinning, Popper (1994) formulated a three-stage model to explain how scientific theories evolve. The three stages of Popper’s model are: (1) the Problem; (2) the Attempted Solutions; and (3) the Elimination.

The first stage — the Problem — arises when a disturbance causes a change in the environment to occur. Popper argued that the starting point of the process of normal science is “a problem” or “a problem situation.” The second stage – the
Attempted Solution — attempts to solve the problem. The third stage — the Elimination — eliminates non-solutions. Popper explains the use of his three-stage model as a closed-loop system between stages 2 and 3. If an attempted solution fails, it is eliminated, and then another solution is formulated. This loop continues until a solution is arrived at.

During normal science, a science discipline will identify problems (or problem situations). Attempted solutions will consist of theories (Popper, 1994). Popper explains that theories are often wrong because they are conceived through trial and error. Theories that are non-solutions are subjected to elimination. Normal science continues as long as a theory, within the context of the current paradigm, is found to be a solution. If no such solution is found, a period of crisis commences, leading into extraordinary science.

**Discovery and Normal Science:**

It’s important to note that Kuhn (1996) makes a distinction between a “solution” to a normal research problem, and a “discovery.” Kuhn (1996) explains that a solution in a normal research problem is considered significant to a community of scientists, because it “adds to the scope and precision with which the paradigm can be applied.” A solution does not result in a change to the paradigm (Kuhn, 1996).

Discovery, on the other hand, “commences with the awareness of anomaly (Kuhn, 1996).” Awareness of an anomaly is the event that triggers a potential for progress that is revolutionary.

Kuhn (1996) refers to a “new scientific fact” as the object of a discovery. Under normal science, these scientific facts are anticipated and, therefore, are not new. A new scientific fact is the resolution of an anomaly that results from a change to the paradigm being used (Kuhn, 1996). This anomaly is the gateway to extraordinary science.
2.2.3.2  **Extraordinary Science**

An indicator that a paradigm is under pressure occurs when anomalies start to appear in the conduct of normal science. “When an anomaly comes to seem more than just another puzzle of normal science, the transition to crisis and to extraordinary science has begun (Arneson, 2006).” What is an anomaly in this context? An anomaly is something observed or perceived as an irregularity or abnormality within the theories or hypotheses of a paradigm, or normal practice. Scientists use technology artifacts as a means by which to detect anomalies. Anomalies can be detected in data that are inconsistent with the generality of accepted paradigms (Graham et al, 2002). Anomalies emerge when both the measuring apparatus (hard artifact) and the knowledge of the science community have sufficiently developed to make an anomaly recognizable as an inconsistency that is reproducible. Higher-precision measuring apparatus for example has provided scientists with enhanced capabilities to see deeper into phenomena (Robertson, 2003).

What happens during periods of extraordinary science? During these phases, anomalies are recognized as more than another problem or puzzle of normal science (Arneson, 2006). When anomalies are not being resolved, a discipline enters a period of crisis. Kuhn (1996) reasoned that “anomaly leads to crisis, crisis leads to extraordinary research, and then extraordinary research leads to revolution.”

An example of a period of extraordinary science occurred in the late 19th century in the discipline of physics using Newton’s paradigm for the study of motion and gravitation. The crisis occurred when Newton’s theories for motion could not resolve with experimental data for the motion of light (Weinberg, 2001; Kuhn, 1996). “This problem was solved through a paradigm shift, a revolutionary revision in the understanding of space and time carried out by Einstein in the decade between 1905 and 1915, and going far beyond the crisis that had inspired it (Weinberg, 2001).”
During crisis, more attention is devoted to the anomalous problem by more of the field’s most eminent scientists (Arneson, 2006). It is during these periods of extraordinary science, when current theories and paradigms are put under stress, that achievements are extraordinary, accumulation of knowledge is greater, and the discipline evolves (Kuhn, 1996, Graham et al, 2002). Resolution of the anomaly can evolve into opportunities to further articulate and refine the paradigm in order to better explain observed patterns (Graham et al, 2002).

Paradigms Under Pressure:

Pressures exerted on paradigms increase the potential of revolutionary progress. Popper (1994) explains theories under pressure in Stage 2 of his model of “attempted solutions.” If attempted solutions fail, theories of paradigms are subjected to the elimination process (Stage 3 of Popper’s model). Popper’s attempted solution stage is similar to Kuhn’s explanation of the pressures exerted on paradigms in periods of crisis and extraordinary science. If successful in resolving anomalous data, such modifications make paradigms more fit to continue evolving while under pressure in their environment (Popper, 1994). A reason they become more fit is because learning occurs as an outcome of a solution. Popper (1994), in the context of evolutionary theory, defined learning to mean “that unsuccessful or discarded solutions drop more and more to the level of passing references, so that eventually the successful attempt at a solution appears to be almost the only one left.”

On the other hand, if resolution is not achieved because data continues to be anomalous, then it can spur the beginning of extraordinary research and revolution (Graham et al, 2002). Popper (1994) explained this extraordinary research effort as the “conscious application of the critical method” that is part of the elimination process (Stage 3) within his model of the evolution of scientific theory. In the context of the scientific method, Stage 3 of Popper’s model postulated a conscientious critical method towards the elimination of non-solutions. Popper (1994) argued that it is during this period of extraordinary science that the critical method would involve the development, uptake and use of technological artifacts
for more precise and further articulated attempted solutions, theories, or hypotheses, so that they could become “objects of conscious critical investigation.” Robertson (2003) refers to these objects as “conceptual or technological innovations (artifacts),” which scientists develop to enable them to “see” more about a phenomenon.

Hardening Paradigms:
Under a period of extraordinary science, scientists attempt to harden their discipline’s paradigms by refining theories and hypotheses to be more objective, less ambiguous, and operational about the sorts of phenomena to which they apply (Weinberg, 2001). If successful, this process results in making the paradigms more fit to survive new pressures. In his critical essay on Kuhn’s theory of scientific revolutions, Weinberg (2001) argues that there are “hard” and “soft” parts to scientific theories, where “hard” means “durable,” “mature,” and less “ad hoc.” As theories become more fit and mature, the hardened theories and hypotheses of a paradigm represent permanent and durable accomplishments (Weinberg, 2001). Using a metaphor involving T-shirts with Maxwell’s equations of electromagnetism on the front, Weinberg (2001) states, “If you have bought one of those T-shirts, you may have to worry about it going out of style, but not about it becoming false.”

Theories that are not durable, Weinberg (2001) classifies as “soft.” The soft parts of scientific theories do change; they are ad hoc, and more ambiguous (Weinberg, 2001). Examples of soft theory are Maxwell’s theory of an ether to explain electromagnetism or Newton's theories of particles and forces not being sufficient to explain Nature. Weinberg (2001) relates soft parts of scientific theories to the commitment of the scientific community to harden them through consensus. “It is only when scientists share a consensus that they can focus on the experiments and the calculations that can tell them whether their theories are right or wrong, and, if wrong, how they can show the way to a new consensus (Weinberg, 2001).” Weinberg (2001) referred to the standard model of elementary particle physics, which is considered very successful in accounting for measuring the properties of
known particles, as an example of a field theory with soft parts due to physicists not firmly committed to the theory.

2.2.3.3 **Paradigm Shift**

“Paradigm shift” is the next mode of scientific practice defined by Kuhn (1996). A paradigm shift is a transition from a paradigm in crisis to a new one from which a new tradition of "normal science" can emerge (Arneson, 2006). A paradigm shift period commences when a paradigm remains in crisis from unresolved anomalies. Paradigm shifts can lead to a reconstruction of the field from new fundamentals, changing some of the field’s most elementary theoretical generalizations, as well as many of its paradigm methods and applications (Arneson, 2006). An example of a paradigm shift is the replacement of Newtonian mechanics with Einstein’s theories of mechanics within special relativity (Robertson, 2003).

In adopting a paradigm, scientists of a discipline acquire theories, methods, and standards that have become path dependent over time as they have become more fit from surviving against other pre-paradigm theories. As a result, change to a paradigm impacts the accepted problems and puzzles of a discipline, and their solutions. “When paradigms change, there are usually significant shifts in the criteria determining the legitimacy both of problems and of proposed solutions (Kuhn, 1996).”

Scientists will exhaust all possible solutions using the rules of normal science, applied in the area of difficulty with the hopes that they can be made to work (Arneson, 2006; Popper, 1994). Arneson (2006) explains that it is during this time that scientists seek ways of magnifying the breakdown and seeing deeper into the area of difficulty. Robertson (2003) explains the act of being able to see deeper as an ability that is created through a technological or conceptual invention. The ability to see deeper enables scientists to detect anomalies with greater clarity and precision. Also, the ability to see more connects scientists with the ability to do more (Robertson, 2003).
In our exploration of a science discipline, our objective will be to uncover facts about contemporary paradigm-shift events and what role e-Infrastructure played in influencing discovery.

Paradigm shifts are not scientific revolutions (Kuhn, 1996). Paradigm shifts can help improve paradigms and increase their path dependencies when their theories and hypotheses become more fit (Popper, 1994). Likewise, as theories and hypotheses become more fit, so do paradigms become more fit (Popper, 1994). As a result, the discipline matures and becomes more path-dependent on its paradigm (Kuhn, 1996).

It is during these time periods of transition from a paradigm shift that a science discipline is (a) receptive to the uptake and use of hard and soft artifacts, and (b) active in the creation of hard and soft artifacts to arrive at solutions to reestablish normal science. In astronomy, important paradigm shifts resulted from the invention of the telescope (Robertson, 2003). For example, it was the telescope that allowed Galileo to see deeper into space and discover the moons of Jupiter and observe the rotation of the Sun. From his observations, he then empirically validated the theory of the Sun-centered Copernican model, which eventually led to paradigm shifts (Robertson, 2003).

2.2.3.4 Scientific Revolution

Kuhn (1962) used the term “revolution” as the next phase of an expanding paradigm shift. It depicts a growing sense that an existing paradigm is no longer useful in explaining a phenomenon (Arneson, 2006). Kuhn (1996) argued that a revolution results when an “existing paradigm has ceased to function adequately in the exploration of an aspect of nature to which the paradigm itself had previously led the way.” Graham et al (2002), in their application of Kuhn’s theories to ecology, characterized the period of revolution as “accepted paradigms suffering from intense pressures and tensions.” This occurs because they can no longer resolve experimental results, “forcing scientists to shed the constraints of the paradigms in search of new understanding.” The breakdown in the paradigm, resulting in
revolution, could impact a narrow subdivision of the scientific community (Kuhn, 1996).

What do scientists experience during a time of paradigm revolution? They experience new theories emerging to resolve anomalies that refuse assimilation into existing paradigms (Kuhn, 1996). They experience the redefinition of their problems and puzzles with the reception of a new paradigm (Kuhn, 1996). Known problems may be perceived to be less significant. Other problems, perhaps not perceptible or insignificant with the old paradigm, could, with a new paradigm, become the standard bearer for significant scientific achievement (Kuhn, 1996).

The discipline of chemistry experienced a redefinition of its science when its paradigm, based on the forces of mutual affinity and led by French chemists, was eventually replaced by Dalton’s chemical atomic theory (Dalton et al, 1893; Nash, 1956; Kuhn, 1996). John Dalton, an English meteorologist investigating physical problems of the absorption of gases by water and of water by the atmosphere, revolutionized the practice of chemistry with his paradigm (Kuhn, 1996). Dalton’s paradigm also changed the way chemists’ recorded scientific data (Kuhn, 1996).

Kuhn (1996) also describes the realization of working with a new paradigm as being able to see familiar objects, but from a new and broader perspective, and being able to see these new objects that were not visible within the previous paradigm. He called it a “transformation of vision.” “During revolutions scientists see new and different things when looking with familiar instruments in places they have looked before (Kuhn, 1996).” Kuhn (1996) provides examples from the history of electricity, the history of chemistry, and the history of astronomy that describe the effects of a new paradigm, transforming scientists’ vision, and enabling them to see different things when looking at familiar objects.

When scientific revolution leads to the next normal science tradition, Kuhn (1996) tells us it can be both incompatible and incommensurable with the old paradigm. The new paradigm provides the means for new theories and new hypotheses, a new methodology, new problems and puzzles, and even a new way of representing data.
Summary:
We have discussed problems and puzzles of a science discipline. A science discipline defines its problems and puzzles within the framework of an adopted paradigm. Modes of scientific practice — developed by Kuhn (1996) and Popper (1994) that explain how scientists work on problems and puzzles within the framework of a paradigm — were presented.

In our exploration to answer our research questions — i.e., *How is the development of e-Infrastructure impacting scientific discovery? How are the problems and puzzles of a science discipline shaping the development of e-Infrastructure, and conversely, how is e-Infrastructure changing the problems and puzzles of that science discipline?* — we will use these modes of scientific practice as a guide for recognizing events and patterns as we examine the interactions of e-Infrastructure development with a science discipline.

2.2.4 Resources of a Science Discipline
Up to this point in our review of the literature, we have conceptualized a science discipline to consist of (1) a community of scientists, (2) a set of problems and puzzles defined by its paradigm, and (3) a set of methodologies by which to solve problems and puzzles. We also know from our review of the literature that science evolves by constructing new solutions to problems and puzzles using previous scientific achievements, embodied in its methods and technologies (Arthur, 2009; Kuhn, 1970; Robertson, 2003).

It would be reasonable to say that elements 1, 2 and 3 of a science discipline listed above are both human and knowledge resources of a science discipline. A community of scientists is a resource of information and experience (knowledge and human) that contributes to the evolution of a discipline. Problems and puzzles are knowledge to a science discipline, because they create inconsistencies and unresolved tensions within a discipline’s accumulated knowledge. Successes and failures to problems and puzzles provide a knowledge resource that builds community through sustainability and prosperity. Methodologies can serve both as
knowledge and technology resources. As a knowledge resource, methodologies provide a set of rules (derived from paradigms) that scientists of a discipline agree to follow (Kuhn, 1962). Rules can be grouped by function, as in Newton's Laws of Motion (Kuhn, 1962). Arthur (2009) describes them as groupings of technologies that embody the rules of a paradigm, because they can be grouped based on the phenomena they harness, such as chemical, electrical and optical phenomena. In this fashion, they also serve as technology resources to create the instrumentation that is necessary to see deeper in order to observe and understand the next phenomenon.

In the next two sections, we will examine the concepts of “knowledge” and “human resources” based upon contemporary literature. This literature is focused on increasing revolutionary scientific practice to secure the prosperity of society within an information and knowledge-driven economy (NSB, 2010, S&T Indicators; RAGS, 2010). Collectively, we refer to these objects as the “resources of a science discipline.” Finally, once the grounding of these concepts is established, we will summarize our understanding towards the development of our conceptual framework.

2.2.4.1 Human Resources

Human resources, along with knowledge resources, is one of three categories defined by the National Academies of Science as an essential ingredient for achieving scientific progress that is revolutionary (NAP, 2010). Science disciplines must have a supply of skilled and creative individuals who come with new ideas and unconventional approaches to stimulate revolutionary progress. Likewise, the demand for scientists and engineers should be driven by the goals for the prosperity and well being of society.

“Human resources of a science discipline” is a population of people who are practicing basic and applied research to achieve progress that is either evolutionary or revolutionary. In the U.S., this population includes the Science and Engineering (S&E) workforce, and the population of graduate students and post docs conducting
research that potentially contributes to the knowledge of a science discipline. Our use of the term “workforce” is consistent with the National Science Foundation and the National Science Board (NAP, 2010), where it refers to “employed scientists.” In contrast, the term “labor force” includes the scientist population that is employed and the population that is unemployed (NAP, 2010). We do not include “the labor force” in our definition of human resources of a science discipline, because we consider the unemployed population to not be involved with research practices that will lead to evolutionary or revolutionary progress.

How are science disciplines developing their human resources? In the U.S., development of a science workforce has been characterized as being based on three activities: (1) increasing the number of graduates with science degrees, (2) increasing immigration of foreign scientists, and (3) delaying retirements of senior scientists because of the relative youth and inexperience of the science workforce compared to the total U.S. workforce (NSB, 2010).

In summary, we have characterized human resources of a science discipline as a population of people, consisting of a global S&E workforce, and a population of graduate students and post-docs, who are practicing basic and applied research to achieve progress that is either evolutionary or revolutionary.

2.2.4.2 Knowledge Resources

Knowledge resources refer to the methodology (practices), problems and puzzles, and technology domains scientists use to create knowledge. Methodology and problems and puzzles were discussed previously based on Kuhn (1996) and Popper (1994).

A technology domain refers to a family of components, and to the rules for combining those components in order to form technological devices (Arthur, 2009). A technology domain forms a cluster of technological practices; whereas, a technology is a device (artifact) that does a specific job (Arthur, 2009). For example, the radar technology domain consists of a set of rules and practices for combining individual radar technologies (artifacts) to create a radar device or system.
Referring back to Kuhn (1996), during periods of extraordinary science and paradigm shift, the knowledge resources of a science discipline can experience dramatic changes as scientists look for new ways to magnify the anomaly.

In summary, we have explained the meaning of resources of a science discipline as two broad categories: Human Resources and Knowledge Resources. These categories are consistent with contemporary literature (NSB, 2007; NAP, 2010, RAGS) recommending changes to the practice of science in order to increase scientific progress classified as “revolutionary.” Driven by our research questions to understand how e-Infrastructure development is affecting scientific discovery, we will examine changes to these categories of resources and their linkages to other categories of a science discipline.

2.2.5 Summary: Science Discipline Properties and Patterns

In summary, we have described properties of a science discipline and elaborated on the meaning of evolutionary and revolutionary science based on concepts and patterns from Kuhn (1996) and Popper (1959, 1963). Table 3 below provides a list of the properties and patterns that we will use to observe the effects of e-Infrastructure development on a science discipline.

<table>
<thead>
<tr>
<th>Properties of a Science Discipline</th>
<th>Descriptions</th>
</tr>
</thead>
</table>
| Community of Scientists:          | • Defined by its problems and puzzles, and how it practices its science;  
|                                   | • Leverages achievements to builds its body of knowledge and grow its memberships;  
|                                   | • Practices science from an agreed upon set of paradigms. |
| Methodology:                      | • Derived from a paradigm;  
|                                   | • An accepted process for data collection, analysis, comparison, synthesis;  
|                                   | • Rules to determine acceptable solutions;  
|                                   | • Constructed to uncover phenomena. |
| Problems and Puzzles:             | • Designed to support the paradigms of a discipline; |
• Articulate the paradigm from which they were derived by the modes of Scientific Practice:
  o Normal (evolutionary) Science
  o Extraordinary Science
  o Paradigm Shift
  o Scientific Revolution

| Resources: | • Human
           • Knowledge |
|------------|---------------|

Table 3 Properties and Patterns of a Science Discipline

Similarly, Graham et al (2002), using Kuhn's modes of scientific practice, found patterns that represented the different trajectories taken by the discipline of ecology as it achieved evolutionary or revolutionary progress. Trajectories they observed were interpreted in the following way: Specialization occurred during normal science; Refinement or Conceptual Evolution occurred during paradigm shifts; and in the final trajectory, paradigms were either abandoned or usurped during revolutions.

2.3 Integration of Concepts

Previously, we characterized the development of e-Infrastructure as a socio-technical arrangement. Concepts and patterns of infrastructure development were identified, which we argued could be adapted to detect patterns of e-Infrastructure development. Concepts and properties of infrastructure were categorized as hard and soft infrastructures.

Hard infrastructures referred to physical infrastructure, such as transportation systems, water supply systems, telecommunications systems, etc. In relation to a science discipline, we further categorize hard infrastructures into the following three categories: Physical, Technological, and Instrumentation. Soft infrastructures referred to the rules and norms, policies, cultural and social standards of a community. We further categorize soft infrastructures into the following three categories: Process, Organization and Governance. These six categories will
represent hard and soft infrastructures that collectively form an e-Infrastructure as a socio-technical arrangement.

We will add a seventh category, which we label “Data.” By design, data is positioned in the center of our model in relation to the other artifacts, because it plays a central role in contemporary e-Infrastructure development in science disciplines. Figure 2 shows our conceptualization of e-Infrastructure development as a socio-technological arrangement of hard and soft infrastructures.

The demands for digital data are changing how science is conducted. For example, the National Science Foundation sees data as more than a product of research. “Digital data are not only the products of research, but provide input to new hypotheses, enabling new scientific insights and driving innovation (NSF, solicitation 07-601).”

<table>
<thead>
<tr>
<th>Physical</th>
<th>Technology</th>
<th>Instrumentation</th>
<th>Data</th>
<th>Process</th>
<th>Organization</th>
<th>Governance</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

![Figure 2 Conceptualization of e-Infrastructure Development](image)

While data may logically seem more soft than hard (since data acquires its meaning through symbolic representation), our preliminary observations suggest that data plays a mediating role between hard and soft artifacts, and therefore in scientific progress and in evolving disciplines. In our preliminary investigations we have found data to also have a mediating role between disciplines, such as between biodiversity and crystallography (Beach interview, 2008). Crystallographers combined biodiversity data with their data to create new knowledge that was revolutionary for the crystallography discipline.

We will use this model to construct a theoretical lens (Chapter 4) that expresses the relationship between a science discipline and e-Infrastructure. This, in turn, will guide us in answering our research questions concerning the relationship between e-Infrastructure development and scientific discovery.
CHAPTER III Theory Construction: Theoretical Underpinnings

3. **Theoretical Underpinnings for This Study**

Chapter 2 applied existing concepts to pose new research questions about how e-Infrastructure development has influenced scientific discovery.

Chapter 3 will:

- Describe how changes to a paradigm reflect advancement in knowledge.
- Examine the changes that paradigms experience in the context of scientific practice (Kuhn, 1996; Popper, 1959; 1963).
- Review how these changes were explained in the concepts of Evolutionary Science, Extraordinary Science, Paradigm Shift and Scientific Revolution.

In order to answer our research questions, Chapter 3 offers a literature review supporting the conceptual framework developed in the preceding chapter. In Chapter 3, we:

- Discuss experimental design and the practices that scientists strive to use to create knowledge when working within their paradigm. We base this discussion on Churchman’s “modes of inquiry,” scholarly research that explains different ways of creating knowledge.
- Refer to Darwin’s theory and other theories of co-evolution to support our ideas about the interactions between a science discipline, e-Infrastructure development, and mutual reciprocal shaping.
- Refer to the concepts of Advanced Structuration Theory (AST) to explain the structure of advanced technologies in the context of e-Infrastructure. Our objective here is to establish a link between AST theories and scientific practice, and the shaping that occurs through this interaction.
From these concepts and their vocabulary, we will shape and apply our observations of the effects of interactions between e-Infrastructure and a science discipline.

### 3.1 Properties of Science Disciplines: A Philosophy of Science Perspective

Science disciplines are under great pressure to produce the kinds of discoveries that yield huge economic gains nationally and globally. National science policy is promoting the use of new scientific approaches to foster these revolutionary discoveries (NSB, 2007). The purpose of this section is to explain how classical science and the way people think about science is shifting in response to this pressure. We will do this by:

- Illustrating these shifts through the example of data mining and the ways in which it is changing how science is practiced.
- Building upon the modes of inquiry defined by Churchman in order to make sense of the changes we are observing in classic science.
- Referring to Churchman’s modes of inquiry to support our ideas of co-evolution between a science discipline and its infrastructure.
- Utilizing the theories behind co-evolution, and the work of Churchman and other science philosophers to understand how infrastructure development is affecting science, its processes, and the way people think about science.

#### 3.1.1 How Is Knowledge Created?

Churchman (1971) characterized knowledge as a product of inquiry. He defined inquiry as an activity that produces knowledge.

**Data, Information, and Knowledge**

The terms data, information and knowledge are interrelated and frequently overlap in their usage. Aamodt and Nygaard (1995) discuss the three concepts from two complementary and interdependent perspectives: The roles they take in a decision-making step, and their frame of reference. From the perspective of inquiry,
Chuchman (1971) refers to a decision-making step as “an activity” or “potential action”.

**Data**

Data are often the result of measurement (or observation), which are codified using a syntactic convention. Data on its own carries no meaning. Aamodt and Nygård (1995) refer to data as an initial set to decision making. To become information, data must be interpreted and take on meaning.

**Information**

Information is data with meaning (Aamodt and Nygård, 1995). When data are interpreted and take on meaningful form, then the object for that form is referred to as “information” (Churchman, 1971). An example comparing the relationship between data and information could be the following: The stream of bits of the Ethernet protocol could be classified as “data,” whereas a book that describes the concepts and the properties of the Ethernet protocol could be classified as “information.”

Churchman (1971) considered knowledge to be “a collection of information, or as an activity, or as a potential.” Let’s consider each of these characterizations of knowledge:

3.1.1.1 **Knowledge as an Activity**

An activity can result from the reaction that a user has to a collection of information (Churchman, 1971). Churchman tells us “it is how the user reacts to a collection of information that matters.” It is this reaction that enables the user to establish a link between known information and new information to create knowledge. Aamodt and Nygård (1995) describe knowledge as having an active part in the processes of transforming data into information (referred to as data interpretation), deriving other information (referred to as elaboration), and acquiring new knowledge (referred to as learning).
Churchman (1971) classified the “action conception of knowledge” as “pragmatic”. In other words, “knowledge is an ability of some person to do something correctly,” and therefore, to achieve a desired outcome.

Knowledge, as a pragmatic activity resulting from a reaction, can be illustrated with an example obtained from a personal communication with James Beach (2007) involving two communities in chemistry: crystallography and bio-chemical pharmaceutical.

- Crystallographers study protein structure by crystallizing them, then doing X-ray diffraction. This is how they determine the structure of proteins. They did this for a long time, because they were interested in the structure of proteins.
- Biochemical pharmaceutical scientists recognized that the crystallography data contained a wealth of information, which they could use for their drug discovery and development programs to produce pharmaceutical products.

Knowledge resulted when the biochemical pharmaceutical scientists reacted to the crystallography data as relevant and meaningful enough to link with their own data in order to solve some of their problems and puzzles.

3.1.1.2 Knowledge as Potential

Churchman (1971) argued that it is the user that possesses knowledge, and not the collection of information. A collection of information by itself would not be considered knowledge, because it does not provide a meaningful result without the potential action from its users.

For example, a library — as a collection of meaningful information — and its users possess a potential for knowledge, if the actions of its users (their inputting of queries, for example) result in meaningful responses (Churchman, 1971).
3.1.2 Modes of Inquiry to Produce Knowledge

What are modes of inquiry to produce knowledge? Modes of inquiry refer to different approaches towards creating knowledge. Earlier, we referred to “inquiry” as “an activity, which produces knowledge (Churchman, 1971).” In this section, we explore how different scientists approach inquiry and the creation of knowledge.

Churchman (1971), in his classic work *Design of Inquiring Systems*, presented four inquiring systems, each using different approaches whose purpose are to produce knowledge for its human user. We refer to them as modes of inquiry, because each approach operates under a different set of conditions. This will be further explained in the next sections where we will discuss each mode of inquiry.

Karl Popper's *Critical Rationalism*, also known as “hypothesis-driven science” (O’Malley et al, 2009), shall be included in our discussion on modes of inquiry. Hypothesis testing is considered to be at the core of classical scientific practice (O’Malley et al, 2009). Evolutionary science practice, recognized as the dominant scientific practice (NSB, 2007), is based upon the hypothesis mode of inquiry.

Let us take a closer look at the differences between these modes of inquiry.

3.1.2.1 Theory Leads, Data Follows — The Leibnizian Mode of Inquiry

The Leibnizian mode of inquiry is based upon the following set of assumptions. First, knowledge is built from “innate ideas.” The inquirer starts off with a knowledge base, and from that knowledge base can construct new knowledge (Churchman, 1971).

This mode of inquiry is consistent with classic, hypothesis-driven science. In hypothesis-driven science, a scientist starts by developing a hypothesis based upon prior knowledge. The hypothesis is written as a statement of fact, which is then subjected to experimentation to confirm the hypothesis (Glass, 2007). Popper (1961) believed that it was much more difficult to confirm a hypothesis than to disconfirm it. He developed the principle called “critical rationalism,” which advocates framing experiments with a falsifiable hypothesis (Glass, 2007). A single
experiment, showing an inconsistency based upon prior knowledge, was sufficient to disconfirm the hypothesis.

A confirmed hypothesis becomes a true statement, which is then added to the knowledge base of “innate ideas.” Churchman refers to this knowledge base as “fact nets.” Fact nets grow by linking truths to them, creating new fact nets. The hypothesis-driven approach to scientific practice builds on the achievements of a science discipline (Kuhn, 1996) in order to expand its knowledge base. Churchman (1971) refers to this knowledge base as a storehouse of fact nets interlinked through appropriate relationships.

3.1.2.2  Data Leads, Theory Follows — The Lockean Mode of Inquiry

In the Lockean mode of inquiry, fact nets (knowledge) are formed from “observation” sensed in the environment outside the inquiring system. This is a deviation from the Leibnizian mode of inquiry that is based upon truth within its knowledge base. Knowledge in a Lockean inquirer is created from sensory inputs.

The initial state of a Lockean inquirer has no knowledge, “no a priori information” about the outside world in its memory (Churchman, 1971). It starts with a clean slate — “tabula rasa.” The inquirer has the ability to receive an input, and code it as data. It can perform logical operations on data, such as combination, to form knowledge.

The Lockean mode of inquiry creates knowledge through consensus. Churchman (1971) explained that the goal of a Lockean inquirer is to create knowledge based on empirical data accepted by its community. Lockean inquirers attempt to achieve consensus by means of induction from community agreements about observations (Churchman, 1971).

Induction is reasoning (assertions) from a limited set of personal experience (Glass, 2007). In hypothesis-driven science, many believed using inductive reasoning to confirm theories from personal experience would lead to errors, because data was not sufficiently trusted upon which to base hypotheses. Datasets based largely on
inductive reasoning were not a good fit for hypothesis-driven science, as criticized by Popper, Kant, Hume and other science philosophers.

In modern science, as datasets have become much larger and data management tools have become more powerful (e.g., data mining), scientific communities, with the use of these tools, are influencing the development of theory from data. An example of this change occurred in the biology discipline when sequencing the human genome. Glass (2007) explained that it was not until enough data had been interpreted that it was possible to formulate a hypothesis on the basis of the human genome.

3.1.2.3 Theory and Data Shape Each Other: Singerian Form of Inquiry

In the Singerian mode of inquiry (after E. A. Singer), theory is confirmed by using data. This is consistent with the Leibnizian mode of inquiry, because Leibniz confirms theory from prior knowledge. The point of departure between the Singer and Leibniz approaches is where data is used to create theory, and also to confirm theory.

The Singerian mode of inquiry is consistent with modern sciences’ approach to working with data and theory. Modern science practices embrace methods that start by finding patterns in data to confirm theory, and conversely start with theory, then generate data to validate a hypothesis consistent with theory.

The role of data in the Singerian mode of inquiry is consistent with the role of data in modern science, where it has gained more prominence. This observation links back into our notion about e-Infrastructure and our 7-artifact model where data is becoming central.

3.2 Co-Evolution Theory

In Chapter 2, we formulated our ideas on the properties of a science discipline and of infrastructure. Properties of a science discipline were based upon a review of the literature of the philosophy and history of science (Kuhn, Popper, others).
Properties of infrastructure were based upon literature on the history of large technological systems (Hughes), and the literature of the construction of technological systems (Bijker, Hughes and Pinch, 1994; Star and Ruhleder, 1995; Edwards et al, 2007).

Our secondary research question inquires about the interaction between a science discipline and e-Infrastructure:

> How are the problems and puzzles of a science discipline shaping the development of e-Infrastructure, and conversely, how is e-Infrastructure changing the problems and puzzles of science discipline?

To answer this question, we will borrow concepts from two sources:

- Biological co-evolution in natural selection. We adapt the work of Campbell (1960, 1969) and Aldrich (1979), in their use of co-evolution and natural selection in the domain of organizational change.
- Sociology and the work of DeSanctis and Poole (1994) on Adaptive Structuration Theory (AST).

We shall use concepts from these two sources to develop a theoretical lens for examining the relationship between a science discipline and e-Infrastructure.

### 3.2.1 Biological Co-Evolution and Natural Selection

Campbell (1969) applied concepts of variation, selection and retention of biological natural selection for the study of social organization. Karl Weick (1979) drew from the work of Campbell to develop a social psychological theory of how individuals coordinate their actions, based upon the variation, selection and retention logic of evolutionary models (Murmann, 2003). Aldrich (1979) extended the work of Weick from the individual to the level of entire organizations to develop what he called the Population Ecology Model.

Principles from Thompson (1994) on reciprocal evolutionary change between interacting species driven by natural selection, could provide insights to help us
abstract the interactions between the components of a science discipline and the components of e-Infrastructure. We could then determine if these interactions then resulted in reciprocal change.

3.2.1.1 Biological Co-Evolution

The concept of co-evolution can be traced back to Darwin, in 1862, when he observed the phenomenon of reciprocal mutual influence between orchids and pollinators. Erlich and Raven (1964) later formulated the process of co-evolution as they recognized patterns of interaction between two or more biological species, which resulted in the creation of a close and evident ecological relationship.

Thompson (1994) formally defined biological co-evolution as “reciprocal evolutionary change between interacting species driven by natural selection.”

Pazos et al (2008), working on protein co-evolution, expanded on this definition by adding that each interacting species’ evolution is linked to the other species through a process called reciprocal mutual selective pressure. Interacting species include host and parasite, predator and pray, plant and herbivore, etc. (Blerkom, 2003). For example, herbivores, dependent on plants for food, evolve traits to obtain this food despite the evolution of a diverse arsenal of plant defenses. The reciprocal relationship between herbivores and their host plants results in the evolution of traits by each in a defensive response to selection pressures.

Based on Thompson (1994) and Pazos et al (2008), Biological Co-evolution refers to two or more biological species that exert selective pressures (change) on the other, where each affects the others’ evolution (reciprocal evolutionary change).

Selective pressures are conditions that bring about (trigger) a biological selection process (Thompson, 1994). Conditions known to trigger biological selection include limits on resources (e.g., nourishment, habitat space, mates) and the existence of threats (predators, disease, adverse weather). The selection process results in preventing some species from surviving, while allowing others to do so. The surviving and propagating species pass on traits to the succeeding generation.
The natural selection process can increase the prevalence of traits. Traits that increase reproductive success of a species are selected, whereas those that reduce success are not selected.

In summary, we have described Biological Co-evolution as resulting from a natural selection process. Conditions in the environment trigger a biological selection process, which brings about interactions between two or more species to exert pressures on the other. If the interaction between the species is reciprocal, then it’s co-evolutionary. Going forward, we will introduce theories based on natural selection and biological co-evolution to describe the interactions between Aspects of a Science Discipline and e-Infrastructure development.

3.2.1.2 Population Ecology Model (Natural Selection)

Aldrich (1979) defines the Population Ecology Model as being based on the natural selection model of biological ecology. This model examines the nature and distribution of resources in organizations’ environments to explain organizational change (Aldrich, 1979).

From an organizational perspective, change can be either internal or external to an organization. Organizations exist within environments. Environments exert pressures that result in competition between organizations for resources and survival. This pressure is a driving force in organizational activities. Resource dependence puts pressures on organizations (disciplines) to focus on tactics and strategies to manage their resources within the changing environment.

Resource Dependency Theory and Population Ecology Model provide us with concepts that underpin our ideas about co-evolutionary change between the Aspects of a Science Discipline and e-Infrastructure development. Resource Dependency Theory is described in section 3.2.4. Population Ecology Model is described in the remainder of this section. The discussion will focus primarily on the level of the science discipline.
The Population Ecology Model provides a methodology we can adapt to guide us in observing change in organizational forms affecting the practice of science.

According to Aldrich (1979), “change may occur either through new organizational forms eliminating old ones or through the modification of existing forms.” Aldrich (1979) characterizes organizational forms as consisting of elements, which refer to goals, boundaries and activities. These elements are subject to the selection process of the environmental selection criteria. What emerges, based on the model, is change that characterizes new or modified organizational forms.

**Impact on Science Disciplines**

The process of natural selection means organizations are moving toward a better fit with their environment. Natural selection is a property of the environment resulting from change and pressures on the organizations (disciplines or groups of a particular discipline) in the environment. The property of natural selection is complementary to Popper’s and Kuhn’s concepts regarding change to paradigms and their impact on disciplines. Changes in the environment can result in change being induced on the organizations (disciplines, communities) in the environment. Environmental constraints can come from both internal and external pressures to the environment.

- Internal environmental constraints come from pressures generated within an environment, such as reduction in funding.
- External environmental constraints come from pressures generated outside an environment; for example, the introduction of e-Infrastructure development to create an outcome of dramatic increases in scientific progress.

Aldrich (1979) explains that the “natural selection model is general and can be applied to any situation where the three stages are present.” This three-stage model of variation, selection and retention can be used to describe trial and error learning, organic evolution, and socio-cultural and organizational evolution (Aldrich, 1979).
**Stage 1: Variation Process:** In biological systems, a change in either environmental conditions or the inner structure of an organism triggers a variation process. Aldrich (1979) defines the variation process as “the first stage in the natural selection process.” In a variation process, change occurs through processes of recombination or mutation. Recombination refers to new combinations of genes. Mutation refers to change in genes from one form to another (Levine, 2000). Occurrence of variation could be random or predicted. Recombination and mutation generate random variability within a biological environment (Levine, 2000). Genetic variability results in variation in individual traits and gives rise to differential fitness of individuals. Furthermore, traits can be inherited. Variation leads to the selection of organisms that are most suitable and most fit, based on the selection criterion (Aldrich, 1979). Recombination in science can be enhanced through increasing exchange of ideas between disciplines, improving communication and collaboration technology, sharing data, technology and methods, and enhancing student and research exchange programs (Aldrich, 1979).

Variation can result from scientific breakthroughs leading to increases in technological change, which can then set off periods of change where a discipline becomes more fit. For example, genomics became more fit from technology breakthroughs after the human genome project. A variation process occurred, which then led to the formation of the sub-discipline of “comparative genomics” (Robbins, 1996).

**Stage 2: Selection Process:** Stage 2 of the natural selection process takes place when the operation of selection criteria are performed that selectively eliminates certain types of variations (Aldrich, 1979). From the perspective of scientific practice, a science discipline sifts through different theories or paradigms until finally selecting one that is able to adapt (or fit) to the pressures exerted upon it.
We shall borrow from Aldrich’s (1979) concepts for our conceptual framework to help us observe how a discipline would apply to a selection process. Aldrich (1979) explains that in organic selection, certain mutant forms are more fit to exploit the resources in their environment and, as a result, are able to survive the resource-based selection criteria. Organisms unable to survive the selection criteria are eliminated. Aldrich (1979) explains that selection criteria are based upon constraints in the environment. Organisms (organizations or communities in science disciplines) that fit environmental criteria are positively selected and survive, while others either fail or change to match environmental requirements (Aldrich, 1979).

External constraints/stimulus change the selection rate by impacting the extent of resource abundance in the environment. Variation arises through organizations’ active attempt to generate alternatives and seek solutions to problems (Aldrich, 1979) within the organization or in its external environment. When resource abundance is high, the degree of organization formation has the potential to increase (Specht, 1993) and likewise, the rate of selection is likely to decrease. Organization formation is a type of between-organization variation (Aldrich, 1979). From the level of a science discipline, if resource abundance is high (e.g., increase in federal budget for research), the rate of variation could potentially increase between disciplines or between communities in the same discipline (Aldrich, 1979). A possible example is the rate of formation of sub-disciplines or virtual organizations for sharing of ideas or collaborations; the rate of investments forming projects or organizations to deploy new technologies and form e-infrastructure to support these projects; the rate at which policies are changed that ease intellectual property rights in order to stimulate the formation of projects or virtual organizations involving foreign counterparts. On the other hand, if resource abundance is low, the variation rate could remain high, reflecting a high degree of competition for resources; e.g., an open call for proposals by a federal agency resulting in a high
degree of proposals submitted, but a low number of awards, due to lack of funding. The culling of proposals indicates an increase in selection rate.

**Stage 3: Retention Process:** Stage 3 involves the selective retention of the variations that survived the selection process (Aldrich, 1979). “Retention occurs when selected variations are preserved, duplicated, or otherwise reproduced so that the selected behavior is repeated on future occasions or the selected structure appears again in future generations (Aldrich, 1979).” In organic evolution, selective retention transfers the traits of selected variations to succeeding generations of plants and animals.

At the level of a science discipline, retention results as time passes. For example, selected variations of problems and puzzles, or knowledge resources of the human genome project in the discipline of microbiology were transferred as traits to the succeeding sub-discipline of comparative genomics. Retention is consistent with the concept of path dependence in the context of infrastructure.

According to Campbell (1969), “When the three conditions of the 3-stage model of variation, selection and retention are met, an evolution in the direction of better fit to the selective system becomes inevitable.”

### 3.2.2 Relationship Between a Science Discipline and e-Infrastructure Discussion

Our approach is to use Variation, Selection and Retention processes as a pattern of co-evolutionary change. Aldrich (1979) compared the processes of the population ecology model with processes of social organization. His claim was “if the processes are isomorphic — similar in form — then many of the insights of evolutionary theory can be used to understand organizational change (Aldrich, 1979).”

Our approach is to include Variation, Selection and Retention in our Concept Map, as functional components, to guide us in observing change resulting from the interactions between a science discipline and e-Infrastructure development activities.
Let us consider the components of the model applied to a science discipline:

**Environment:** We consider the environment as encompassing a science discipline. Earlier, we abstracted a science discipline to consist of a community, problems and puzzles, methodologies, and resources. These elements are subject to selection criteria where change could be measured based on pressures from the environment.

**Variation:** Aldrich (1979) explains that for organizational change to occur, variation must be present within and between organizations. Variation is triggered through organizations’ active attempt to generate alternatives and seek solutions to problems within the organization or in its external environment (Aldrich, 1979). E-Infrastructure is a potential for increasing resources in a science discipline or its environment. E-infrastructure offers resources (physical, technology, instrumentation, data, processes) to a science discipline in order to increase variation towards solving problems and puzzles, in particular complex problems and puzzles, with the potential to lead to breakthrough discovery. In science, the effect of high variation could have a positive impact in increasing the number of funding opportunities ( niches) and competition for the resources in those niches.

For example, a community of scientists and a resource provider collaborate to derive a solution that augments the capability of an instrument through the use of e-Infrastructure technology. This instrument consisted of environmental sensors. The e-Infrastructure technology combined wireless technology with the environmental sensors, enhancing their capabilities to collect and transmit data in real-time to scientists. This technology created an e-Infrastructure that enabled biodiversity and ecology scientists to see deeper and answer questions they were unable to before (Porter et al, 2005).

**Selection:** Using the population ecology model, Aldrich (1979) observed the selection of new or changed organizational forms that resulted from environmental constraints. E-Infrastructure can enable an organization to become more fit to survive the selection process. During variation, organization formation or
restructuring occurs to become more fit to compete for resources and survive the selection process. Linkages to e-infrastructure providers are one approach to acquiring e-infrastructure resources. For example, if the selection criteria are to increase data sharing, organizations more fit to provide approaches to increase data sharing are more likely to acquire resources.

**Retention:** During retention, e-Infrastructure potentially accelerates the transfer and replication of the traits of the organizations that survived the selection process. Continuing the example using data sharing, once XML was adopted as a standard, the infrastructure of the Internet accelerated its adoption. XML became the standard for describing metadata, facilitating the exchange (sharing) of data sets.

**Summary:** We described the concepts of co-evolution developed by Thompson (1994) and Aldrich (1979), and proposed to adopt these concepts to guide us in observing change resulting from the interactions between a science discipline and e-Infrastructure development in its environment.

These concepts provide us with a framework to answer our secondary research question — *How are the problems and puzzles of a science discipline shaping the development of e-Infrastructure, and conversely, how is e-Infrastructure changing the problems and puzzles of science discipline?* — involving the co-evolutionary relationship between a science discipline and e-Infrastructure development as they co-evolve from pressures that are both internal and external to the environment.

### 3.2.3 Adaptive Structuration Theory

We borrow concepts from Adaptive Structuration Theory (AST) to provide a lens by which we can study three effects of the interactions between a science discipline and e-Infrastructure development, and the outcome of scientific progress.

1. The first effect we consider is: **Variations in the change of science disciplines that occur, as e-Infrastructure development (advanced technologies) is used** (DeSanctis and Poole, 1994).
AST focuses on the concept of advanced information technologies (e-Infrastructures). For this discussion, let us use Advanced Information Technology (AIT) interchangeably with e-Infrastructure. It distinguishes them from other technologies as having properties capable of creating changes to traditional structures (transformative properties). E-Infrastructures hold the “potential to change traditional organizational design (DeSanctis and Poole, 1994).”

On the one hand, e-Infrastructures can be appropriated (fashioned) into a system (structure) of orchestrated (coordinated) technologies (Arthur, 2009) to suit the organization’s (discipline’s) structures, processes, norms, rules and resources. New structures also can emerge in an organization (discipline), based upon human action, as people interact with e-Infrastructure (DeSanctis and Poole, 1994).

2. The second effect we consider comes from AST providing a lens by which to focus on the issues of uptake and use of e-Infrastructure. DeSanctis and Poole (1994) explain that the effect of AITs is more a function of how they are used by people if people are able to adapt AITs (e-infrastructure) to their particular work needs, or fail to use them. Hine (2006) and Woolgar et al (2006) made similar arguments.

3. The third effect we consider results from the range (continuum) of potential interactions between groups, communities, etc. from the use of AITs. In addition to supporting traditional discrete technologies, AITs focus on coordination among people and provide procedures for accomplishing complex interpersonal exchange (DeSanctis and Poole, 1994). Variation from the uptake and use of e-Infrastructure by science groups and communities is likely to occur, in particular between different disciplines.

AST and its concepts of social structures — and the model it provides describing the interplay between AITs, social structures and human interaction — will provide a
potential lens by which we can better understand how e-Infrastructure development is changing science disciplines.

AST could be helpful in guiding us to see different forms of interactions among communities of scientists, and the structures they generate. DeSanctis and Poole (1994) refer to these forms as “structural potential.”

3.2.4 Resource Dependence Theory

The study of resources and their relationships to the behavior of organizations and their environment led to the development of the Resource Dependence Theory (RDT). This study explores resources from two perspectives: (a) resources of a science discipline; and (b) resources resulting from e-Infrastructure development. Our objective is to borrow concepts from Resource Dependence Theory to create a conceptual lens by which to identify patterns and relationships between the Environment of a Science Discipline, Aspects of a Science Discipline and e-Infrastructure Development. Our conceptual lens is defined in Chapter 4: Conceptual Framework.

Resource Dependence Theory (RDT) informs us that environmental pressures, such as the lack of funding or absence of new discoveries, will cause organizations (science disciplines) to seek ways to acquire access or control over resources (Boyd, 1990). Population Ecology Theory (PET), introduced earlier, also focuses on resources, but from the perspective that ecological constraints on resources lead to variation, selection and retention processes in the environment. In chapter 2, we characterized resources of a science discipline as consisting of human and knowledge resources. E-Infrastructure development, which we characterized external to the environment of a science discipline, has Physical, Technology and Instrumentation resources. In this section, we will study concepts to help us identify and understand how science disciplines acquire resources as a means towards discovery, based upon RDT and PET.
RDT defines relationships between organizations (disciplines), resources, and their environment. The environment exerts external forces (constraints) on organizations (disciplines), causing change and adaptation (Pfeffer and Salancik, 2003).

A *niche* refers to “resource space” in an environment (Specht, 1993; Hawley, 1988). A niche forms from distinct combinations of resource utilization and constraints on resources. A niche attracts organizations to exploit the niche’s resources (Specht, 1993; Brittain and Freeman, 1980). As organizations exert control over resources from the environment, they establish boundaries to contain those resources (Katz and Gartner, 1988). *Boundaries* serve to distinguish one organizational population from another. Organizations, as they form, create boundaries to establish identity, such as physical and/or legal identity (Katz and Gartner, 1988).

Our approach is to use these concepts by Aldrich (1979), Dess and Beard (1984) and Specht (1993) to identify conditions in science disciplines that results in the formation of niches. We will want to observe if e-Infrastructure development is creating such conditions that result in increasing niches and resources.

*Linkages to External Resources:* RDT states that the need for external resources and information drives the degree of organizational dependence on the environment (Boyd, 1990). Linkages to external resources and information are a function of organization dependence on the environment (Boyd, 1990). RDT states that an organization must gain control over resources in its environment in order for it to survive (Pfeffer and Salancik, 1978; Pfeffer, 1987). External pressures — such as competition, lack of funding, and social forces — will cause organizations to seek out linkages to external resources in the environment (Boyd, 1990). Our approach is to transfer this concept of “linkages to external resources” into our conceptual framework as a feature by which to observe linkages between a science discipline and e-Infrastructure development.

How would we employ these concepts? Boyd (1990) informs us that linkages to resources external to a discipline are high when munificence is low. In other words,
if environmental munificence\textsuperscript{7} is high, meaning there is an abundance of resources within a discipline, then the number of linkages to resources external to the environment should be low. In our conceptual framework, we established that a science discipline has two types of resources: human and knowledge. Munificence within a discipline is low when its paradigm is under pressure and the discipline lacks resources to ease the pressure. A discipline will seek to establish linkages to external resources to ease the pressure on its paradigm. These linkages to external resources could take on the form of: (1) a linkage to expertise of another domain to import knowledge and human resources; e.g., the linkage can take on the form of a legal contract involving employment or intellectual property, etc. (2) an external linkage to technology that will provide a capability to the discipline; e.g., the technology could be from e-Infrastructure development. Reichman et al (2011) found that scientific workflows and data provenance technologies were introduced into disciplines to facilitate reproducibility.

\textit{Performance:} RDT recognizes that as a result of external linkages, the performance of an organization should improve (Boyd, 1990). In our conceptual framework, we will measure “performance” in terms of scientific progress that is either evolutionary or revolutionary.

\textit{Summary:} We have introduced the Resource Dependence Theory (RDT) and the Population Ecology Theory (PET) — two important theoretical frameworks — in order to recognize patterns and relationships between resources and scientific progress. In our conceptual framework, concepts from RDT and PET will be employed to observe impacts on resources from the effects of environmental pressures on a science discipline. The properties of Resource Dependence and Population Ecology Theories provide theoretical underpinnings for our conceptual framework, explaining the behaviors of science disciplines seeking resources in an

\textsuperscript{7} Environmental munificence refers to the degree of resource abundance in the environment. It can be measured as a function of growth in a science discipline or domain (Boyd, 1990).
environment. Our Concept map uses these underpinnings to recognize relationships between resources and scientific progress.

3.3 Summary of the Literature

We finalize the review of the literature in a map of discussions in Chapters 2 and 3. Figure 3 shows the primary literature supporting the major components of our conceptual framework, that will be discussed in Chapter 4. The major components represented in the literature map are: e-Infrastructure Development, Aspects of a Science Discipline and Co-evolution.

The major threads of literature supporting our conceptualization of e-Infrastructure and its development are Large Technological Systems, Social Construction of Technology and Infrastructure, Substrate and Relational Properties of Infrastructure and Domains. The characterization of e-Infrastructure as a “socio-technical arrangement” is supported in connected streams of literature by Hughes, Pinch and Bijker, Law, and Star and Ruhleder. Domains and the pattern of domaining are represented as a separate stream connected to the process of e-Infrastructure development.

Four streams of literature are shown in the literature map that supports the concepts and properties in the Aspects of a Science Discipline: Properties of a Science Discipline, Modes of Scientific Practice, Resources of a Science Discipline, and the Philosophy of Science literature. Streams of literature for the Philosophy of Science are Knowledge Creation and Modes of Inquiry literature. It is from these streams of literature that we will construct a lens to observe patterns of discovery.

Finally, four streams of literature support the concepts and theories we use for the process of Co-evolution. Two streams (shown on the left) come from the biology literature: Biological Co-evolution and Natural Selection, which is a stream that brings in the Population Ecology model theory. Two other streams (shown on the right) come from the Organization and Technology literature, and Organization and the Environment literature. These two streams of literature are shown connected through the Population Ecology Model and the Resource Dependence Theory.
We will now connect the concepts and properties we have derived from these streams of literature into a cohesive idea.

In Chapter 1, we argued that nations have been making significant investments in ICT infrastructures with the intention of stimulating dramatic increases in scientific progress, with the hope of achieving discovery. By achieving discovery, the hope is that these investments will result in technological innovation and economic prosperity for these nations.
Figure 3 Literature Map of major literature streams
In Chapter 2, we introduced concepts and properties on e-Infrastructure development and Aspects of a Science Discipline. We conceptualized e-Infrastructure development as a social-technical arrangement. The concepts and properties of e-Infrastructure development were categorized as hard and soft infrastructures, and organized as a set of seven interconnected categories. Figure 2 conceptualized e-Infrastructure development and its seven categories.

Aspects of a Science Discipline were conceptualized as possessing the following properties: a Community of Scientists; Problems and Puzzles; a Methodology; and Resources. Modes of scientific practice described how these properties are interrelated. Knowledge creation and Modes of Inquiry provided concepts for how science is thought about and understood.

Concepts and patterns of co-evolution and the environment of a science discipline were described in Chapter 3 to inquire about the interaction between a science discipline and e-Infrastructure. Our conceptualization of these components and their interconnections are represented in the following figure.
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**Figure 4 Conceptualization of co-evolution between e-Infrastructure development and Aspects of a Science Discipline**

Figure 4 shows the components of our preliminary theory of e-infrastructure development and connections to other components that could result in discovery.
The next chapter on the Conceptual Framework will describe each concept and provide operational definitions, describing how we intend to use each concept and how we will observe it for changes.
CHAPTER IV: Conceptual Framework

4. Concept Map

Chapters 2 and 3 surveyed the literature on the history and philosophy of science for insights that could ground a theoretical explanation of e-Infrastructure development’s impact on increasing scientific discovery. In this chapter, we construct a Conceptual Framework to guide the process of making sense of the effects of significant national ICT investments. These investments are intended to stimulate transformative research which, when supported by developing e-Infrastructure, lead to revolutionary discovery.

A Conceptual Framework is a key component of the design of a research study. Conceptual Frameworks serve to interconnect concepts, assumptions, expectations, beliefs and theories that support and inform the research of a study (Maxwell, 2005). A Conceptual Framework also represents a tentative theory for the phenomena that is being investigated (Maxwell, 2005).

A tool for the construction of a Conceptual Framework is called a “Concept Map.” A Concept Map develops and clarifies a theory (Maxwell, 2005), while also providing a visual representation of that theory. It is also referred to as a “conceptual lens,” because it enables its user to zoom in and out to make the proposed theory more visible. A Concept Map usually consists of two types of symbols: (1) labeled ellipses or rectangles representing concepts, and (2) arcs or lines, with or without arrows representing relationships between concepts.

Coupled with explanation, a Concept Map illustrates what a theory says is happening with the phenomenon being studied (Maxwell, 2005, Miles and Huberman, 1994).
4.1 Introduction to the Concept Map

The Concept Map of our study is shown below in Figure 5. It describes six main components of our conceptual lens: (1) Aspects of a Science Discipline; (2) the Environment of a Science Discipline; (3) the e-Infrastructure Development Process; (4) the Co-evolutionary Relationship between a science discipline and e-Infrastructure development; (5) Scientific Discovery as a result; and (6) ICT Investment as a stimulus. Each of the six components is numbered in the Concept Map for easier identification.

In the remainder of this section, we describe the six components of the Concept Map, and their function within the overall framework. In the next section, we describe each of the concepts in the Concept Map, provide an operational definition of each concept, and explain how we plan to observe or measure each of the concepts. We conclude with a display of all of the components and each of their
concepts, a brief description of their operational definitions, and the plan for observing them.

1. Aspects of a Science Discipline

The Aspects of Science Disciplines are organized as two activities: (a) concepts about how science is done (the modes of practice in a science discipline), and (b) concepts about how science is thought about and discussed (Philosophy of Science). Based on Kuhn (1996), and upon the Literature Review (Chapter 2) and theoretical underpinnings (Chapter 3) of this study, we organized the concepts of how science is done into four dimensions: (a) **membership** that collectively defines a particular community of scientists, (b) **methodology** used by that community to conduct research; (c) **Problems and Puzzles that** community members work on, and (d) **human and knowledge resources** stemming from that community’s achievements.

The concepts determining how science is thought about are based upon the philosophy of science. This philosophy is included in our Concept Map, because it’s important to understand how science inquiry is changing.

2. Environment of a Science Discipline

When an environment exerts pressures on a science discipline, it can result in competition for resources between sub-disciplines or other organizations. For example, governments can exert pressures on science disciplines through policies that control funding. We conjecture that e-Infrastructure development increases resources for a science discipline. Likewise, the requirements of a science discipline increase demand for resources in response to its goals. In turn, those goals exert pressure on e-Infrastructure. We will refer to the Population Ecology Model (Aldrich, 1979) and Resource Dependence Theory (Boyd, 1990) for concepts and relationships to guide our exploration of the environment of a science discipline.

3. E-Infrastructure Development Process

E-Infrastructure Development Process represents a set of categories derived from the literature streams on infrastructure and its development. These categories were
described back in Chapter 2. Hughes (1987) represented infrastructure development as a continuum of technologies or domains of technologies (Arthur, 2009). Moreover, these categories are socially constructed and can be adapted to function in a dynamic environment. Within our conceptual lens, the component of e-Infrastructure development shall guide us through linking events from stimulus to discovery.

4. Co-evolutionary Relationship Between a Science Discipline and e-Infrastructure

The fourth component of our Concept Map concerns itself with the interactions between a science discipline and e-Infrastructure development. It is our conjecture that the Aspects of a Science Discipline and e-Infrastructure co-evolve as they mutually influence each other. Their relationship is represented with a bidirectional arrow to represent their mutual influence (shaping). The dashed line intersecting the arrow demarcates other influences either coming from within the environment of a science discipline to the e-Infrastructure, or vice versa. The arrow pointing to the right is a part of the fifth component, which we will describe next. When applied to different conditions, we theorized that the co-evolutionary relationship impacts whether the outcome follows a normal (evolutionary) process or a revolutionary process. What determines evolutionary versus revolutionary paths to discovery is also a significant part of the empirical work contained in this study.

5. Scientific Discovery

The fifth component of our Concept Map guides us in our observation of the path from stimulus to discovery. This component of the Concept Map will help answer our primary research question of how the development of e-Infrastructure is impacting discovery. We theorized that a path starts from a stimulus — in particular, ICT investments. (We discuss characteristics of a stimulus in the sixth component). A path develops as it crosses between e-Infrastructure development and the Aspects of a Science Discipline. Directed arrows from discovery back to Aspects of a Science Discipline and e-Infrastructure Development Process represent
the outcome of the discovery emerging from the science discipline, the e-Infrastructure, or both.

6. E-Infrastructure Development as a Stimulus

The sixth and final component of our Concept Map focuses on how ICT investments have stimulated the development of e-Infrastructure, leading to dramatic improvements in scientific discovery. Here, we observe whether the intention is to develop e-Infrastructure through an independent initiative, such as Cyberinfrastructure or e-Science, or through a science discipline, as it develops instrumentation or adapts technologies as part of its practice. Arrows indicate that stimuli could be external to a science discipline (represented by the directed arrow towards the e-Infrastructure development process), or internal to a science discipline (represented by the directed arrow towards environment of a science discipline). We use a thicker arrow to represent our theory that ICT investments in e-Infrastructure development are greater than investments in the environment of a science discipline.

4.2 Concept Map Components: Concepts and Operational Definitions

We have described the six major components of the Concept Map. In this section we describe the concepts and properties within each component. We develop an operational definition for each concept that describes how we will use it and observe it for changes. Concepts will be shown in bold italic. Since we’re interested in tracing a path from stimulus to discovery, our concepts must be able to tune into (or understand) the effects caused by environmental pressures. Operational definitions given here are not exhaustive and they’re subject to change as we use the Concept Map in our empirical work.

4.2.1 Aspects of a Science Discipline

As described in Chapter 2, a Science Discipline contains the following concepts and properties: (a) is a particular community of scientists, (b) has Problems and
Puzzles its members work on, (c) has a methodology, and (d) has resources that consist of knowledge and human resources.

1. “Is a particular community of scientists” lets us know that we will be observing a subset of a broader science discipline. Scientists in a particular community engage in actions whose meanings they negotiate with one another (Wenger, 2002). We label a community of scientists as “particular” because of defining properties, such as a “community” sharing a particular goal, or working on a particular set of problems or puzzles. Each “community” uses a particular practice of normal science defined by its paradigm, etc.

Observing a particular community of scientists: The concepts we will use to observe a particular community of scientists are: (a) Size, (b) Membership characteristics, and (c) Structure.

The Size of a particular community of scientists will be measured over time. Measures we will use to characterize size are number of scientists, number of students, and number of organizations participating in the community while conducting research.

Membership measures the different forms of participation in a community of scientists. For example, “funded membership” means a community of scientists of an organization funded to participate and conduct research within a particular community. “Affiliated membership” means participation in a particular community through another organization that has an affiliation agreement with a particular community. “User membership” means joining a particular community as a user of its resources, e.g. data product. Membership characterizes the different types of groups that have joined a community.

Structure categorizes the different forms of a particular community of scientists. We will use a nominal scale for structure with values of low, medium and high. Low represents a community of scientists that is conducting local science. For example, a biological field station where scientists go to (physically) conduct
their own research has low structure. **Medium** means a community of scientists that is geographically dispersed, with some sharing of resources. An example of this would be a particular community of two or more field stations with scientists collaborating across stations and some degree of sharing resources. **High** has the properties of medium, but with a high degree of sharing of resources, such as sharing data.

2. **Methodology:** A methodology within the Aspects of a Science Discipline refers to a procedure or prescription to perform an experimental design. Both experimental design and methodology are guided by paradigm (Glass, 2007; Kuhn, 1996). Graham et al (2002) argued that in the Ecology Discipline, methodology concerns itself with how data are collected and analyzed, and the standards by which they are compared. A community of scientists applies a methodology consistent with the paradigm that community uses. Case in point, if a community of scientists uses the Critical Rationalism paradigm, then the methodology normally involves making a hypothesis and then subjecting it to falsification (Popper, 2002; Glaser, 2007).

Our Concept Map does not concern itself with the specifics of the methodologies that a particular community of scientists uses in its practice. Instead, it guides us to observe a change in methodology and explore the cause of that change within a particular community of scientists. For example, what if 20 years ago a community of ecologists started to study the biodiversity of the Everglades and used a hypothesis-driven paradigm, such as Critical Rationalism, to design experiments? Second, what if data were collected and used primarily to test experimental results against hypotheses? Third, what if scientists who collected the data were also the primary users? Finally, what if 10 years into the program, science requirements changed and they demanded the use of data from other sources, such as remote sensing? Then, changes in science requirements or changes in policy are potential impacts on the methodology a community of scientists uses to achieve its stakeholders’ goals.
Observing change in methodology: Observing change in methodology involves searching for influences affecting methodology from either within the environment or external to the environment of a science discipline. During data analysis, we will look for cause-effect relationships between methodology and other categories of the Concept Map. Cause-effect relationships we will search for include: (a) Change in policy or science requirements — for example, the adoption of a standard format for biodiversity, such as ecological data for use in GIS systems; and (b) the adoption of technology (or technologies) that influences change in methodology — for example, the adoption of DNA barcoding for identification and classification of organisms that has dramatically changed the methodology of taxonomy.

3. Problems and Puzzles: As we described in Chapter 2, Problems and Puzzles are designed to support paradigms of a discipline. A community of scientists defines its Problems and Puzzles in a manner consistent with its paradigm (Kuhn, 1996).

The scientific goals of a community of scientists influence its Problems and Puzzles. Goals provide a stimulus for scientists to frame Problems and Puzzles in novel or bold ways to make discoveries. For example, governments reward scientists for proposing Problems and Puzzles that challenge theories and prevailing paradigms towards achieving discovery (NSF, 2012). How Problems and Puzzles are framed in relation to a paradigm, and in the context of the goals of a community of scientists, could result in discovery.

Change in the scientific goals of a community of scientists is potential stimuli entering the environment of a science discipline. Problems and Puzzles are subject to change as the goals of a community of science change (Glass, 2007).

Observing change in Problems and Puzzles: We plan to observe change in Problems and Puzzles by comparing the propositions and questions of a particular community of science over multiple periods of time. We will observe
for changes in the goals and in the scope articulated in the propositions and questions that frame the Problems and Puzzles.

Change in policy affecting a science discipline is an event we will observe as a potential cause of change in Problems and Puzzles. Change in policy affecting the Problems and Puzzles of a science discipline would be represented as a path of events linking the Governance category into a Problems and Puzzles category in the Aspects of a Science Discipline component.

4. **Resources:** As previously discussed, e-Infrastructure development receives stimuli of ICT investments, intended to develop the technological infrastructure. This infrastructure is represented by Physical, Technology and Instrumentation categories. As e-Infrastructure development interacts with a science discipline, we will refine our conceptual framework and use it to answer our primary research question.

In Chapter 2, we argued that a science discipline has resources, and we partitioned these resources into two classes: Human and Knowledge resources. We generalized that “**Resources of a Science Discipline**” is a broad concept, and that its use in our Concept Map can coincide with the other concepts; therefore, we must be precise in how we intend to use the concept, “Resources of a Science Discipline.”

**“Human resources of a science discipline”** is a population of people who are practicing basic and applied research to achieve scientific progress and discovery. We found three activities that are used in the U.S. to develop human resources of a science discipline (NSB, 2010):

- Increasing the number of graduates with science degrees;
- Increasing immigration of foreign scientists; and
- Delaying retirement of senior scientists because of the relative youth of the science workforce compared to the total U.S. workforce.
Observing change in human resources of a science discipline: We will observe change in these activities, and remain open to discovery of other activities, as we study a particular community of science. The following is an initial list of variables we will use to observe change:

- Change in the number of graduate students;
- Change in the participation of foreign scientists; and
- Change in the employment status of senior scientists.

“Knowledge resources of a science discipline” is a broad concept too, and it could be included in the other categories in the Aspects of a Science Discipline. For example, the experience that scientists within a community of scientists possess about how science is conducted is a knowledge resource (NAP, 2010). Another example of a “knowledge resource,” as characterized by Popper (1999), is an objective representation of Problems and Puzzles of a community of scientists, codified in a language as objective propositions or questions (Popper, 1999), where meaning can be transferred and reused to create knowledge.

We chose to treat knowledge resources of a science discipline as its own category in the Concept Map. In this category, we will track events from stimuli to discovery resulting from interactions between e-Infrastructure development and a science discipline.

Observing change in knowledge resources of a science discipline: Knowledge resources we plan to observe are: (a) experience of scientists, (b) change in Problems and Puzzles, and (c) multidisciplinary use of data sets. Note: This list is not exhaustive.

Experience of scientists: Observe change in total number of peer-reviewed papers in a community of scientists. We intend to measure the experience of scientists in a particular community through the increase in peer-reviewed publications over a period of time.
**Change in Problems and Puzzles:** Observe change in Problems and Puzzles. For example, change in scientific goals is an indication of potential change to types of Problems and Puzzles. For example, the scientific goal to address problems characterized in greater spatial and temporal scales is likely to change the research questions of a community of scientists. We argued that an objective form of the research questions is a knowledge resource.

**Data sharing across multiple communities of science:** We would measure and compare papers that report findings by using data from across multiple communities and over multiple time periods. A particular community of science can be the creator of the data set(s). Reused data sets are potential knowledge resources to multiple disciplines. We would also observe if data sets were enhanced or combined with data from other disciplines. We refer to these types of data sets as heterogeneous data sets. It is our conjecture that e-Infrastructure provides a technological substrate to facilitate the creation of heterogeneous data sets. Moreover, we believe that an increase in heterogeneous data sets is an indicator of potential increase in discovery. The empirical component of this study will look for data that supports this proposition.

### 4.2.2 Environment of a Science Discipline

An environment exerts pressures on a science discipline that can result in competition for resources between sub-disciplines or other organizations. For example, governments constrain science disciplines through policy and funding. In Chapter 3, we introduced concepts and properties from Resource Dependence Theory (RDT) and Population Ecology Theory (PET) to explain the relationships between organizations, resources and their environment.

An environment consists of organizations and resources. **Organizations** depend on resources for survival. Organizations control resources, and share them with other organizations. There are many types of environmental resources, including financial, physical, informational, and technological (Pfeffer and Salancik, 2003).
The environment of a science discipline consists of particular communities of science (domains) and resources, which we earlier classified as knowledge and human resources. Our conceptual framework treats physical, technological, instrumentation, and data as external resources in the component of e-Infrastructure development. A particular community of science we will study is the U.S. Long Term Ecological Research Network (LTER). LTER is a network of organizations, referred to as Sites. Each Site has resources that they control and share with other Sites.

**Observing organizations and resources:** We will use our Conceptual Framework and Concept Map to classify organizations and resources, and their interactions, as we explore events from stimulus to discovery. Organizations in the environment of a science discipline include *universities* (providers of human and knowledge resources, as well as physical and technology resources), *museums* (physical and instrumentation resources), and *government agencies* (e.g., funding agencies that provide funding resources and policies that exert controls on resources and goals). This is not an exhaustive list of organizations and resources in the environment of a science discipline. Classification of others is a component of the empirical work of this study.

Other organizations in the environment include *resource providers.* We described two types: domain-specific providers and domain-independent providers. **Domain-specific resource providers** are organizations with expertise and resources in domain specific knowledge (Foster, 2005). Expertise comes from human resources in the community of science workforce, and graduate student population (NAP, 2010). Resources in domain specific knowledge include domain-specific content in data, domain specific software, domain specific scientific processes, etc. For example, a domain-specific resource provider, using domain-specific knowledge and technology, processes raw remote sensing data into a ready-for-science data product. **Domain-independent resource providers** are organizations that possess expertise and resources that can be shared and reused across multiple disciplines;
for example, a scientific workflow system that can be adapted for reuse in different science disciplines.

**Niches:** A niche was described earlier in Chapter 3 as a “resource space” in an environment that forms from combinations of actions on resources. Niches are important to detect, because they represent potential for discovery. For example, a niche could form from discovery of anomalous data, causing a paradigm and its discipline to transition from normal science to extraordinary science (Kuhn, 1996).

**Observing for niches:** When a niche forms, we should be able to observe its effects, such as the presence of a cluster of resources in the environment, or the potential for resources to come in to the environment. For example, a niche could form around a technology and a policy that facilitates the sharing of data. The niche grows in resources in order to increase adoption of this technology and policy when a funding stimulus is introduced into the environment.

**Linkages to external resources:** As we described in Chapter 3, linkages to external resources are a function of organization dependence on the environment (Boyd, 1990). We adopt this idea to recognize events or effects that cause a science discipline to create linkages to external resources. It is important to categorize and describe newly discovered external linkages and to recognize patterns of e-Infrastructure development, as these will help answer our primary research question.

**Observing linkages to external resources:** Linkages to external resources will be observed through change in number of agreements or contracts a community of scientists has with other organizations. A contract or agreement between two organizations represents a linkage to access or control over one another’s resources. For example, an award number from a grants funding agency represents an agreement between the grantor (funding agency) and the grantee (organization who performs the work). This can also be observed in peer-reviewed publications; for example, an agreement between a provider of a data set and a user to access a
data set for an experiment. We can observe the presence of a linkage through a publication that cites the source of the data.

In summary, we have described the environment of a science discipline as consisting of organizations, resources, and niches. We have described how we plan to observe their interactions and the events that create conditions to establish linkages to external resources.

4.2.3 e-Infrastructure Development Process

Figure 2 in Chapter 2 represents our conceptualization of e-Infrastructure. The categories organized in a side-by-side fashion represent the development of e-Infrastructure as a continuum of hard infrastructure and soft infrastructure, socially constructed and adaptable enough to function in a dynamic environment. Hard infrastructure includes categories for Physical, Technology and Instrumentation. Soft Infrastructure includes categories for Process, Organization and Governance. Data, we hypothesized, plays a central role between Aspects of a Science Discipline and the process of e-Infrastructure development. We now describe each concept, and how we plan to observe it.

1. Physical:

Physical is a category for physical objects or resources. An object in the physical category is not necessarily part of an e-Infrastructure, but it has the potential to be. For example, a museum that houses a collection of specimens is a physical object. It might be part of an e-Infrastructure if, for example, its collection is available online in a digital format that is accessible to a science discipline. We use the Physical category to categorize physical objects external to a science discipline’s environment. These objects are being changed or created to be part of an e-Infrastructure.

An important reason to include this category in the Concept Map is to guide us in observing the level of past and present investment in changing physical resources to become a component of an e-Infrastructure. What it means for a physical resource,
such as a museum or a biological field station, to become a component of an e-Infrastructure is not well understood. Physical objects found to be components of an e-Infrastructure are observed in an effort to learn their role in an e-Infrastructure. In the empirical process, we will use our Concept Map to explore what investments have been made towards changing physical objects into components of an e-Infrastructure or to create and ready physical resources to be on an e-Infrastructure. It could be important to determine a correlation between changing a physical object into a component of an e-Infrastructure and a resulting discovery.

**Observing change in Physical objects into components of an e-Infrastructure:**
Physical objects changing into components of an e-Infrastructure will be observed by analyzing investments aimed at adapting physical facilities or resources into components of an e-Infrastructure. Our search will also include information on investments directed towards creating physical resources, which from the start are components of an e-Infrastructure. Investment information of this kind will be observed in public record reports or from informant interviews.

Also, we will observe for linkages between Aspects of a Science Discipline and the physical resources found within an e-Infrastructure. For example, a resource provider and a community of scientists have developed a workflow system to automatically harvest data across multiple field sites. Linkages (e.g., one or more agreements) to access physical resources between the sites and a resource provider are an indicator of a potential development of an e-Infrastructure.

2. **Technology:**
Technology as a category of e-Infrastructure development refers to the technologies that are fashioned into components of an e-Infrastructure. For example, a computer is an artifact fashioned from the technology of computation. We argued in Chapter 1 that nations are making huge investments in technology infrastructure development. This technology category is in our Concept Map to guide us in
observing artifacts in an e-Infrastructure or technologies in the process of being changed into components of an e-Infrastructure.

Our focus will be on technology investments by governments on basic and applied research. We are prepared to present investment information on these technology sub-categories: Computation, Storage, Networking, Software, and Visualization. While this list of categories is not exhaustive, our preliminary investigations indicate they cover a significant range of investments.

**Observing change in Technology Infrastructure:** We will search for information about change in technologies aimed at stimulating e-Infrastructure development. Of particular interest are investments in technology aimed at linking islands of physical and instrumentation resources into national shared e-Infrastructure aimed at enhancing scientific discovery.

3. **Instrumentation:**

Instrumentation refers to a measuring apparatus or system, such as a remote sensing system, microscope, telescope, DNA sequencer, etc., that collects or generates data for scientific use. Instruments offer precise measurements as data, which can then be applied to a measurement scale.

The Instrumentation category will be used to observe the level of investment in changing or creating instrumentation as a component of an e-Infrastructure. We recognize this as an outcome of a stimulus to develop e-Infrastructure.

In our Concept Map, we expect to find and represent events that are linkages from the environment of a science discipline to instrumentation. Case in point, consider an instrument at a field station measuring a range of variables characterizing the surrounding environment. The field station and the instrument are accessible through a workflow system within a national e-Infrastructure for biodiversity-ecology. Access to this instrument is only through the workflow system. Researchers must submit proposals requesting time to use the instrument. Receiving a grant to access the instrument is an event designed to establish a
linkage between a scientist and an instrument. Finding these linkages is important to guide us in characterizing the meaning of e-Infrastructure and how it develops.

**Observing change in Instrumentation:** We will observe change in Instrumentation by examining investments to adapt instrumentation to work in an e-Infrastructure. Reusing the previous example of a workflow system, an instrument, such as a data logger, may be adapted to transmit its data set whenever data volume reaches a threshold. We will observe for information on Investments to change existing instrumentation, as well as investments in new instrumentation to enable the instrument to work as a component of an e-Infrastructure, will be included in our inquiry.

4. Data

Chapter 2 describes the Data category as having a key role in the development of e-Infrastructure. This category will be used for observation of investments for enhancing or creating data resources towards the development of an e-Infrastructure. A data resource refers to a digital representation of an object that is a source of data. As an example, an object that is a source of data might be a preserved butterfly that is in a collection at a museum. A taxonomist can study that butterfly at the museum, or request to borrow it from the collection. (This might not be possible depending on the relationship the taxonomist has with the museum). On the other hand, a data resource could also be a digital representation of that butterfly that also includes scientific information describing its properties. An example of a data resource similar to this is the Encyclopedia of Life⁸.

We would argue that a data resource is not a replacement for a real object that provides data through observation. On the other hand, data resources accessible through an e-Infrastructure create a potential to widen access to a significantly broader and more diverse community of scientists and other communities of interest, this widened access potentially increases the democratization of science.

---

⁸ Encyclopedia of Life, [http://eol.org/]
Investments to stimulate development of data resources are the type of information the Data category would describe.

**Observing change in Data Infrastructure:** We will observe sources of information on investments to create data resources. An effect we will look for from these investments is how they are changing work practices in a science discipline. Changes in work practices of a community of scientists could be a finding in a developing e-Infrastructure. Moreover, we will observe from published studies or from subject matter experts what impact access to data resources has had on democratization. Publications showing co-authorships between scientists in the U.S. or other developed countries with authors in developing countries are an indicator of investments that we will use to observe investments to create data resources and data infrastructure.

5. **Process**

The Process category guides us in observing changes to processes as the e-Infrastructure develops. The Process category will guide our observation of the effects of linkages to resources between the categories in hard infrastructure, data infrastructure and Aspects of a Science Discipline. An effect we expect to find is the presence of conditions creating a demand to change a process or adopt a new one. An example of this is, investments in remote sensing technology, transforming data into geo-referenced data. Geo-referenced data increased demand for sharing data between communities of scientists, because it provided a common format that could be used with GIS technology. Scientists were reluctant to share data outside of their community. Eventually, the data providers adopted a guideline, which led to a change in the process of sharing their data.

**Observing change in Process Infrastructure:** Our approach to observing change in Process infrastructure is to observe effects of infrastructure development, including transfer, adaptation and path dependencies (see Table 2). The eventual result is a change in processes, or particular scientific practices. We will witness
changes in processes in publications, such as academic journals, internal documents of the community of science, or through informant interviews.

6. Organization

The Organization category in our Concept Map refers to two classes of organizations interacting with Aspects of a Science Discipline. The first class is organizations that are changing; the second class is organizations that are emerging. Organizations that are changing refer to communities of a science discipline that are undergoing change or adaption resulting from environmental pressures. Organizations that are emerging refer to communities of a science discipline that are forming (coming into existence), as a result of conditions in the environment, such as availability of resources. Organization does not imply a legal entity. Organization more closely resembles a community or a “virtual organization.” An organization can also represent a project that consists of human and technology resources.

Let us first look at an example of an organization that is changing. Consider a synthesis center that produces a synthesized data product for its communities of science. What if this synthesis center is under severe pressure, because the government and its primary resource provider (funding), chose to terminate its contract (sever the linkage)? The synthesis center is changing as a result of the loss of the contract with the government. The synthesis center must establish new linkages to other communities of science (organizations) that will provide resources in exchange for its data synthesis product. Otherwise, it faces dramatic changes, or eventually ceases to exist due to the loss of its resources.

A second example is an organization that is emerging. Consider a community of scientists that have made a discovery. As Graham et al (2002) found when discoveries occurred in the discipline of ecology, communities of scientists would splinter from their previous paradigm to develop the emerging paradigm. Complementary to the new paradigm, a new organization emerges, with linkages to internal and external environmental resources designed to support the emerging paradigm.
**Observing change in Organization Infrastructure:** An organization can be observed through its physical, technological and human resources. Variation in the goals of an organization is an approach that we will take to observe change. Organizations that will be observed have research goals, and are normally funded by a government. Changes in organizations’ funding levels, composition of their human resources (i.e., repeated declines in the number of scientists employed in the organization), and linkages to resources in other organizations are the avenues we will use to observe changes in organizations.

7. **Governance**

The Governance category guides us in observing changes in the ways in which organizations are governed. Governance in the Concept Map is where we will categorize properties of governance, such as structure of an organization, and rules by which it operates and works towards achieving its goals. Governance of an organization is not static, meaning it can change as the organization evolves. For example, governance of the LTER Network evolved to represent 26 sites, enabling the organization to work as a coordinated network (Gosz et al, 2010).

**Observing change in Governance:** Our approach to observing change in governance of an organization is to compare its governance structure over time. For example, structural and functional changes in an organization over time indicate changes in its governance structure made mostly likely to address environmental pressures.

In summary, we have described the seven categories in the e-Infrastructure development process included in our Concept Map. For each of the seven categories, the following was provided: (1) a description of each category’s function within the e-Infrastructure development process and its interactions with other components, and (2) a description of how it will be used to observe changes over time in the properties of that category. Examples of realistic scenarios were given to illustrate the use of each category. We now continue with the next component of the Concept Map.
4.2.4 Co-evolution Relationship of a Science Discipline and e-Infrastructure Development

The Co-evolution Relationship (fourth) component of our Concept Map provides a lens by which we can observe change between Aspects of a Science Discipline and e-Infrastructure development. This component is equipped with concepts of co-evolution, natural selection (Thompson, 1994; Pazos et al, 2008), and organization behavior in relation to its environment (Aldrich, 1979; Pfeffer and Salancik, 1978). Communities of scientists require resources as they work on Problems and Puzzles. When resources are needed external to a community, one or more linkages (Boyd, 1990) are created between organizations to provide access to them.

The Co-evolution Relationship component guides us in organizing information on linkages and resources between a science discipline and e-Infrastructure development. This component observes paths between e-Infrastructure development and Aspects of a Science Discipline. A path refers to a linkage between a community in a science discipline and an e-Infrastructure resource provider (organization). A path supports access to and exchange of one or more resources and is, therefore, a substrate between a community of scientists and a resource provider.

Referring to the Resource Dependence Theory, a linkage in the context of this conceptual framework can be conceptualized as a process that creates a mechanism by which one or more paths can be established between an organization (in a science discipline) and a resource (or resource provider). An example of a linkage is the process of establishing an agreement. The agreement itself is the mechanism by which one or more paths can be established.

A path supports access to and exchange of one or more resources, and therefore, works as a substrate between a community of scientists and a resource provider.

Case in point; consider a network of field sites for biodiversity and ecology research that produce data sets for long-term ecological studies, such as the Long Term Ecological Research (LTER) Network. Prior to data sharing occurring between sites
or other research networks, linkages were established that defined a policy for data sharing. The linkages took on the form of agreements, normally between a data provider and a data user. Once the linkage (agreement) was established, mechanisms were created, such as access credentials, necessary to access systems or databases, containing desired data sets.

**Observing change in the Co-evolution Relationship component:** We will track the number of paths created over time between Aspects of a Science Discipline component and the e-Infrastructure development process component. Comparisons can be performed at two different time intervals to observe change in the number of paths representing linkages supporting the exchange of resources. For example, in the first decade (1980 – 1989) of the LTER Network, paths between sites that supported cross-site comparative research were fewer than five (there were none in the first four years). Sharing of resources, such as data and information, was very low, as reflected in the number of publications with co-authorships (Johnson et al, 2010). During the second and third decades, as stimulus came to increase cross-site comparative research, the number of paths between sites increased dramatically.

### 4.2.5 Scientific Discovery Component

Previously, in component (4) of the Concept Map, we described the co-evolution relationship between a science discipline and e-Infrastructure development. We also introduced the concept of a path as a linkage between a community in a science discipline and an e-Infrastructure resource provider.

The Scientific Discovery component (component 5 of the Concept Map) guides us in observing for discovery events. A “discovery event” marks the occurrence of a discovery. As described in Chapter 2, a “discovery” commences with the awareness of an anomaly (Kuhn, 1996). When a discovery event occurs, the Scientific Discovery component marks the path between the Co-evolution Relationship component (5) and Scientific Discovery component (6). The path from stimulus to discovery can be traced. The path can also be studied to retrospectively observe the e-Infrastructure development process. From this, we can empirically determine the
impact that stimulus and the e-Infrastructure development had on discovery, when combined with interactions from a science discipline.

**Observing change in the Scientific Discovery component:** The Scientific Discovery component changes when a discovery event occurs. Information on discovery events is observable in peer-reviewed publications. Discoveries are published and obtained by interviewing scientists who were members of a particular science community and who possess historical information about discovery events.

**4.2.6 ICT Investments Stimulus Component**

The ICT Investments Stimulus component (6) in the Concept Map guides us in observing stimuli of ICT investments intended for either the development of e-Infrastructure or the environment of a science discipline.

We hypothesized that the majority of the stimuli in ICT investments would be for the development of technological infrastructure, which eventually would dramatically increase scientific discovery. The conceptual framework also supports an investment pull from science communities into Aspects-of-a-Science-Discipline components. For example, an external stimulus of funding for science research, obtained through a proposal process, instead of through a federal technology e-Infrastructure initiative. This component will guide us in testing this hypothesis as part of our empirical work. When a discovery event is observed, this component will provide us with information to retrospectively trace back to the stimulus that led to a discovery. This will help us answer our primary research question.

**Observing change in the ICT Investments Stimulus component:** The ICT Investments Stimulus component changes when a stimulus of ICT investments is made. The ICT investments we observe will be made primarily by the U.S. government to federal agencies investing in ICT investments. These investments are intended for the creation and support of a shared national e-Infrastructure, supporting basic Research and Development (R&D), and Applied Research. Changes will be observed by comparing investments on an annual basis across different
investment categories. We will refer to online publications with federal ICT investment information for this data.

4.3 Summary of the Concept Map

We have described each of the concepts in the Concept Map. For each concept, we provided an operational description as well as explained how we plan to observe the concept. Examples of realistic scenarios were given to illustrate how we would use the Concept Map for exploration and testing our conceptual framework.

We now display the components and categories of the Concept Map in Table 4. Included is a brief description of each component and concept, its operational function, and how it will be observed.
<table>
<thead>
<tr>
<th>Concept</th>
<th>Definition/Description</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Aspects of a Science Discipline</strong></td>
<td></td>
</tr>
<tr>
<td>A Particular Community of Scientists</td>
<td>A particular community of scientists is a body of scientists that practices research defined by its Problems and Puzzles, and is grounded upon its achievements (knowledge).</td>
</tr>
<tr>
<td>Methodology</td>
<td>How science is practiced in a particular community of scientists, guided by its prevailing paradigm.</td>
</tr>
<tr>
<td>Problems and Puzzles</td>
<td>Problems and Puzzles define the propositions and questions used to further articulate the paradigm from which they were derived. An anomaly is a particular kind of problem that appears as an inconsistency in relation to a discipline’s accumulated knowledge.</td>
</tr>
<tr>
<td>Resources of a Science Discipline:</td>
<td>A science discipline has human and knowledge resources. These resources are within the internal environment of a science discipline.</td>
</tr>
<tr>
<td>• Human Resources of a Science Discipline</td>
<td>A population of people who are practicing basic and applied research to</td>
</tr>
</tbody>
</table>

**How the Concept is Observed**

- **Size**: number of scientists; number of students; number of organizations participating in the community.
- **Membership**: measure of different forms of participation; e.g., funded, affiliated, user, etc.
- **Structure**: measures geographical dispersion and the degree of sharing of resources.
- Changes in how the science is practiced as a result of adoption of a standard or a policy. For example, the adoption of a data-driven approach, such as data mining versus hypothesis driven approach.
- Compare propositions and questions of a particular community of science over multiple periods of time.
- Identify any change in the goals and scope that frame the Problems and Puzzles.
- Changes in size and composition of the scientific workforce.
| Knowledge Resources of a Science Discipline | An objective representation of Problems and Puzzles of a community of scientists, codified in a language as objective propositions or questions (Popper, 1999), where meaning can be transferred and reused to create knowledge. | • Change in the number of graduate students.  
• Change in the participation of foreign scientists.  
• Change in the employment status of senior scientists  

• Experience of scientists: Change in number of peer-reviewed papers.  
• Change in Problems and Puzzles: Observe change in Problems and Puzzles.  
• Data sharing from across multiple communities of science: Compare papers that report findings using data from across multiple communities, over multiple time periods. |

---

### Environment of a Science Discipline:

<table>
<thead>
<tr>
<th>Environment</th>
<th>An environment exerts pressures on a science discipline that can result in competition for resources between sub-disciplines or other organizations.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Organizations (Communities of Scientists):</td>
<td>Organizations control resources, and share them with other organizations.</td>
</tr>
<tr>
<td>Resources in Environment of Science Discipline</td>
<td>Organizations with resources include <em>universities</em> (providers of human and</td>
</tr>
</tbody>
</table>

Change in number and types of resources in the environment of a
<table>
<thead>
<tr>
<th><strong>Linkages to external resources</strong></th>
<th>A linkage represents an organization’s dependence on external resources</th>
<th>Change in number of agreements or contracts over time.</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>e-Infrastructure Development Process:</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Physical</td>
<td>Physical is a category for physical objects or resources. Observes physical objects that are being changed or created as part of an e-Infrastructure development process.</td>
<td>Change in the investments to modify or create physical resources</td>
</tr>
<tr>
<td>Technology</td>
<td>Refers to the technologies that are fashioned into components of an e-Infrastructure to enhance basic and applied research.</td>
<td>Change in technologies aimed at stimulating e-Infrastructure development; e.g., using technology to link islands of resources into an e-Infrastructure</td>
</tr>
<tr>
<td>Instrumentation</td>
<td>A measuring apparatus or system, such as a remote sensing system, a microscope, a telescope, DNA sequencer, etc., that collects or generates data for scientific use.</td>
<td>Change to instrumentation for it to work as a component of an e-Infrastructure; e.g., an instrument at a field station changed to work on an e-Infrastructure.</td>
</tr>
</tbody>
</table>
| Data | Data refers to the socio-technological resources that are orchestrated towards the generation, collection, archiving, and transmission of data. | • Stimulus for change to number and type of data resources.  
• Effects of data infrastructure; e.g., increases in sharing and democratization. |
<table>
<thead>
<tr>
<th>Process</th>
<th>Supports coordination and exchange of resources between Aspects of a Science Discipline, data, and hard infrastructure categories of e-Infrastructure.</th>
<th>• Observe effects of infrastructure development, such as transfer, adaptation and path dependencies.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Organization</td>
<td>Refers to two classes of organization interacting with Aspects of a Science Discipline: organizations that are changing and organizations that are emerging.</td>
<td>Observe change in the environments (internal or external to a science discipline): Change in their funding levels and change in composition of their human resources, such as repeated declines in the number of scientists employed in the organization.</td>
</tr>
<tr>
<td>Governance</td>
<td>Governance includes the structure of an organization, and rules by which it operates and works towards achieving its goals.</td>
<td>Compare governance structure for changes over time; e.g., structural and functional changes in an organization over time indicate changes in its governance structure mostly likely to address environmental pressures.</td>
</tr>
</tbody>
</table>

**Co-evolution Relationship of a Science Discipline and e-Infrastructure Development Component (4)**

<table>
<thead>
<tr>
<th>Path between a science discipline and an e-Infrastructure</th>
<th>A Path refers to a linkage between a community in a science discipline and an e-Infrastructure resource provider (organization), which supports access and exchange of one or more resources.</th>
<th>Change in number of paths created over time between Aspects of a Science Discipline component and the e-Infrastructure development process component.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Linkages</td>
<td>Linkages are created between organizations to provide access to resources.</td>
<td>Compare agreements between organizations over time.</td>
</tr>
</tbody>
</table>

**Scientific Discovery Component (5)**

| Discovery Events | A “discovery event” marks the occurrence of a discovery. A “discovery” commences with the awareness of an | Compare discovery events at different time intervals. |
anomaly. The Scientific Discovery component marks the path between components (5) and (6).

<table>
<thead>
<tr>
<th>ICT Investments Stimulus Component (6)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Stimuli of ICT investments</td>
</tr>
</tbody>
</table>

Table 4 Key Concepts, their Definitions and Observations
CHAPTER V: Research Design

5. Research Design

The purpose of a research design is to help the investigator understand the actual structure of the study, and to plan the study and execute it. Maxwell (2005) describes research design in a qualitative study as “an ongoing process that involves tacking back and forth between the different components of the study, assessing the implications of goals, theories, research questions, methods, and the validity threats to one another (Maxwell, 2005).”

The goal of this study is to construct theory about the process of e-Infrastructure development and its impact on scientific progress. As we described in Chapter 4, our theory building process starts with an initial conceptual lens. This lens represents our ideas about ICT investment stimulus, e-Infrastructure development, the Aspects of a Science Discipline and its impact on scientific discovery. The research design represents the components of our theory building process and the components of the empirical research process to test and validate the theoretical framework.

For this study, we adopt the “Interactive Model of Research Design” by Maxwell (2005). This model represents a research design encompassing the following five components: Goals, Conceptual Framework, Research Questions, Methods and Validity. Maxwell (2005) describes the model as providing “a structure that is interconnected and flexible,” whereby it supports interaction between each of the components. The model represents the components of the theory development process, the empirical research process, and their interconnections.

Components of the Interactive Model of Research Design:

In this section, we shall describe the components of Maxwell’s interactive model of research design (Maxwell, 2005). With an understanding of the function of a
component, we will describe each component of the model for our research design. Finally, we will show a graphical representation of the model developed for our research design.

**Goals:**
The Goals component of the research design model details the purpose for conducting the study. Goals can help guide other design decisions to ensure that the study is worth doing, and that something of value will result (Maxwell, 2005). As a guide, goals can be thought of as a leader that pulls the investigator along while being guided in making decisions to reach the desired destination of the study. Goals can serve to justify the reasons for doing a study, and can be personal, practical, or intellectual (scholarly) (Maxwell, 2005).

The goals of this study are to increase understanding of the process of e-Infrastructure development and how it impacts scientific discovery. From the perspective of a science discipline, we also want to increase our understanding of how the requirements of a science discipline shape the development of e-Infrastructure.

**Conceptual Framework:**
The Conceptual Framework component frames what the researcher’s ideas or thoughts are about what is going on with the issues, settings, or people the researcher plans to study. The literature, theories, beliefs, and prior research findings the researcher will draw upon to guide or inform the research study. Chapter 4 described the tentative theory and conceptual framework of this study. We drew upon literature and theories in order to develop this conceptual framework and Concept Map. The map interconnects the concepts of e-Infrastructure development and the Aspects of a Science Discipline.

**Research Questions:**
At the core of a research design are the research questions. The research questions state what it is the researcher who wants to understand by doing the study. The research questions direct us towards gaining a greater understanding of the process
of e-Infrastructure development, its mutual shaping relationship to a science discipline, and how the interaction between infrastructure development and science discipline can lead to dramatic increases in scientific progress.

**Methods:**

The Methods component describes the approaches and techniques the researcher plans to use to collect and analyze data. Since the process of e-Infrastructure development and the initiatives of Cyberinfrastructure and e-Science are emerging, their impact is not well understood. As a result, the approach chosen for this study is exploratory. The plans for data collection and data analysis are detailed in the next chapter on Research Methodology.

**Validity:**

The Validity component describes the strategies the researcher uses to identify and rule out potential threats to the results or conclusions of the study. Our approach to testing for Validity threats is through triangulation and searching for discrepant evidence (Maxwell, 2005).

Figure 6 illustrates the research design of this study, showing how the study’s major components are connected, based upon the Interactive Research Design Model by Maxwell (2005).
Figure 6 Major components of this study based upon the Interactive Research Design Model

We have described the research design of our study based upon the Interactive Model of Research Design by Maxwell (2005). We used this model to describe the theory building and empirical research components of our study.
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6. Research Methodology

The aim of this research is to acquire understanding of the development of e-Infrastructure as a stimulus to increase scientific discovery. Our perspective is that e-Infrastructure development is a form of stimulus towards increasing scientific discovery by creating a continuum of technology and socio-organizational resources that support transformative research.

A qualitative study, using an interpretive grounded theory research approach, will guide the research methodology for data collection and analysis. Findings will be grounded in the data (Strauss and Corbin, 1998) and used iteratively to develop the conceptual framework (Maxwell, 2005).

Our perspective, as represented in the initial Concept Map, is that the process of e-Infrastructure development is a form of stimulus for science disciplines. The purpose of this stimulus is to induce change in the environment by creating a phenomenon that will hopefully increase revolutionary scientific progress and dramatically increase discovery. This research utilizes a strategy of a biological sciences case study with two embedded sub-cases: biodiversity and genomics. The aim is to generate a descriptive and explanatory theory for understanding how the stimulus of the process of e-Infrastructure development impacts scientific progress.

6.1 Research Stance: Interpretivism

An interpretive approach is used to guide research into generating meaning about the impact that the e-Infrastructure development process is having on Aspects of a Science Discipline and scientific discovery. For instance, an interpretive approach will guide the research process towards making sense of issues involving Aspects of a Science Discipline, such as a goal to increase comparative research, and the impact from e-Infrastructure providing resources in response to the requirements of that goal.
The objective of this study is to construct theory from the findings of rich case studies of two life sciences disciplines: biodiversity and genomics. Using a qualitative research methodology, these cases studies will guide the research process to focus and highlight the unique characteristics of each discipline: its community of scientists, problems and puzzles, methodology, and resources. A qualitative case study research methodology is suggested in order to express a holistic treatment of the disciplines and e-Infrastructure development process. The purpose of this is to explore interactions in multiple contexts: temporal and spatial, historical, political, cultural, etc. (Stake, 1995).

6.2 Connecting with a Research Paradigm: Interpretive Research

Myers (1997) informs us that the underlying assumptions of the Interpretive Research paradigm are: (1) Knowledge of reality is gained through social constructions, such as language, consciousness, shared meanings, documents, tools, and other artifacts; and (2) the understanding of phenomena comes from the meanings that people assign to them. These meanings are derived from analyzing written and/or oral texts by the participants in the phenomenon being researched, or text-analogues. Myers (1997) explains a text-analogue as “an object, which the researcher comes to understand through oral or written text.” Text, in the form of reports, studies, proceedings, program solicitations, etc., and oral interviews of informants, will provide the data sources of this study. These text and oral sources will derive from different communities with differing perspectives on the role of e-Infrastructure development and its effects on science disciplines. Interpretive research methodology guides the investigator in making connections across different sources in order to make sense of what is going on (Myers, 1997).

6.3 Case Study Research Methodology

As described earlier, the objective of this study is to gain understanding of the development of e-Infrastructure as a stimulus to increase scientific discovery. We will do this through constructing theory from the findings derived from the observations of the interactions between the Aspects of a Science Discipline and the
process of e-Infrastructure development. This section describes conditions under which a case study research methodology is suggested.

**Understanding complex social phenomena:** A case study research methodology is recommended when there is a desire to understand complex social phenomena (Yin, 2003). E-Infrastructure development embodies complex social phenomena, previously characterized as a form of stimulus towards increasing scientific discovery by creating a continuum of technology and socio-organizational resources that support transformative research.

**Observing phenomena that are contemporary:** An e-Infrastructure development process as a stimulus is a contemporary phenomenon, where its events and conditions created through interactions in the environment of a science discipline are not under the control of the investigator (Yin, 2003). Observations of these events are gathered through interviews of scientists and representatives of resource providers interacting in the phenomenon. This investigator, guided by using a case study methodology, can then develop meaningful descriptions of the events, and then connect them to the concepts in the conceptual framework.

**Contextualizing the phenomenon:** The case study is regarded as an appropriate research strategy when the phenomenon under study is not readily distinguishable from its context (Yin, 2003). The context of this study is a small number of science disciplines that are studied through inquiry of issues, happenings or events, involving the interactions of e-Infrastructure development with Aspects of a Science Discipline. On the level of a science discipline, context is driven by pressures on a science discipline to achieve revolutionary scientific progress. In this context, the phenomenon is studied from the perspective of a science discipline acquiring the resources it needs, either from within or external to the discipline. On the level of e-Infrastructure development, investments in e-Infrastructure development to stimulate revolutionary scientific progress drive the interactions with a science discipline. In this context, the phenomenon is studied from the perspective of resource providers (e-Infrastructure developers, stakeholders) stimulating the
environment with resources to enhance the capabilities of a science discipline to achieve increases in discovery.

The sections that follow describe the other components of the case study research methodology. These components are the (a) Unit of Analysis, (b) Data Gathering, (c) Data Analysis, and (d) Interpretation of Observations.

6.4 Unit of Analysis
The unit of analysis defines what the “case” is and establishes its boundaries (Yin, 2003). A case refers to a “contemporary phenomenon within a real-life context (Yin, 2003; Miles and Huberman, 1994),” that can be defined as a "bounded system” with working parts (Stake, 1995). “The case is, in effect, the unit of analysis (Miles and Huberman, 1994).” The definition of the research questions plays a role in guiding how to define the boundaries of the unit of analysis (Yin, 2003). As a result, defining the unit of analysis is a key component of the case study research design (Yin, 2003).

The unit of analysis is the process of e-Infrastructure development aimed at effecting revolutionary scientific progress. The process starts with a stimulus (investments in technology) aimed at providing scientists with new approaches to solve Problems and Puzzles.

Reasons for starting off with a broad unit of analysis, such as the process of e-Infrastructure development, are the following: First, to consider the varied forms of interactions between a science discipline and e-infrastructure development. As described in section 4.1, Aspects of a Science Discipline and e-Infrastructure coevolve as they exert selective pressure (change) on the other. On the level of a science discipline, the environment of a science discipline exerts pressures that bring about change: Lack of funding impacts resources that are necessary to conduct research; e.g., the creation of a new instrument or the operation of an existing instrument. On the level of e-Infrastructure, pressure is exerted on its components (or artifacts). For example, components of an e-infrastructure are exposed to pressures during transfer to a new environment. These pressures can be placed
upon components from technological, social, political, legal, economic, and other variations.

6.5 Data Gathering

Data gathering involves deciding what data to collect, the source of the data, and how to collect it (Walsham, 1995). Inductive interpretive case study research produces data that is part of an iterative process of data gathering and analysis (Walsham, 2006). This data are an informant’s interpretations (Walsham, 1995) from sampling of people, settings, events and processes (Maxwell, 2005). The outcome of this iterative process between data gathering and interpretation can then lead to theories being expanded, revised or abandoned (Walsham, 1995).

Our decisions on data gathering are guided by three theories and methodology: (1) Walsham (2006) on carrying out fieldwork when doing interpretive research. (2) Yin (2003) for his guidelines on sources of evidence from data collected in case studies, and principles of data collection, and (3) Eisenhardt (1989) who guides our decisions on data gathering, such that the outcome of the research is theory.

The next section describes our data gathering approach.

6.5.1 Methods for Data Collection

Methods for data gathering are organized along the following principle activities suggested by Walsham (2006) and Yin (2003): (1) choosing a style of involvement, (2) gaining and maintaining access, (3) collecting field data, (4) interviewing methodology, (5) direct observation (6) publications.

Choosing a style of involvement: Walsham (2006) views involvement as a “spectrum” that changes over time. With a spectrum in mind, he characterized involvement as having a “neutral observer” at one end of the spectrum, and at the other end of the spectrum is a “full action researcher.” “Neutral” refers to people in the field situation who do not perceive the investigator as being aligned with a particular individual or group within the organization, or as being concerned with making money as a consultant, or as having strong prior views of specific people, systems or
processes based on previous work in the organization. Walsham (2006) refers to a “full action researcher” as someone with close involvement who consciously and explicitly works at changing things in the way that he/she feels is best.

The spectrum is a good analogy for characterizing this study’s different styles of involvement for data collection. On the close involvement side of the spectrum, the investigator of this study has participated in fieldwork and engaged faculty and students through workshops or meetings structured for the purpose of inquiry about e-Infrastructure and its role in their discipline. Towards the neutral zone of the spectrum, the investigator has been gathering and synthesizing data from interviews, reports and scholarly literature of the science discipline, in a more traditional interpretive style of inquiry (Myers, 1997).

Gaining and maintaining access: Walsham (2006) explains that it is critical in an interpretive research study for an investigator to gain and maintain good access to appropriate organizations and informants for the investigator’s fieldwork. An advantage in conducting an interpretive study is that this investigator works in an academic setting and is able to gain and maintain access to local as well as geographically diverse researchers from a variety of science disciplines.

Collecting field data: Interviews are recognized as the predominant data collection methodology for creating the interpretations of informants in the field (Walsham, 2006; Myers, 1997). Inquiry normally takes the form of guided conversation (Yin, 2003), in which the stream of questions is fluid (Rubin and Rubin, 1995). Questions asked that are unbiased and in an open-ended manner help guide informants to respond with facts and their opinions about events (Yin, 2003). It is through interviews that the investigator “can best access the interpretations that informants have regarding the actions and events which have or are taking place, and the views and aspirations of themselves and other informants (Walsham, 1995).”

Interviewing Methodology: The interviewing methodology for this research will be based on a qualitative interviewing approach. Qualitative interviews involve an exchange of information, in the form of an interactive dialogue between an
investigator and an informant. This normally takes the form of an informal discussion (Rubin and Rubin, 1995). The type of qualitative interviewing we will use to gather data for this research is the semi-structured format, containing open-ended questions. A semi-structured interview is a thematic, topic-centered interview, with a set of open-ended questions employed when an investigator wants more specific information (Rubin and Rubin, 1995; Robson, 2002). The semi-structured format with open-ended questions helps elicit answers about communities of scientists in science disciplines, Problems and Puzzles in those communities, and contemporary events and pressures currently being faced.

\textit{Direct Observation:} Direct observation is another form of fieldwork, where data is collected from a site where aspects of the phenomenon can be observed (Yin, 2003). In case study research, observational evidence is considered useful in supplementing information about the case (Yin, 2003). We include direct observation as one of our data collection methods because the investigator made site visits to observe the deployment of e-Infrastructure and interview scientists in the field working with e-Infrastructure technologies.

\textit{Publications on the domain context of the informants:} In an interpretive study, interviews should be supplemented with other forms of field data, such as publications on the domain context of the informants, be they organizations or people (Walsham, 2006; Myers, 1997). Walsham (2006) makes a distinction between publications and what he calls “internal documents.” Internal documents include strategies, plans, evaluations, proposals, etc. The case studies for this empirical research rely on publications, internal documents, and online sources of information to gather and organize data over periods of evolution involving a science discipline and technology. Synthesis based upon interview data and document data will support our aim to achieve generalizability (Walsham, 2006).

In this section, we have described our approach to performing data collection for an interpretive research study based upon Walsham (2006) and Yin (2003). We described sources and methods for data collection as a subset of the activities
Walsham (2006) describes within the overarching activity he calls, “Carrying out fieldwork.”

6.5.2 Sources for Data Collection

In this section, the sources of data for the data collection process are described. The primary sources of data are the Informant and Documents.

6.5.2.1 Informants

Informants are subject matter experts in a particular community of science, a representative in an organization involved with the process of e-Infrastructure development (e.g., a resource provider), or a representative from an organization that provided a stimulus into the environment of a science discipline (e.g., representative of a government funding agency).

Informants most likely will be senior scientists who have been practicing science in their community for the past 20-plus years. In addition to the importance of the length of time practicing is the kind of work they have been doing — work that has allowed them to experience changes brought about by technology. They are knowledgeable about the evolution of their discipline from the aspects of both the science and the technology. They have the background to understand the objective of this research, meaning that they should have a conceptual understanding of e-Infrastructure and Cyberinfrastructure programs. They can provide concrete examples that support their conceptual understanding (Rubin and Rubin, 1995).

6.5.2.2 Documents as Sources of Data

Criteria for Documents: Documents of interest should provide sources of information with its scientific work on and approach toward solving its Problems and Puzzles, and building upon its achievements. The historiography of science classifies different types of documents for sources of scientific information. Kragh (1987) categorizes these sources as scientific work viewed as creative, intellectual activity. “A source is an objectively given, material item from the past, created by

9 The historiography of science is the study of the history and methodology of the history of science, as a sub-discipline of history (Kragh, 1987).
human beings; as in a letter or a clay pot (Kragh, 1987).” The material items, or artifacts, we are interested in are documents. For documents to function as source material, they “must be capable of being utilized to give some of the information they contain in a latent form (Kragh, 1987).” Documents can help corroborate and augment evidence from other sources, such as information from which inferences can be made to find clues worthy of further investigation (Yin, 2003). On the other hand, documents can also offer contradictory information, which could provide insights into further inquiry (Yin, 2003).

Kragh (1987) defines two types of sources: symbolic sources and non-symbolic sources. Symbolic sources contain written, textual information. Symbolic sources can also consist of images, such as maps, films, illustrations, photographs, television programs, movies, etc. Non-symbolic sources can consist of physical artifacts, such as buildings and laboratories; instruments, machines and apparatus; chemicals, herbaria, natural history collections. Our primary sources will be of the symbolic type, primarily textual documents. Herein we shall use the term symbolic document to refer to documents that consist of symbolic sources of information (as described above). We further classify symbolic documents that are of particular interest as sources. Types of symbolic documents include: Strategic, Programmatic, Peer-reviewed and Online.

**Strategic Documents:** These documents normally provide information that articulates the vision or strategic goals of a scientific discipline. These types of documents focus on challenges the discipline faces, and describe short-term and long-term solutions. These documents could be in the form of reports, bulletins or policies (Lober, 1997) from scientific institutions. For example, the U.S. National Science Board publishes memorandums and reports that announce actions or policy recommendations that authorize the NSF to fund programs that can have short-term or long-term impact on programmatic activities that effect science disciplines.

Strategic documents also contain information that introduces change into a community or discipline. These documents normally focus on long-term issues,
such as decadal surveys of a discipline describing priorities over a 10-year period, based on collective input from its community. They could also be visionary documents published by a sponsorship/funding agency, such as the NSF. For example, the NSF published the Cyberinfrastructure Vision for 21st Century Discovery (NSF, 2007). Strategic documents can also address short-term issues that have long-term implications. For example, the collection of workshop reports on the Biodiversity Observation Network (BON) addressed the short-term issues of organizing a community effort and a peer-review process. The process helped secure funding for a program that would result in longer-term strategic goals for the biodiversity discipline.

**Programmatic documents:** Collectively, these types of documents describe the social and institutional environment of a science discipline (Kragh, 1987). Often called program solicitations, programmatic documents solicit proposals from the community of interest to address Problems and Puzzles with solutions that apply methods of particular interest to the sponsor. Program solicitations state requirements the proposer must adhere to. Proposals submitted to program solicitations are peer reviewed to ensure compliance with solicitation requirements. These types of documents are important, because they can aggregate interventions into a discipline through significant amounts of funding. This has the potential for long-term consequences (Woolgar et al, 2006).

**Peer-reviewed documents:** Peer-reviewed documents (also called academic papers) are normally found in journals and publications produced by the members of an academic discipline. Alongside subject-matter-expert information, peer-reviewed documents will be an important source for information on a discipline’s body of knowledge: its problems, puzzles, and solutions. Conference proceedings are another form of peer-reviewed document that can provide information about what domain scientists are doing in their discipline of intellectual and scholarly work (Cooper, 1998). For example, the proceedings from the International year of Astronomy 2009 documents intellectual and scholarly activity of the international
astronomy community, as well as goals of fostering education and capacity building throughout the world.

**Informational documents:** Informational documents refer to sources used to record information concerning events, activities, discussions, decisions, outcomes, etc. Examples of informational documents can be committee reports, minutes of meetings, newsletters, online information, and documents about a project. Informational documents may also convey information with a specific intention, such as stimulating discussion in a particular scientific community on an opinion or topic that is contentious.

### 6.6 Data Analysis

Data analysis concerns itself with how the collected data is analyzed. This includes describing the strategy and the methodology used for data analysis.

For data analysis in an interpretive inquiry, we adopt the strategy suggested by Eisenhardt (1989) and extended by Walsham (1995) of approaching data analysis as an interplay between the field data and the conceptual framework. As a methodology for building theory from interpretive case study research, the data gathering process should be flexible enough to allow for the overlapping of data gathering and data analysis processes, and allow for the investigator to make adjustments (Eisenhardt, 1989; Walsham, 1995). Eisenhardt (1989) recognizes this flexibility as a key feature of theory building in case study research. For example, adjustments can involve adapting cases in response to particular themes that emerge (Eisenhardt, 1989).

Theory provides a way to view data (Walsham, 1995). The conceptual lens developed in Chapter 4 provides an initial theory, encapsulating the investigator’s notions and pre-understandings of the phenomenon. Consistent with the

---

10 Pre-understanding, as a concept, is grounded in hermeneutics – a process humans use “to understand a complex whole from preconceptions about the meanings of its parts and their interrelationships (Klein and Myers, 1999).” When scientists debate over their claims, then come to a shared understanding, they are engaged in hermeneutics — “the art of interpretation” (Manicas, 2006).
principles of hermeneutics, the data analysis process uses the conceptual lens as an initial theory, which when combined with data, creates an iterative process between field data and analysis. The initial theory is refined through this iterative process, resulting in a refinement of the conceptual lens. Theory can be used to analyze data. Walsham (2006) refers to this development between theory and data, in an explicit form, as the “data-theory link.” As the study progresses from the initial case to the next case, the conceptual lens will be refined with emergent insights from data-theory linkages, which will then feed back into the iterative process.

This section discusses our approach to data analysis in this interpretive case study research. Our approach consists of the following three steps, adapted from Walsham (1995), in reporting methods for data analysis: (1) recording field interviews and data, (2) analyzing field interviews and data, and (3) developing the iterative process between field data and theory, or the data-theory link. These steps are consistent with the traditional data analysis sequence suggested by Miles and Huberman (1994, pg. 85).

6.6.1 Recording Field Interviews and Other Data

Organizing and documenting data collected are methodological considerations for how data will be recorded, and then used for reporting. Yin (2003) recommends the creation of a database for the recording of case data, so that case data remains a distinct object from the case study report. “Every case study project should strive to develop a formal, presentable database, so that in principle, other investigators can review the evidence directly and not be limited to the written case study reports (Yin, 2003). As a result, a case study database increases the reliability of the entire case study.”

Case Study Database: A case study database was created to record notes used to capture themes and insights from each interview. For this study, notes primarily are the result of interviews, observations and document analysis (Yin, 2003). “Case study notes must be stored in a manner that other persons, including the investigator, can retrieve efficiently at some later date (Yin, 2003).”

Microsoft Excel
was used to store case study notes and to create the case study database. Microsoft Excel allows for field notes to be organized and recorded in a tabular format, consistent with the organization of the conceptual framework, and facilitating easy retrieval at a later time.

Interviews were recorded using a digital voice recorder. The voice file was then transcribed verbatim into a Word document that could be easily used by the investigator for coding, annotating and developing field notes. The process of transcribing increases familiarity with the data, which facilitates the process of linking data to theory (Walsham, 1995; Lapadat, 1999). Themes, issues and insights were culled and synthesized from the transcription in an iterative manner, then added to the case study database (Eisenhardt, 1989; Walsham, 2006).

A final point of clarification regarding the case study database with respect to case study notes and documents: An important function of the case study database is to provide a mechanism to store, retrieve and in general, manage the case study notes. This is considered a data management function (NSTC, 2009). Data management functions allow for a defined set of operations to be performed on the case study notes to confirm findings by others at a later time (Yin, 2003). For this empirical study, the case study database will store both source data and coded data.

### 6.6.2 Analyzing Field Interviews and Data

This section describes the within-case analysis approach for each case. Our approach to within-case analysis is based upon methods from Eisenhardt (1989), Miles and Huberman (1994), and Yin (2003) to first build a coded field data file as a result of our coding process, and then to write a detailed case study report. The coded field data file and the case study report of each case are then added to the case study database.

As described earlier, field data refers to data collected from interviews, direct observation, and document analysis (Walsham, 2006). Interviews were transcribed after they were conducted. Transcriptions were verbatim, capturing the flow and nuances of the conversation (Walsham, 1995). For each site, transcriptions, notes
and documents are coded to produce a coded field data file for each case. This process of building the coded field data file for a case is called “within-case analysis” (Eisenhardt, 1989; Miles and Huberman, 1994). Building a coded field data file as part of within-case analysis satisfies “best practices” in data management (Eisenhardt, 1989) by generating detailed case study reports (Eisenhardt, 1989), and constructing a chain of evidence (Yin, 2003).

Some additional information about the coded field data file bares mentioning, since it performs an important intermediary function towards the development of case study reports. A coded field data file will contain coding categories for concepts and descriptive notes. This is the result of the coding process. Codes are tags or descriptive labels that assign meaning to descriptive or inferential information gathered from fieldwork (Miles and Huberman, 1994). The objective of the coding process is to find meaning in the data that will lead to the generation of insight (Eisenhardt, 1989). Insight can result when data is linked to a concept and assigned meaning about its significance in a given context (Miles and Huberman, 1994). The objective is to link data into concepts, which then lead to insights that reveal themes and patterns (Miles and Huberman, 1994). Themes and patterns are also coded. We refer to this as the “data-concept linkage” — a process by which to abstract concepts from the data. Strauss and Corbin (1994) refer to this process as “open coding.” In building and reusing the coded field data file, we adhered to the following constraint from Yin (2003): “The assignment of codes and coding categories shall organize the data and case study notes in a manner that allows for retrieval and reuse at some later date by other investigators.”

The final step of the within-case analysis is to finalize the detailed case study report. As the coded field data file was filled in with coding categories, descriptive notes, analytical notes (such as those for data-concept linkages), we also extracted themes and trends to simultaneously write the detailed case study report. This was done while the information was fresh. This iterative process involved moving back and forth between the coded field data file, as well as the source data. The strategy is to perform this iterative process between these components of the within-case
analysis, allowing for patterns to emerge, and for the case to sufficiently harden into a stand-alone entity (Eisenhardt, 1989).

### 6.6.3 Developing the Iterative Process Between Field Data and Theory

Embedded in the iterative process of writing the detailed case study report is revising parts of the conceptual lens that embody our notions about the phenomenon (Miles and Huberman, 1994). We refer to our conceptual lens to guide us in the coding process, such as performing a data-concept linkage, and selecting coding categories. We also refer to our conceptual lens for guidance in data analysis and linking coded data themes and patterns into our conceptual framework. We referred to this iterative process between data and theory as the data-theory linkage (Walsham, 2006).

The iterative process between field data and theory refinement will have us move back and forth between the “coding process” and the “analysis process.” The Analysis process focuses on how evidence is to be analyzed. Yin (2003) refers to the analysis of evidence as a component of “an analytic strategy.” The analytic strategy defines priorities for what it is to analyze and why. The analytic strategy encompasses a broader strategy, which can address the need for doing analysis at the level of the whole case, versus a subset of it (Yin, 2003). Yin (2003) recommends the development of a strategy for the analysis of evidence prior to starting a case study. Yin (2003) gives the following reasons for developing an analytic strategy prior to data collection: (1) helps the investigator treat the evidence fairly, (2) helps the investigator produce compelling analytic conclusions by guiding the investigator to look at data in may divergent ways (Eisenhardt, 1989), and (3) helps rule out alternative interpretations.

Two analytic strategies from Yin (2003) are (a) relying on the study’s Theoretical Framework/Conceptual Lens, and (b) defining and testing rival explanations. These two strategies are described below:

**Relying on a Theoretical Framework/Conceptual Lens:** In qualitative data analysis, use of the conceptual lens is the preferred analysis strategy, because it provides
guidance for tracing back to a set of research questions, the objectives and design of the case study, and concepts grounded in the literature review.

Defining and testing rival explanations: Rival explanations strategy can be paired with the first strategy, which relies on the conceptual lens, to define and test rival explanations. Defining and testing rival explanations involves, first, being aware (ahead of time) of a rival relationship, and second, looking at the data in "divergent ways" to collect evidence of possible "other influences" (Yin, 2003; Eisenhardt, 1989). In our study, there is a possible rival explanation between e-Infrastructure as a stimulus and e-Infrastructure as a resource. We inquire if e-Infrastructure is working as a stimulus and introduced into the environment of a science discipline through external influence, such as a funding agency. We also inquire if e-Infrastructure develops within a science discipline as part of its practices; i.e., e-Infrastructure is brought in as a resource, instead of a stimulus.

The objective is to build theory. Building theory is done through a process of theory refinement or shaping theory (Eisenhardt, 1989). It’s important to remember that this study started with an initial theory, defined in Chapter 4 – our conceptual lens; it is for this reason we build theory through a refinement (shaping) process. Results from the within-case analysis, along with analysis strategies and tactics used in case study research, themes, patterns and relationships should begin to emerge (Eisenhardt, 1989). Building theory involves the sharpening of the constructs of the conceptual lens by (1) refining definitions of the constructs, and (2) building a chain of evidence through repeated refinements of the conceptual lens (Eisenhardt, 1989; Yin, 2003). Eisenhardt (1989) describes the shaping process as "occurring through constant comparison between data and constructs, so that accumulating evidence from diverse sources converges on a single, well defined construct." The result of the shaping process helps the case study to strengthen construct validity (Yin, 2003).

Summary of the Data Analysis methodology: We have described our approach to data analysis as an interplay between field data and the conceptual framework towards
the objective of building theory. Theory that closely fits the data is considered good
type (Eisenhardt, 1989). This approach is based mainly on the scholarly works on
case study research methodology of Eisenhardt (1989), Miles and Huberman

A data analysis process was described, consisting of the following three sub-
processes adapted from Walsham (1995): (1) recording field interviews and data,
(2) analyzing field interviews and data, and (3) developing the iterative process
between field data and theory. Sub-process 1, recording field interviews and data,
described how interviews were recorded and documents annotated to corroborate
data from other sources. Sub-process 2, analyzing field interviews and data,
described our within-case analysis approach. Sub-process 3, developing the
iterative process between field data and theory, described the interplay between
field data and theory refinement, and how we used the conceptual lens to guide
analysis, and conversely, how coded data helped shape theory.

An analysis process was described aimed at theory building. Analytic strategies for
the analysis of evidence, the definition of priorities for what to analyze, and the
"why" of what is happening, were discussed. Analytic techniques, working alongside
the analytic strategies, were also discussed.

6.7 Summary

This chapter described the research methodology of this study. An interpretive
approach to guide the research was described. A case study research methodology
to guide the empirical inquiry of this study was described. The data gathering and
data analysis methodologies for this study were also described.
CHAPTER VII: EMPIRICAL RESEARCH

7. Case Studies: Introduction

In Chapter 4, our initial Concept Map was developed based on a review of the literature. Figure 5 in Chapter 4 shows the initial Concept Map. As was described in Chapter 4, the initial Concept Map consists of six primary components: Aspects of a Science Discipline, Environment of a Science Discipline, e-Infrastructure Development Process, Coevolution Relationship, Scientific Discovery, and ICT Investments Stimulus. This chapter is the start of the empirical work of this study. It describes data on Information and Communications Technology (ICT) investments to start building the foundation for the evidence to support the hypothesis of this study.

Stimulus: Information and Communications Technology Investment

As described in Chapter 1, nations have made and continue to make significant investments in large-scale Information and Communications Technology (ICT) infrastructures with the intentions of stimulating revolutionary scientific progress. It is hoped that this progress will result in major breakthrough discoveries and innovations. Our Concept Map represents these investments as ICT Investments Stimulus (Figure 5). ICT investment stimulus, as represented in our Concept Map, works on effecting change on the e-Infrastructure development process and Aspects of a Science Discipline (represented as directed arrows).

Our hypothesis is that a significant majority of the ICT investments stimuli were allocated for technological e-Infrastructure development, with the assumption that these investments in technology were going to dramatically lead to increasing scientific discovery. Thus, the impact of the stimulus on the scientific disciplines and the rate of discovery were supposedly indirect and mediated through the e-Infrastructure development process. Our Concept Map depicts the direct effect of the stimulus on e-Infrastructure development with a thick arrow directed from
stimulus to the technology side of the e-Infrastructure development process. The development of e-Infrastructure was conceptualized into seven categories.

To show the extent of the ICT investment stimulus, we analyzed public budget reports for U.S. federal agencies expenditures on networking, IT research and development. In the remainder of this section, we describe U.S. federal agencies’ investments in the creation and support of a shared national e-Infrastructure, supporting Basic Research and Development (R&D), and Applied Research. These are referred to in Chapter 1, as components of an innovation ecosystem.

In 1991, Congress passed the High-Performance Computing Initiative\(^{11}\) (HPCCI), setting forth requirements for federal agencies to establish goals and priorities for federal high-performance computing research, development and networking. Prior to 1989, federal investments in computing and communications were partitioned into three separate streams (Blumenthal, 1998): R&D aimed at high-performance computing, including hardware and software; R&D aimed at computer networking; and R&D aimed at computational\(^{12}\) science, or the joint advance of computing with natural scientific disciplines (e.g., physics or genomics). Beginning in 1989, informal interactions between program managers at the Defense Advanced Research Projects Agency (DARPA), the National Science Foundation (NSF), the Department of Energy (DOE), and the National Aeronautics and Space Administration (NASA) resulted in the recommendation of combining these three streams. This led to the creation of the HPCCI in 1991.

We collected data on investments in the U.S. from reports of the federal agencies involved in the support of computing and communications for science research. Data were collected from reports archived by the Networking and Information

---
\(^{11}\) Also known as the High-Performance Computing Act of 1991.
\(^{12}\) HPCCI started a trend of increasing investments in computational science to stimulate advancements in scientific discovery. Computational science refers to the application of software, mathematical models, and algorithms and advanced computing capabilities towards understanding and solving complex problems (Benioff et al, 2005).
Technology Research and Development (NITRD\textsuperscript{13}) Program. These reports span from 1992 through 2011. They report on investments in a broad spectrum of technologies intended to support scientific advancement, economic competition and national security. \textit{Ex-Post}, based upon our analysis of the ex-ante patterns of investment in different categories, over 20 years, we will show, that these investments can be grouped into three broader categories. (1) Investments in technology for R&D, applied research, and the development of a shared national ICT infrastructure were grouped into the \textit{Technological Infrastructure Investment (TII)} category. (2) Investments in data management systems and processes were grouped into the \textit{Data Infrastructure Investment (DII)} category. (3) Investments in workforce development (education, training, and curriculum development), social and organization management systems can be grouped into the \textit{Socio-organizational Infrastructure Investment (SOII) category}. Figure 7 below graphs the investment curves for TII, DII and SOII categories from 1992 to 2011.

Starting in 1992 through 1996, these reports indicated that investments made at an average rate of approximately $730M over four years were aimed at stimulating growth in high-performance computing capabilities, advanced software technologies and algorithms, and computer networking on a national scale. Education, training and curriculum (SOII) development received significantly less investment at an average of $122M per year over four years. From 1992 through 1994, the cumulative percentage investment increase was 66% in Technology Infrastructure investments. From 1995 through 1996, there was a cumulative percentage decrease of 23%.

\textsuperscript{13} The NITRD program is characterized as the U.S.’ “primary source of federally funded revolutionary breakthroughs in advanced information technologies such as computing, networking, and software.” Additionally, the NITRD program is further characterized as “a unique collaboration of U.S. federal research and development agencies. “The NITRD Program stems from the \textit{High-Performance Computing (HPC) Act of 1991} (Public Law 102-194) as amended by the \textit{Next Generation Internet Research Act of 1998} (Public Law 105-305). These laws authorize Federal agencies to set goals, prioritize their investments, and coordinate their activities in networking and information technology research and development.”
In 1997 through 2000, we found investments in systems supporting digital data, but in the context of “knowledge repositories” and remote visualization of environmental data. Although investments in high performance computing, storage and communications technologies declined from 1995 to 1997, appropriations for them were noticeably greater than investments in human resources, education and training. The average investment in Technology Infrastructure was $1.2B per year over four years, an increase of 64% from the previous $730M per year over the previous four years. The average investment in human resources and workforce development was $49M per year over four years, a drop of 60% from its previous amount of $122M per year over four years. This data shows the shift in priority from the already low investment in social-organizational infrastructure to an even lower investment. From 1997 to 2000, the rate of investment in Technology Infrastructure averaged a 15% increase per year.

Starting in 2001, investments in high performance computing were directed at two specific components: high-end computing for research and development, and high-end computing for infrastructure and applications. These investments fluctuated slightly between 2001 and 2005. From 2004 to 2007, investments in high performance computing infrastructure increased on average by 6.85%. From 2007 to 2008 these investments increased further by 16%. As a result of the Stimulus funding, from 2008 to 2009, investments in high performance computing increased by approximately 48%. In 2010, investments declined by 3.7%. Then, in 2011, they declined dramatically by 25%.

In 2001, an investment sub-component for data management technologies was included in the infrastructure and applications investment component of the fiscal year 2002 budget. This finding is a bifurcation in the infrastructure investments pattern that indicated a rise in priority for the development of e-Infrastructure for data. Investments in information management and data sharing increased in priority due to increasing demand to make large amounts of data easily available and useful across multiple communities of interest (NITRD, 2001). Between 2001
and 2005, investments in information management infrastructure increased on average by 17%.

Between 2005 and 2006, investment in information management and data sharing increased dramatically by 86%. This was a result of a new program on Cyber Security and Information Assurance. Between 2006 and 2010, investments increased by 11.16%, and in 2011, investments decreased by 13.8%.

Investments in social, economic and workforce development between 2001 and 2011 were kept relatively flat, with a minimum investment of $85M and a maximum investment of $179M. The annual average investment was $121M.

Figure 7 shows that federal investments in technological infrastructure have increased significantly over the past 20 years. Starting in 2000, investments towards developing a data and information infrastructure have increased.

Figure 7 U.S. federal investment in information and networking technology over 20 years
Figure 7 is consistent with our theory that nations are making significant investments in technological infrastructure to create a stimulus towards increasing scientific progress and discovery. While the funding agencies also realize that scientific progress would require investments in human resources and workforce development, the comparative amounts spent in this category, and its stable allocation over the years seems to indicate that the funding agencies are primarily focused on funding technology. Investment in human and workforce development was secondary. Our intuition leads us to Figure 8. Figure 8 basically says that the observed trend in stimulus spending has been favoring investments in ICT infrastructure over the development of data and human resources. Over time, as ICT investments develop into a shared national technological e-Infrastructure, conditions and issues can arise that influence investments in other areas; e.g., towards the development of a data infrastructure.

The term e-Infrastructure development encompasses investments, not only in ICT, but also in other types of infrastructure that supports science research, such as data infrastructure. Scientific progress then becomes the outcome of investments in e-Infrastructure development.

Investment in ICT to stimulate science research is growing (NITRD, 2012). However, the impact of these investments on scientific progress across disciplines is not well understood. Although E-Science and Cyberinfrastructure programs are relatively new forms of stimuli, for many years communities of scientists have used
ICT investments as stimuli towards generating dramatic improvements in scientific progress to advance their disciplines.

For this case study, we chose to study the impact of ICT investments stimuli on the biodiversity discipline. While other disciplines such as physics or astronomy were just as suitable, we chose biodiversity for the following reasons: First, its research activities concern issues global in scale, such as global change and conservation (Callahan, 1984; Michener et al, 2011). Yet, it was unclear if the ICT investments stimuli being promoted in programs, such as e-Science and CI, were providing a material benefit for this discipline. Second, increasing demand for comparative research was increasing complexity and challenges for biodiversity researchers, particularly those involved with data management. We wanted to understand which innovations from ICT investments were being adopted and if they were having an impact on advancing scientific progress in the biodiversity discipline. Third and finally, sources of information by which to conduct an inductive qualitative study were available either through literature or subject matter experts from which a conceptual framework could be developed that would contribute towards increasing understanding of the relationship between ICT investments and scientific progress.
8. **Biodiversity Case: The U.S. Long Term Ecological Research Network**

8.1 Setting the Case

8.1.1 What is Biodiversity?

Biodiversity\(^{14}\) (or biological diversity) is the continuum of the living and fossil organisms of Earth, ranging from species at the micro level (genomes) to the macro level (ecosystems), and the ecological and evolutionary processes that sustain them. Biologist E. O. Wilson, in the 1980s, introduced the term "biodiversity" to encompass the taxonomic and functional diversity of living organisms (Sugden and Pennisi, 2000). Moreover, the term helped to raise awareness of the rate at which human society growth is altering and destroying the environments that have fostered the diversity of life on Earth for more than a billion years (Wilson, 1988).

Since Darwin, the diversity of life has always been a central theme of biology (Ehrlich and Wilson, 1991). Ehrlich and Wilson (1991) characterize biodiversity studies as “the systematic examination of the full array of organisms and the origin of this diversity, together with the methods by which diversity can be maintained and used for the benefit of humanity.”

Increased awareness of the presence of a close linkage between the conservation of biodiversity and economic development, and the urgency to understand the relationship of human action on the extinction of wild species and ecosystems gave rise to biodiversity studies as a discipline. Conservation of biodiversity is the scientific study of Earth’s biodiversity, with a focus on how to protect species, their habitats, and ecosystems from excessive rates of extinction by human activities or

---

\(^{14}\) Other definitions of biodiversity can be found in the following sources: “Report of the Second Workshop on the Biodiversity Observation Network” (1999). This report defined nature and scope of biodiversity “to include taxonomic composition and phylogenetics, genomic traits, species interactions, ecosystem function, and landscape patterns that characterize life on earth.”
other agents (Soule, 1985; Sterling et al, 2003). A goal of biodiversity conservation is to provide principles and tools for preserving biological diversity (Soule, 1985).  

8.1.2 The U.S. Long Term Ecological Research Network

To study the process of e-Infrastructure development as a stimulus, we focus on the research activities of biodiversity science within a long-term ecological research program created by the National Science Foundation. The program is called the U.S. Long-Term Ecological Research (LTER) Network (hereafter US-LTER).

Why are we studying biodiversity science within a long-term field ecology research program? Biodiversity has been characterized as part of ecosystem function (Hobbie, 2003). Biodiversity gained interest by 1980 when a rise in awareness occurred on deforestation and species extinction that brought global issues into sharper focus (Wilson, 1988). The US-LTER program includes scientists researching changes in biodiversity at sites supported by US-LTER.

We chose to study the process of e-Infrastructure development within US-LTER for three reasons: (1) Its duration provides an opportunity to understand the effects of technology use on the science, and conversely, the requirements of the science shaping technology. (US-LTER is the only federally funded biology program whereby a retrospective study can be conducted for a period of 30 years.) (2) To inquire how technology investments have changed data and data management practices over the history of US-LTER. (3) To inquire how changes from Technology Infrastructure development and data infrastructure development over multiple decades changed the rate of scientific progress in the LTER Network. For the purposes of this study ecological science encompasses biodiversity science.

Events that led to long-term ecological research:

Prior to 1960, data for biodiversity-ecological research were collected primarily by single or small groups of investigators using ground plots of less-than-or-equal-to

---

15 While not stated explicitly, these definitions of Bio-Diversity also carries with them an implied “normative,” “ethical,” or “idealistic” stance that environment and species are “natural” phenomenon and should not be disturbed or altered by human action. However, taking sides in this debate is beyond the scope of this dissertation.
one meter squared, over short periods of time, usually every one to three years (Brown, 1994; Gosz et al, 2010). This severely limited scientists’ abilities to conduct long-term science research, especially when the effects of the phenomena of interest typically accumulate over long periods of time (Brown, 1994; Michener et al, 1997). By the 1960s, interest grew in society and science disciplines for a greater understanding of issues involving global change, biodiversity and sustainability. This caused scientists to question how biodiversity-ecological patterns and processes vary in time and space, and to inquire about the causes and consequences of this variability (Levin, 1992).

In 1969, the U.S. government passed the National Environmental Policy Act (NEPA), which mandated policy for the government to “create and maintain conditions under which man and nature can exist in productive harmony.” This report and several others that followed raised the demand for long-term ecological research dependent upon the preservation of long-term data sets. These reports described the importance of investment in long-term ecological research at all levels of government and in most sectors of the private economy (Callahan, 1984). Moreover, they recognized the need for greater predictive capability to improve the quality impact analyses through the use of long-term data. More will be described later about types of stimulus.

Between 1977 and 1979, the NSF conducted three workshops that resulted in a solicitation for proposals in the area of long-term ecological research. In 1980, the NSF awarded six proposals and launched the US-LTER program with six initial sites. The goal\footnote{A formal description of the mission and aims of the US-LTER Network can be found in Hobbie et al (2003).} of the US-LTER program was to stimulate long-term and comparative research on ecological processes among a network of geographically distributed and ecologically diverse field sites (Callahan, 1984). “Long term” in the context of ecological time scales can span decades to centuries. Creation and preservation of long-term data sets are important, because they “provide a context to evaluate the pace of ecological change, interpret the effects of ecological change, and forecast
biological responses to change (Gosz et al, 2010).” The program has evolved into 26 research sites to date, involving a wide range of ecosystem types distributed across the U.S. and other territories.

8.1.2.1 Characteristics of the US-LTER Network

In this section, we describe the physical aspects of the US-LTER Network, the Problems and Puzzles studied by its organization, and its governance.

Physical Aspects of the US-LTER Network:

The US-LTER program is represented by 26 research sites that cover a wide-range of ecosystem types, spanning broad ranges of both environmental conditions and degrees of human domination of the landscape (Gosz et al, 2010). Ecosystem types include agricultural lands, alpine tundra, barrier islands, coastal lagoons, cold and hot deserts, coral reefs, estuaries, forests, freshwater wetlands, grasslands, kelp forests, lakes, open ocean, savannas, streams, and urban landscapes. The geographic distribution of sites representing ecosystem types is very wide and diverse, spanning from Alaska to Antarctica, and from the Caribbean to French Polynesia.

Collectively, the 26 sites constitute the LTER network. NSF 12-524 characterizes the LTER Network as “a collaborative effort among more that 1,500 scientists and students investigating ecological processes over long temporal and diverse spatial scales.” Moreover, the LTER network is characterized as a resource that enhances the opportunities and capabilities of the individual sites to enable comparative research across sites (NSF, 2012).

Problems and Puzzles:

NSF’s investment in the US-LTER program is to fund research to address questions that cannot be resolved through short-term observations or experiments (NSF, 2012). Five Core Areas of research were defined at the start of the US-LTER program in 1980, and have persisted for 30-plus years, providing a contextual
framework for long-term ecological research. Each site develops Problems and Puzzles in research programs within the five core areas:

- Pattern and control of primary production\textsuperscript{17}.
- Dynamics of populations of organisms selected to represent trophic\textsuperscript{18} structure.
- Pattern and control of organic matter accumulation in surface layers and sediments.
- Patterns of inorganic inputs and movements of nutrients through soils, groundwater and surface waters.
- Patterns and frequency of disturbances.

These five core areas of research influence the data collection process at the sites. Data sets produced within the Five Core Areas are referred to as “Core Data.” Core Data provides the foundation for testing major ecological concepts and theories, for challenging Problems and Puzzles in existing paradigms in ecology and ecosystem science, and for developing new paradigms (NSF, 2012).

**Organization:**

The LTER Network Office is a central resource of the LTER program that “provides leadership in developing and implementing data and information management standards and protocols for the LTER Network, as well as for the broader community of environmental scientists (NSF, 2012).”

The LTER Network Office has a network-wide responsibility to facilitate and mobilize network science (Gholz interview, 2012). "Network Science" refers to the ability of exchanging data, information, collaborating, performing experiments, and other related activities involving conducting science research and education over a

\textsuperscript{17} “Primary production” is the production of chemical energy in organic compounds by living organisms. It represents a globally important flow of carbon between the atmosphere and the biosphere (Roxburgh et al, 2005).

\textsuperscript{18} “Trophic structure” refers to the way in which organisms utilize food resources, and depicts where energy transfer occurs within an ecosystem (Williams and Martinez, 2004). Also referred to as “food chains.”
common, shared network infrastructure interconnecting the LTER sites (Michener et al, 2011). In addition to its charge to facilitate research and education, the Network Office also facilitates governance activities for the LTER Network.

**Governance:**
Over its 30-plus year history, the governance structure of the US-LTER has evolved to represent all 26 sites and to facilitate working as a coordinated Network. Gosz et al (2010) describes the governance structure for US-LTER as consisting of “an elected Chair and an Executive Board comprised of nine rotating site representatives and one member selected to provide expertise on information management.” There are eight standing committees that support and inform the governance process on a broad set of strategic activities: Climate, Education, Graduate Students, Information Management, International, Network Information System, Publications, and Social Science.

### 8.2 Sources of Information for Studying e-Infrastructure Development and Biodiversity and Ecological Research in the US-LTER Network

Sources of information for studying biodiversity and ecological research in the US-LTER program come from source documents and informant interviews. In this section, we describe the types of source documents we used in our study. We shall then describe the informants who we interviewed and why we interviewed them.

#### 8.2.1 Source Documents

In Chapter 6 we described the following four types of documents: Strategic, Programmatic, Peer-reviewed and Informational. We used these four types of documents for the classification of source documents in our study of the US-LTER Network. In general, they could be used for the study of source documents of a science discipline.

*Strategic documents* were described as types of documents that normally provide information expressing a vision or strategic goals that focus on challenges facing science or a particular science discipline. Strategic documents can also contain
information on investments projected to fund programs to conduct research. The Decadal Plan for LTER (Robertson et al, 2007) and the Data Management for LTER: 1980-2010 are examples of strategic documents for the LTER Network.

We analyzed the Decadal Plan for data on the vision, goals and challenges of the LTER Network. The Data Management for the LTER report is a strategic document that focuses on the secondary use; i.e., the use of data sets by users not associated with their original collection (Robbins, 2011). It provided data on the contentions between the goals of producing long-term shareable data sets and who gets credit for discovery.

The Cyberinfrastructure Vision for the 21st Century (NSF, 2007) is a strategic document that was used for data on the vision and the goals of the NSF for the advancement of Cyberinfrastructure and its use in transformative approaches to scientific and engineering discovery, as well as learning across all disciplines. Similar to the previous strategic document, the NITRD documents (described above) report on U.S. federal agencies’ coordinated investments in advanced ICT research and development. NSF budget reports19 provided data on investments for ICT to support research and fund research programs.

Programmatic documents were analyzed to identify goals of funded programs. Program solicitations or competitions are programmatic documents that describe the goals and requirements of a program aimed at achieving a particular outcome. An example of this is a programmatic document that funded proposals to stimulate increases in cross-site comparative science. We analyzed and studied several program solicitations of the LTER program for data supporting concepts of an e-Infrastructure development process and the Aspects of a Science Discipline in our conceptual lens.

Peer-reviewed documents were one of our primary sources of information. We used them to study the LTER Network using our conceptual lens, its community of

19 NSF budget reports are archived at [http://www.nsf.gov/about/budget/](http://www.nsf.gov/about/budget/)
scientists, Problems and Puzzles, and a methodology based on a body of knowledge. Data from these documents were used to develop interview questions for informants. Data from peer-reviewed documents were compared with data collected from informant interviews for checking validity and for generating thicker descriptions of events and causal relationships.

Informational documents were studied to learn of events and issues affecting the LTER Network. Minutes and reports of committees in the LTER Network were analyzed to learn about the LTER from different perspectives, such as coordination between sites, and issues involving governance and funding. LTER Databits contain informational documents written primarily by information/data managers about work they are doing at their sites. LTER Databits discuss the use of technology across different time periods, giving us an indication of the technologies that were adopted to advance the LTER Network. The LTER web site was studied for informational documents. We found information that documented significant events and milestones of the history of the LTER program. The NITRD and NSF web sites archived informational documentation, which were studied for information on investments into programs supporting ICT and science research.

8.2.2 Informants

Informants are subject matter experts either in the LTER Network, the process of e-Infrastructure development, or both, as described in Chapter 6. Technologists or senior scientists who have witnessed the evolution of the LTER program or witnessed investments in technology aimed at providing a stimulus to scientific progress met our criteria for selection as informants. Since 2007, the investigator has interviewed subject matter experts in biodiversity and e-Infrastructure concerning technology, instrumentation, data and processes to support biodiversity research. The number of informants interviewed in biodiversity and the LTER program was seven. The number in ICT investments was two.
8.3 Data Analysis: Linking Data and the Conceptual Framework

Our study is exploratory, because we're exploring a phenomenon (e-Infrastructure development or Cyberinfrastructure), which is relatively new and is not well understood. Exploratory research is appropriate when the phenomenon involves a new area, and the study of it aims to build or emerge a theory about it (Miles and Huberman, 1994). The problem area to be solved is either unstated or an ambiguous problem, which has to be framed and reframed as we go (Miles and Huberman, 1994).

Data were coded using an inductive and grounded approach (Strauss and Corbin, 1998). Source documents were analyzed by creating codes to organize and assign data into categories. We coded using words that reflect action (Charmaz, 2006). Informant interviews were recorded, and then transcribed verbatim into a Word document, which was then coded.

To record and organize coded data, we created a case study database (Yin, 2003). Data from analysis of source documents and informant interviews were recorded in the case study database. The case study database is a distinct object from the case study report (Yin, 2003).

Coded data were assigned to categories for comparison with concepts, themes and issues. For example, we coded data for issues and assigned them to a category for issues in the case study database. Data associated with that issue, such as a technology stimulus, was assigned to a category for stimuli for comparison with the issues category. Maxwell (2005) refers to these categories as organizational categories, because they facilitate organization of coded data for further analysis.

We started the data analysis process with an initial Concept Map (Miles and Huberman, 1994); see Figure 5, Chapter 4. Our objective was to make connections from stimulus to scientific discovery, building a chain of evidence through repeated refinements of the conceptual lens (Eisenhardt, 1989; Yin, 2003). Connections refer to events, issues, actions, processes, activities, etc., which create conditions whose effects can originate from a stimulus and result in scientific discovery.
The LTER Network provides the setting of our case study data. We start by looking at the stimulus of participating in the LTER Network.

8.3.1 Stimulus: ICT Investments

What ICT investments occurred to stimulate research involving global change, biodiversity and sustainability?

Data on events resulting from ICT investment stimuli were ordered chronologically, leading up to and into the 1980s at the start of the LTER program. Data analysis revealed two levels of ICT investment stimuli: those external to the LTER community, and those internal to the LTER community. External ICT Investments Stimuli refer to ICT events that lead towards the creation of a common national infrastructure for science research, development and education. For example, in 1985, NSF provided stimuli to network super computing centers to increase access to and sharing of high-end computing resources for researchers around the country, and for all science and engineering disciplines (NSF, 2003). External ICT investments can be thought of as stimuli at a macro level that can be leveraged by science disciplines to provide internal stimuli.

Internal ICT investments stimuli refer to ICT events internal to the LTER community only. For example, in 1988, the LTER program provided stimuli to adopt remote sensing data, combined with GIS\textsuperscript{20} technology to enhance cross-site comparative science and the analysis of ecological information (Robbins interview, 2012).

We will now describe technologies that evolved from external ICT investment stimuli and were adopted by the LTER program over its 30-year history.

External ICT Investments Stimuli:

External ICT investments became significant ICT events during the period of 1980 through 1990 — the first decade of the LTER program. ICT systems (or artifacts) developed from external ICT investments. These technology components

\textsuperscript{20} GIS technology is described below as a technology external to LTER.
introduced external stimuli into the LTER Network as they were adopted to address its science research issues.

**Advances in Computer and Network Technologies:**

In 1981 through 1986, IBM introduced a series of personal computers, starting with 8-bit microprocessors (Intel 8088) and evolving to 32-bit microprocessors (Intel 80386). These personal computers included storage capacity, starting with floppy disk drives, which were augmented with hard disk drives up to 30 megabytes. The biodiversity-ecological research community viewed the 1980s as a period of convergence in capabilities of micro-, mini- and mainframe computers. This decade witnessed computer-processing speed approximately double each year — the phenomenon known as Moore’s Law. Moreover, we saw decreases in computer memory prices by approximately 50% every two years; increases in hard disk drives capacities, along with decreases in prices per megabyte, and increases in the capacities and proliferation of communications networks (Stafford et al, 1994; Robbins, 2011).

Moore’s Law would stimulate further investments in computing, storage and networking, while dramatically reducing the cost, and increasing the performance of the technology (faster and cheaper). Buying power would also grow at a much faster rate, causing price elasticity (Gallaugher, 2008). Price elasticity and buying power are affected when an external ICT investment stimulus, as in the R&D of a new microprocessor for high-performance computing, results in a new computing platform that’s faster and cheaper than the previous generation. We witnessed the effects of a stimulus and its results affecting buying power in the transformation of computing from mainframes (1960s), to minicomputer (1970s), to microcomputers (1980s), to Internet computers (1990s), to ubiquitous computing using sensors such as RFID, or radio-frequency identification (2000).

**Remote Sensing and Geographic Information Systems:**

As computing, storage and communications networks increased in capacity and decreased in cost, adoption of remote sensing and Geographic Information Systems
(GIS) technologies dramatically increased in science applications. Remote sensing refers to techniques that use sensor devices to detect and record signals emanating from target(s) of interest not in direct contact (thus, at a distance) with the sensor (Short, 2010). Use of the term "remote sensing" was associated with “aerial photography.” Today, it's associated with “satellite imagery,” in particular high-resolution satellite imagery. Earth sciences, such as biodiversity and ecology, use data from remote sensing systems to acquire information about the Earth, identify its patterns and better understand its processes (Short, 2010; Stafford et al, 1994).

GIS refer to “a class of computer system that supports collection, storage, manipulation and query of spatially referenced data. The GIS system normally includes a graphic interface for displaying geographic maps and optional tools for acquisition and validation of data (Fortuner, 1993).” The availability of lower-cost desktop GIS systems increased the adoption of these systems by the biodiversity-ecological science communities in order to geo-reference their data (Shugart et al, 1998)

**Database Management Systems:**
Database management systems (DBMS) in the 1980s were characterized as having shortcomings to support the demands of the science communities facing dramatic increases in size and complexity of their data sets. ICT investments in the 1980s aimed research at developing general purpose DBMS with greater capabilities than relational DBMS (RDBMS) for representing complex spatial data (Stafford et al, 1994). In 1985, University of California Berkeley developed POSTGRES, a successor to Ingres, to address problems with precursor contemporary DBMS.

**Integration of Electronic Mail:**
Scientists were early adopters of electronic mail (email). Prior to the 1980s, email came as an application in a host computer system — called “host-based email systems” (Partridge, 2008). Scientists working in research organizations or universities used email gateways to communicate and collaborate with colleagues using incompatible host-based email systems (Van Vleck, 2001). For example, the
LTER Network Office created an email gateway linking all of the disparate email systems used by scientists participating in the LTER Network (Robbins interview, 2012). In the 1980s, proposals to establish email standards were adopted that would eventually result in a global standard for email message formats (Partridge, 2008).

**Internet and Web Technologies:**
Internet online systems, such as File Transfer Protocol (FTP), Gopher and a variety of tools leveraged the power of the Unix operating system and its many tools to give researchers the ability to work with the Internet. Unix’s powerful client-server paradigm gave rise to many different servers on the Internet, of particular importance was HTTP servers, also known as Web servers. Combined with Web client technology standards, the Web encouraged a set of standards to support document exchange (Abiteboul et al, 2000). Many LTER sites implemented Gopher servers to discover sites with available data sets. With the Web and browsers, such as in Mosaic, LTER sites were able to publish information about their data and provide access to it. The Web provided a layer of abstraction that greatly simplified discovery and access to data that were more complex at the Unix level.

**XML for Metadata Management:**
The eXtensible Markup Language (XML) was designed to transmit structured data, and to reconcile heterogeneous data found in diverse data sources (Abiteboul et al, 2000). The integration of XML with database management systems motivated the use of metadata management. Before XML became a standard in 1998, metadata management in the LTER was left up to the site information manager to determine how metadata would be captured, stored and structured for users (Michener et al, 2011). XML allows many different types of tools to be used to create and work with metadata. XML transformation systems can be used to transform LTER metadata documents into other metadata formats, thus facilitating systems using other metadata standards to represent LTER data in other systems (Michener et al, 2011).

**Sensor Networks:**
Environmental monitoring data, such as precipitation and soil temperature, are traditionally collected using sensors, in an automated fashion, at meteorological stations. External ICT investments have provided stimuli resulting in innovations in a variety of low cost sensors that have led to adoption in the biodiversity and ecological research discipline (Michener et al, 2011).

Sensor network devices have been enhanced with other technologies. Wireless technologies, connected to networks like the Internet, enable real-time data transmission to analysis sites (Collins et al, 2006). The availability of data storage devices in a small form factor, and at decreasing cost, has been coupled into sensor network devices. This has increased the use of sensor networks to measure environmental variables over broader spatial scales (Sheldon, 2008). Enhancing technologies through external linkages to other technologies can provide a capability to the discipline (Boyd, 1990), which advances the e-Infrastructure development process as well as the discipline itself.

Sensor networks are being used to collect new types of data, such as sound. They are increasingly used to collect unobtrusive data like motion detection or observation of an animal without disruption. (Porter et al, 2005).

Several external ICT investments that provided stimuli to the LTER Network and the biodiversity-ecological research community were discussed. Each of these external ICT investments provided stimuli that resulted in a number of technologies for general use. These technologies were designed and implemented to benefit society and all science disciplines. Conversely, as these general use technologies were adapted and linked into the general national science infrastructure, they also benefitted biodiversity as a discipline (just as the highway infrastructure benefits all who travel on the highway).

In the next section, starting with external ICT investment, we will step through the e-Infrastructure development process, using our conceptual lens. Using the LTER Network as our case, we will describe what happens when the object of an external ICT investment is introduced as stimuli into the LTER Network.
8.3.2 Participation in the LTER Network

Becoming an LTER Site involves a commitment to the long-term studying of phenomena through collecting and managing long-term data sets (Robbins, 2011). NSF periodically invites the scientific community to submit proposals for grants to become LTER sites.

Linking into our conceptual framework, a grant consisting of funding, for a Site to participate in the LTER Network, is considered a stimulus. A proposal for a site to join the LTER Network must satisfy prerequisites imposed by the LTER program. An applicant for LTER funding is supposed to have these pre-requisites for qualifying for consideration to LTER. Being prerequisites, these are additional stimulus for the applicant investing in underlying infrastructure to support LTER. The philosophy behind LTER is that it does not directly fund these investments; it encourages the applying institutions to search for and obtain funding from other sources to build these infrastructures. Thus, it tries to leverage funding and investments from other sources.

First, there is an operational infrastructure, consisting of: (a) physical (bricks and mortar) facilities to house scientists, staff, specimens, etc., for the conduct of science research; (b) technology for computation, storage and communications for the site to produce excellent local science (Robbins, 2011); and (c) instrumentation for the production of data. This infrastructure of physical, technological and instrumentation components must be present as a functional substrate upon which the stimulus can be used to achieve its goals (Gholz interview, 2012). In the case of the LTER program, its goals include the creation and preservation of long-term data sets.

Second, there is an established science community associated with the site. Linking to our conceptual framework, we characterize a site as a community of scientists, a set of Problems and Puzzles of interest to the LTER Network community, and methodologies of its community of scientists for producing excellent site science.
This science community is supported by the aforementioned operational infrastructure.

Third, LTER sites and their community of scientists were expected to produce sharable data sets in addition to providing support for their use by other sites in the Network. This was important in order for "others to carry on the work, at other places, and at other times (Robbins, 2011).

The LTER program significantly leverages the infrastructure of participating sites (Gholz interview, 2012). As a result of participation in the LTER program, at least two infrastructure components of a site are significantly leveraged: its operational infrastructure and its community of scientists. Linking back to our conceptual framework, participation in LTER acts as a stimulus on a site's operational infrastructure and its science community. As a result, this stimulus acts upon the site, enabling its infrastructure components, to produce sharable data sets.

![Diagram of LTER program](image)

**Figure 9 Stimulus acting upon Site infrastructure to produce sharable data sets**

The goal of the LTER program was to increase production of sharable long-term data sets by creating a network of autonomous sites that would facilitate the sharing of data sets to conduct cross-site comparative science.

Using our conceptual lens to interpret the effects of the investments (stimuli), an e-Infrastructure was being constructed in the LTER Network. This e-Infrastructure was being created on at least three levels: (1) technological, (2) science discipline, and (3) the interactions and inter-dependencies between the two. In the next section, we are seeking to understand what the effects were of e-Infrastructure
development on a science discipline by studying the e-Infrastructure development in the LTER Network.

8.3.3 E-Infrastructure Development Process and the LTER Network

Keeping figure 9 in mind, our objective is to understand how the e-Infrastructure development process affects scientific discovery. Using our conceptual lens as a guide, scientific discovery would be an outcome that results from the interactions between the e-Infrastructure development process and the biodiversity-ecology discipline.

Based on literature, we conceptualized Aspects of a Science Discipline as consisting of four broad categories: (1) Community of Scientists, (2) set of Problems and Puzzles, (3) Methodology, and (4) Resources. From these categories, we conceptualized how science is done. We added Philosophy of Science as a fifth category to conceptualize how science is thought about.

An inductive analysis of the data was performed to find issues or activities with a discipline-wide impact. Inquiry was focused on investments in ICT and technological infrastructure development that provided capabilities needed in the biodiversity-ecology discipline. Our conceptual lens was used to link data with concepts to increase understanding of the effects of e-Infrastructure development on the biodiversity-ecology science discipline. Data from source documents and interviews on the LTER network were also used to identify issues, before linking them to aspects within the categories of a science discipline.

In this section, we will explain the development of e-Infrastructure in the biodiversity-ecological research discipline by studying the US-LTER program. The term “e-Infrastructure” is less than 10 years old. However, we are tracing the process of e-Infrastructure development over a 30-year period when we study the US-LTER program.

**LTER Network — Decade I (1980-1990):** Prior to the 1980s, the lack of adequate data and analytical tools severely limited the research that could be conducted
involving diverse spatial and temporal scales. Into the early 1990s, the community of scientists involved with long-term ecological research argued for the capability to increase the scale of inquiry from the small area of a sample plot, habitat patch and small watershed of traditional ecology to the landscape, geographic region, continent, ocean and entire Earth (Brown, 1994). By the 1980s, the availability of new data (e.g., remote sensing data), new technology (GIS systems) and tools for analysis and modeling enabled scientists to increase the scale of biodiversity-ecological research (Brown, 1994; Stafford et al, 1994).

Investments in GIS technology led to dramatic increases in data by transforming ecological data into geo-referenced data. Stimuli on the LTER Network and ecology discipline were coming from at least two sources: government and technology. Government was concerned with global change issues, biodiversity and sustainability. Technology caused the creation of an enormous supply of primary data. This led to further investments in ICT for the development of tools to analyze primary geo-referenced data into ready-for-science data use.

By 1985, geo-referenced data was growing at an alarming rate, because of new technology capabilities, remote sensing data available from external sources, and additional stimulus coming from the NSF and other sponsors. The role of data management in LTER and in the ecology discipline started changing. Historically, data management within scientific organizations involved task oriented work (e.g., data entry, archiving, security, and quality assurance). This work was largely viewed as scientific custodial services (Stafford et al, 1994; 1996).

By 1986, the role of data management was being integrated into the research process and was rising in importance (Stafford et al, 1986). This was largely the result of a publication of a workshop volume in 1986 that described a variety of methods for data management and the development of metadata (Michener, 1986). Yet, the goal of sharing long-term data sets between sites in the LTER Network and other disciplines was not progressing.
Porter (2010) attributed the notion of sharing data as foreign to most researchers in the LTER network in the 1980s and into the 1990s. Data sharing is not a natural condition in the culture of most science disciplines (Robbins, 2011). "Most researchers are loathe to part with their data. After all, data are the raw material out of which scientific discovery, and thus scientific careers are made (Robbins, 2011)." Another reason for reluctance was that sharing data came with the responsibility of active participation in the preparation of documentation (metadata) in order for the data to be usable by others (Michener et al, 1997; Porter, 2010).

In the latter part of 1989, the NSF commissioned a study to find out what each LTER site would need to get connected to the NSFNET. Due to the network infrastructure at many universities, many sites were within close proximity to a connection; however, most were unaware of a local connection or why they would want to use it (Porter, 2010).

By 1990, a socio-organizational condition was impacting the data sharing goals of the LTER community. Stimuli coming from ICT investments had resulted in changes to data in two ways: added geo-referencing attributes, because of integration with remote sensing data; and increased size and complexity of data sets, because of spatial and temporal dimensions added from geo-referencing attributes. Robbins (2011) characterized this condition as a "social problem that called for an active social engineering solution." The LTER Governance committee was convened to address the issues of this condition. With substantial input from data managers and investigators, the committee developed guidelines for information policies at individual sites (Porter, 2010). Because excellence was of primary importance, it was feared that a dictatorial sounding policy might alienate or be rejected by investigators. This could ultimately impact the quality of local science.

An important achievement in 1990 was the publishing of the first LTER-wide core data catalog in a printed format (Michener et al, 1990). The catalog consisted of summary descriptions of data sets, but not the data themselves (Porter, 2010).
Without a catalog through the 1980s, data users were largely unaware what sorts of data sets were being maintained by any LTER site (Porter, 2010). “For the first time it was possible to explicitly identify which data were being collected where and by whom (Michener et al, 2011).” This catalog had the affect of an internal stimulus that helped alert data users and the research community to the data resources and the potential of these resources to address a broad array of cross-site research questions (Porter, 2010).

In the late 1980s and into the 1990s, the following technology events occurred that provided a stimulus to facilitate data sharing:

- The NSFNET backbone was upgraded to 1.5 megabytes
- Microsoft Excel was widely adopted for scientific data management
- The microcomputer industry took off, bringing advanced computational capabilities to the desktop.

By the end of decade I (1989-1990), ICT investments had enabled sites in the LTER network to produce data sets that were geo-referenced. This furthered the capabilities of the community of scientists to conduct cross-site comparative research. Enhanced data sets were larger and more complex, which created challenges in data management. The process for creating metadata content and format were ad hoc, with decisions left mostly up to the information managers at each site (Michener et al, 2011).

**LTER Network — Decade II (1991 - 2000):** At the start of the 1990s, various technology events were significant to LTER and other science communities. Use of the Internet began to accelerate with the launch of Internet-based online systems (FTP, Gopher, and subsequently the World Wide Web). These systems were being widely adopted at academic institutions, industry, and government. — all of them organizations capable of connecting to the nascent Internet for searching and discovery of information (Porter, 2010). LTER sites were connecting to the Internet as well, though some scientists were reluctant to allow access to their data sets online, because of fear their data could be stolen (Porter, 2010).
Prior to 1991, research methods used at LTER sites were primarily hypothesis-driven (Gholz interview, 2012). In 1991, the marine science community joined LTER and established the Palmer site in Antarctica. Marine scientists used a data-driven research approach to develop models in response to the Five Core Areas of research (described earlier). They conducted observations, including remote sensing data, and constructed models before developing hypotheses based on empirical results. Integration with the marine ecology community was changing LTER into a more diverse and complex network.

In 1991, the NSFNET’s acceptable use policy permitted limited commercial use (Robbins, 2011). As described in section 7.1, Congress also passed the High-Performance Computing and Communications Initiative (HPCCI). However, electronic mail systems were still largely incompatible, making it very difficult for LTER users to communicate with each other using the Internet. A technology solution was used to bridge the incompatibility. The LTER community simplified the use of email, which increased the demand for use of the Internet.

In 1992, the LTER Information Management Committee (IMC) funded a project to develop standard ways of exchanging metadata that would be both human and machine-readable (Michener et al, 2011). The federal appropriation for high-performance computing and communications increased by approximately 30%, and by 27% the following year.

In 1993, Mosaic — the first WWW browser — was released by NCSA. By 1993, the LTER Network had grown to 18 sites nationwide. Many LTER sites had implemented their own Gopher servers and other Internet-based servers. Internet-based technology was spreading organically across the sites, the universities, and the broader academic community.

---

21 Hypothesis-driven science is typically based on situations in which very specific questions can be addressed within tightly bounded spheres of inquiry (O’Malley et al, 2009).
Demand for access to data sets increased by 1993. Sites started to adapt a sample policy developed in 1990 that met the criteria listed in the guidelines for data access. Recognizing that scientists had little experience writing data-access data-sharing policies, people involved with the governance of LTER (the LTER Network Office) and select representatives from the community of scientists, wrote a sample policy for future use. This sample policy recognized the need for scientists who shared their data to be rewarded, either by receiving scientific credit through acknowledgement, citation or co-authorship, or by receiving financial remuneration (e.g., royalties, potential future grant funding). Porter (2010) contains an example of such a policy.

In 1994, an initial metadata content standard was developed based on metadata conventions and common elements surveyed from each site (Porter interview, 2012). It was later adopted by the IMC (Michener et al, 2011).

Recognizing these Internet-based technology advancements and the growth of the LTER community, the NSF announced a special competition for cross-site comparisons and synthesis. Sites began to compete with one another to build up their capability and fitness for producing shareable data sets, in time for review of their proposals for funding. Using this special competition (solicitation for proposals) the NSF was working on at least two levels: First, it was leveraging its investments in the NSFNET and the super computing centers to stimulate communities like the LTER Network to utilize these resources for research and education. Second, it was providing social engineering of LTER investigators to publish their data sets and make them available online, thereby increasing data set sharing (Porter, 2010). As a result, LTER Governance mandated that each site should have at least one data set available online by the end of the calendar year. By then, there was sufficient buy-in by the community of scientists at each site, and stimulus coming from the NSF, for the Governance committee to take this bold step.

In 1995, 13 of the 18 LTER sites were awarded grants to enhance cross-site comparative research and synthesis. What had started in 1994 as a trickle of online
data sets, turned into a data deluge of online data sets in subsequent years (Porter, 2010). In parallel, there was a growing awareness to the development and implementation of archival metadata standards, as costs of ready-for-science data set production were increasing (Gross et al, 1995). Costs were increasing, because of the absence of a metadata standard for ecological data, resulting in sites using their own conventions. As an example, the Federal Geographic Data Committee (FGDC, 1995) created metadata standards as part of the National Information Infrastructure efforts (Baker et al, 2000). The Future of Long-Term Ecological Data (FLED), a working group of the Ecological Society of America (ESA), also expanded and formalized this early metadata standard of the IMC, then published in 1997 (Michener et al, 1997).

In 1996 the XML markup language was developed. Its adoption for the exchange of data in communities of science was an event for LTER and the National Center for Ecological Analysis and Synthesis (NCEAS), of the Partnership for Biodiversity Informatics (PBI), which then enabled them to adapt the content standard for LTER metadata into a machine and human parsable XML schema (Michener et al, 2011).

By 1997, LTER had adopted a network-wide policy for publishing and sharing their site-based data sets. This LTER Network policy evolved from individual sites’ data-access data-sharing policy guidelines, developing since 1990. Michener et al (2011) and Porter (2010) both emphasize the importance of allowing the data policy to evolve over time as a necessary condition to get buy-in from researchers, and to “allow development of an emerging set of ethical principles surrounding data reuse (Michener et al, 2011).” In 1997, the LTER Network expanded to include sites in urban areas and land margins. This led to increasing diversity of the ecological systems in the network’s local and cross-site science and data sets.

In 1998, Windows 98 was released with imbedded browser capability (Robbins, 2011). Additional sites added to the LTER program from the Land Margin proposal competition. Congress also passed legislation for the Next Generation Internet Research Act. The act served to promote investments in the development of
technologies to advance Internet capacity and capabilities. Investments in large-scale networking jumped 14% in 1999, then by 3% into the new century.

In 1999, a Social Science Committee was created to facilitate the integration of social sciences into the LTER. The integration of the social sciences into long-term ecological research was recognized as an urgent priority (Redman et al, 2004). Traditionally, ecological and social scientists had worked in isolation within the boundaries of their disciplines pursuing answers to fundamental questions about pattern and process in the ecological and human world (Low et al, 1999; Redman, 1999a; Redman, 2004). Recognition of this need to integrate brought together social, earth, and life sciences researchers to increase understanding of the human dimensions of ecological change for the LTER network.

In 2000, funding was provided for a project to further develop the work and usability tools of the FLED working group on developing the metadata standard into an XML schema. The project was called The Knowledge Network for Biocomplexity22 (KNB). KNB was a project of the Partnership for Biodiversity Informatics23 (PBI). The PBI partnership involved the National Center for Ecological Analysis and Synthesis (NCEAS), the Natural History Museum and Biodiversity Research Center at the University of Kansas, the Network Office of the Long Term Ecological Research (LTER) Network, the San Diego Super Computing Center (SDSC) and the California Institute for Telecommunications and Information Technology (Cal-IT2) at UCSD.

By the end of decade II (1999-2000), access and sharing of data sets significantly increased, largely because of the Internet and its online tools that enhanced searching and discovery of information. While the Internet provided the technological stimulus to increase demand for access and sharing of data sets, it was the sites and the community of scientists’ willingness to adopt guidelines, and then later establish policies, for access and sharing of data sets that resulted in notable

22 http://knb.ecoinformatics.org/index.jsp
23 http://pbi.ecoinformatics.org/projects.html
increases in cross-site comparative research. Alongside the increased access and sharing of data sets was improvement towards metadata standardization, which resulted from XML becoming adopted for the exchange of heterogeneous data on the Web.

**LTER Network — Decade III (2001 - 2010):**

In 2001, the NSF commissioned a 20-year review of the LTER program. The report contained findings and recommendations to guide the LTER Network into its third decade, or “the decade of synthesis science.” Clearly, data and the processes for its management were the missing links to support a complete vision of synthesis science. The committee recommended that “LTER science” become “multidisciplinary, multidimensional, scalable, information driven, predictive and model based, education oriented, and increasingly virtual and global (Robbins, 2011).”

Another recommendation was made to implement a “systemic information infrastructure.” Reviewers of the LTER program recognized the potential emergence of an infrastructure to automate parts of the process of data reuse. Funding for the development of a “systemic information infrastructure” was provided years later in 2009.

In decade III (by 2002), a stimulus perceived by the LTER scientific community was that scientific inquiry was becoming more multi-disciplinary, driven by global issues. Demand was increasing for the LTER Network to make its primary data more directly usable by other communities (Brunt et al, 2002). The community of scientists responded with a plan to stimulate investment by calling for the development of an active, globally integrated information network. This network

---

24 Synthesis science in the context of LTER refers to a process in which the data and knowledge gained over the past twenty years of the LTER Network program, plus current studies, are brought together to reach new levels of understanding of long term ecological patterns and processes (LTER White Paper: Priority Setting in the LTER Network, 2001).
would include the capacity to discover, access, interpret and process data for facilitating the integration and synthesis of primary data (Brunt et al, 2002).

In 2003, the LTER formally adopted the Ecological Metadata Language (EML) version 2.0 as the LTER metadata standard. Available database systems were quick to be utilized for the management of metadata (Michener et al, 2011). Demand increased for the management of EML documents. Specialized database systems for the management of XML documents were adapted to manage EML metadata (Michener et al, 2011).

In 2003, LTER organized a mini symposium on the integration of geosciences and social science with the LTER. This was consistent with the 20-year review recommendation that LTER science be more multidisciplinary, partnering with the social science discipline. In subsequent years, LTER organized more mini symposiums: LTER Research information land management (2004); Coastal research in LTER (2005); LTER and Global Change (2006); Cycles of change in socio-ecological systems: perspectives from long-term ecological research; Social-ecological systems in a changing world (2008); Ecological Connectivity in a changing world (2009); Ecosystem services in a changing world (2010).

LTER Network data policy was modified in 2005. It defines the responsibilities of the "Data Collector." The policy dictates how long data access can be restricted (two years after collection). It also identifies special conditions that may allow additional restrictions for a more extended period (e.g., locations of endangered species, human confidentiality). Additionally, the policy outlines the properties of the required metadata.

With a metadata standard established, LTER focused efforts on facilitating discovery of comparable data sets across sites. In 2005, a challenge secondary data users were facing was that data creators were not consistent in the application of keywords they used to characterize datasets (Porter, 2010). This exacerbated the process of discovering data at LTER sites. The LTER Information Management Committee (IMC) established an ad hoc "Controlled Vocabulary Working Group" to
study the problem of uncontrolled use of keywords (Porter, 2010). The outcome of the committee's work will be reported later in this section in the events for 2009.

LTER's Technological and Socio-organizational Infrastructures were developing, as a result of its adoption of technological innovations for the Web and its governance leadership. The change that was fostered stimulated increases in scientific progress. More sites were providing datasets online, and the demand for tools for online exploration was increasing. With guidelines and policies facilitating access to and sharing of datasets, sites began to collaborate in the process of online exploration of datasets. These data sets can be integrated, and then be used for cross-site analysis (Michener et al., 2011).

Discovery and integration of climate and hydrologic datasets from multiple LTER sites and the USDA Forest Research sites was one of the first applications that leveraged the established Technology Infrastructure (based on the Web) and the Socio-organizational Infrastructure (based on data access and data sharing policies). While the sites of each organization provided access to their data and metadata online, researchers found it problematic to locate, access, and assemble data from multiple sites of different organizations (Henshaw et al., 2006). Support was obtained to build an information system called the ClimDB/HydroDB, which leveraged technology, data management and organizational resources from prior investments. The system provided uniform access to common daily streamflow and meteorological data through a single Web portal (Henshaw et al., 2006). The investment in this information system introduced both technological and socio-organizational stimuli towards the development of a “systemic information infrastructure.” The technology investment stimulus was considered “an effective bridge technology between older, more rigid data distribution models and modern service-oriented architectures (Henshaw et al., 2006).” The socio-organizational investment stimuli resulted from “scientific interest, organizational and personal commitment, and participation incentives to build ClimDB/HydroDB as an integrated cross-site information product (Henshaw et al., 2006).”
In 2008, as a response to the recommendation of developing a “systemic information infrastructure,” LTER continued enhancing online data exploration and discovery capabilities using new Web services technologies, such as portal technology. Using these technologies, scientists and information managers were then able to integrate heterogeneous long-term data into a common data format, called “derived data.” Using derived data along with new modeling and analysis methods (Henshaw et al, 2006), scientists had access to more tools by which to conduct cross-site comparative research and better understand processes within the Earth’s ecosystems (Servilla et al, 2008).

In 2007, the LTER Cyberinfrastructure Strategic Plan (Robertson et al, 2007) was published. The plan proposed the integration of many of the ideas described in the report on Cyberinfrastructure investments (Atkins et al, 2003), and articulated a vision of how LTER science would be transformed through the use of Cyberinfrastructure. The LTER Cyberinfrastructure strategic plan would provide a blue print for stimulating investments of Cyberinfrastructure technologies and methods in the LTER Network.

In 2009, LTER Network Office received stimulus funding for Cyberinfrastructure development. Funds were approved towards enhancing the Cyberinfrastructure capability of LTER by improving automation of metadata generation and creation of sharable data sets.

In 2010, the end of the third decade of LTER, an e-Infrastructure had been constructed supporting many of the recommendations from the 20-year review of the LTER program. The 20-year review can be characterized as an internal stimulus that came from peers of the biodiversity-ecological research discipline. It established a vision for the third decade as “the decade of synthesis science,” and recommended the implementation of a “systemic information infrastructure” to establish informatics as a core function of LTER for the third decade.
Systems and processes necessary for a systemic information infrastructure were developing. There were significant achievements in the third decade that leveraged ICT investment stimuli:

- Ecological Metadata Language (EML) as an LTER standard for exchanging heterogeneous datasets
- Tools for online data exploration and discovery
- Processes increasing automation of metadata creation, combined with governance policies for data access and sharing.

8.3.4 E-Infrastructure Development Process: Constructing the Data Infrastructure

Our representation of an e-Infrastructure development process consists of seven interconnected components (Figure 2, in Chapter 2). In the previous section, we described the events in Decade I that led to the enhancement of LTER data with remote sensing data to create geo-referenced data. In this section, we use our conceptual framework to explain the process of enhancing LTER data as an instance of an e-Infrastructure development process.

In our analysis of LTER literature, we found that around circa 1985 the LTER community was under pressure to work with data sets from diverse sources, such as other sites or even from other government agencies. Progress on issues involving cross-site comparative science was lacking. Sites mostly focused on local site-based science (Gholz interview, 2012). The LTER community lacked tools to work effectively in identifying ecological patterns and linking them with corresponding processes (Stafford et al, 1994). Therefore, they explored new technologies that could be applied to enhance progress of scientific issues.

In 1988, an advisory committee on scientific and technology planning provided recommendations to address scientific issues (Shugart et al, 1988). GIS capability was identified as the most urgent technology to add in order to stimulate cross-site science and achieve the LTER community's goal of advancing the state of ecosystem science across the network of LTER sites. The recommendation was a technology
stimulus developed from an external ICT investment. GIS technology and remote sensing data were introduced into the LTER network.

Referring to our conceptual lens (Figure 5), we start our analysis with an external ICT stimulus.

GIS technology and data from remote sensing technologies were adopted as an external ICT stimulus into the LTER community. Physical computer systems with GIS software to process remotely sensed data were deployed at LTER sites. In Figure 10, we show this labeled as (1), which connects the external stimulus with the physical technology. The deployment of the GIS systems, along with the combined use of GIS with remotely sensed data created geo-referenced\textsuperscript{25} data in the LTER community (Shugart et al, 1998). In Figure 10, the conceptual lens uses the Technology category to represent the GIS systems. The remotely sensed data is processed through the technology to produce geo-referenced data. This is labeled as step (2) in Figure 10.

\textsuperscript{25}To georeference an object means to define its existence in physical space. Georeferencing provides a locality description that can be used to tag biodiversity occurrences (Hill et al, 2009).
LTER scientists and information managers (community of scientists) started to develop tools to integrate their legacy data with new data that was geo-referenced. The integration of geo-referenced data and legacy data enhanced LTER data. Enhancing LTER data is shown in step (3) as an activity of the e-Infrastructure development process that results from linking geo-referenced data and legacy data. Geo-referenced data sets added spatial and temporal resolution to the data, referred to as “data density” (Stafford et al, 1994).

Geo-referenced data sets created an internal ICT stimulus, motivating scientists to examine questions at multiple spatial and temporal scales (Stafford et al, 1994) — step (4) in Figure 10.
Cross-site compatible geo-referenced data sets were being created at an increasing rate across the LTER network — step (5) in Figure 11. These sets began to create data sets that were cross-site compatible across the LTER network (Shugart et al, 1988).

Cross-site compatible geo-referenced data sets — step (6) in Figure 11 — were combined with new ICT tools tailored to process the increased volume of enhanced geo-referenced data sets at a faster rate. This created a technology stimulus in the LTER community that combined technology and data — step (7). The effect of this
stimulus was observed as the emergence of new research questions — step (8) in Figure 11. New research questions enhanced the Problems and Puzzles of the science community — shown as step (9).

ICT stimulus in (7) can be either external or internal, because in either, an ICT tool is used with geo-referenced data to address scientific questions. As improvements to ICT tools were required, for example to observe phenomena in geo-referenced data at smaller scales, the LTER community communicated its requirements to the appropriate agent in the e-Infrastructure development process. We show this as step (10) in Figure 11.

Enhancing LTER data has been represented as an e-Infrastructure development process in steps (1) through (10) in Figures 10 and 11, using our conceptual lens. The effects of technology stimuli created from external ICT investments were represented. In the first decade of the program, stimuli from technology played a significant role in the enhancement of LTER data. Data analysis identified the following technology stimuli: GIS technology, technology that combined GIS technology and remotely sensed data to create geo-referenced data sets, and tailored ICT tools combined with cross-site compatible geo-referenced data sets that led to the emergence of new research questions and new Problems and Puzzles.

In this section, we used our case study database (Yin, 2003) and our conceptual lens to explain the stimulus that was applied to enhance scientific data in the LTER Network. This established linkages between the data in our database and our conceptual lens (Walsham, 2006). An external stimulus of data (remote sensing data) and technology (GIS) started a process of e-Infrastructure development that led to enhancing the scientific data of the LTER network. This was a significant achievement in the first decade of the LTER program.

8.3.5 E-Infrastructure Development Process: Constructing a Data Infrastructure

In this section, we continue to explore the e-Infrastructure development process by explaining the evolution of data access in the LTER Network. Data access in the LTER Network was a process that evolved from a confluence of stimuli and a socio-
organizational condition, which led to social engineering by the NSF and the LTER Governance.

We focus our explanation in decade II of the LTER program, which started in 1990. By 1991 several significant technology events occurred that were changing LTER and many science disciplines: Internet online systems (FTP, Gopher, then WWW) were being adopted; investments stimulated by the HPCCI were increasing; and new ICT, resulting from the Internet and increased technology (HPCCI) investments were introducing change and increasing complexity. We represent this as an external stimulus into the e-Infrastructure development process, shown by step (1) in Figure 12.

A socio-organizational condition caused by lack of cross-site comparative research was creating pressure on the community of scientists and the governance of the LTER Network. Pressure from this socio-organizational condition is shown as step (2) in Figure 12 below.

Figure 12 Access to data sets and e-Infrastructure development process
The LTER community came to realize two important achievements at the start of
decade II: data access policy guidelines and the Core Data Set catalog, previously
described in section 8.3.3 about the LTER Network. We characterize these two
achievements as an internal stimulus, step (3) in Figure 12, coming from within the
LTER Network, because their availability alerted the research community to data
resources and their potential to stimulate cross-site questions (Porter, 2010). In
Figure 12, we use a dashed polygon to differentiate internal from external stimuli.

Exploration of our data revealed that the data access policy guidelines and the Core
Data Set catalog, combined with Internet online tools, facilitated discovery and
access to data sets. We represent this outcome as step (4) in Figure 12. Step (4) can
be viewed as an extension of the external stimuli, in the form of technology that is
adapted for its use within the LTER Network. As sites and scientists from other
communities discovered that long-term ecological research data sets were online,
demand for access to data sets increased. This condition is represented by step (5),
with a directed arrow from the LTER Network to data of the e-Infrastructure
development process. This reflects changes to the Data category as a result of
increases in access.

Sites adapted the Data Access Policy guidelines into site-specific data-access policies
(Porter, 2010). Exploration of the data showed Governance, the LTER community of
scientists at each site, Data and Data Managers, representing systems and people,
were involved in establishing site-specific data access policies. In Figure 13, we
represent this as directed arrows, labeled (6), to the Site-Specific Data Access Policy
object.
There was a convergence of Site Specific Data Access Policy, Data Management Guidelines, the Core Data Set catalog, Internet Online Systems, investments supporting HPCCI, and new ICT supporting Internet technologies. This confluence signaled the NSF and LTER Governance to introduce a solicitation, requesting proposals to enhance cross-site comparison and synthesis research. We coded this action by the NSF as an external stimulus, which we represent as an external ICT stimulus, step (7), and a stimulus to increase cross-site research, step (8) in Figure 13. Along with the NSF stimulus, LTER Governance mandated that all sites should
have at least one data set available online coded as an internal stimulus to the LTER Network, shown as step (8).

Exploration of the data revealed events and trends in years 1992 – 1997 that changed the LTER Network. We found these trends and events along three perspectives: technological, data and socio-organizational. Building upon our analysis of the data, and using our Concept Map, we shall now describe events, conditions, trends, etc. that led to the LTER Network establishing a network-wide data access policy.

From a technological perspective, external Internet online tools were becoming increasingly accessible to the LTER Network: the Gopher Information server (1992), the WWW server (1993), Web-based database and information management tools, etc. The LTER community adapted many of these Internet online tools for site-specific or network-wide use: online research summaries (1994); Web-based tools were used to develop an LTER Personnel directory (1995), an automated system for research summaries (1996); a web crawler to harvest then publish climate information (1996); etc. Figure 13 characterizes the technological perspective starting with step (7), an external ICT stimulus, entering the e-Infrastructure development process. Based on data, it emerges as external Internet online tools (described earlier), labeled step (a). The LTER Network adapted external Internet online tools, labeled step (a’). This process is represented as step (9a), Internet Online Tools.

From a data perspective, the number of online data sets was increasing, eventually turning into a data deluge (Porter, 2010). Internet online tools and technologies were a stimulus towards the enhancement of database technologies and database systems (DBMS) for the Internet. The process is shown starting as step (b). LTER sites adopt these Internet-capable DBMS to publish more data sets and their metadata online, shown as step (b’). Representation for the process of increasing online data sets is labeled (9b).
From a socio-organizational perspective, sites had each developed a site-specific data-access policy. The stimulus to increase cross-site comparative research led sites to the publishing of more data sets online. Internet online tools were facilitating the process. Step (c’) in Figure 13 represents the process starting from LTER Network sites and their site-specific data-access policy. Processing multiple site-specific data-access policies to access data sets became burdensome. A sample data access policy was adapted, integrating pieces from site-specific policies. Adaptation of the sample data access policy using site-specific data access policies is represented as step (9c).

By 1997, supported by an e-Infrastructure development process, including Internet online tools and increasing online data sets, the sample data access policy had evolved sufficiently, that it was adopted as a network-wide policy for publishing and sharing site-based data sets (Michener et al, 2011). Step (10) represents the adoption of the network-wide data access policy. The adoption of the network-wide data access policy is as far as we go describing the e-Infrastructure development process, in this illustration.

In Figure 13, we have represented the process that led to the development and adoption of an LTER network-wide data access policy. The process started from a set of data access policies specific to each site. The LTER Network had developed sufficiently to tackle socio-organizational issues involving, and technological and social issues concerning metadata development. This will be discussed in the next section.

### 8.3.6 Data Sharing and Governance to Support Data e-Infrastructure

Prior to the creation of the LTER program, scientists and leaders in the U.S. realized that questions involving global change, conservation, and biodiversity change required data about phenomena measured over long periods of time. “The LTER program was created to enable the study of long-term phenomena that could not be studied effectively over the course of a typical three- or five-year funded project (Robbins, 2010).” Robbins clarifies that “long term” is a relative term with respect
to time, because in the context of ecological research, it could span decades, centuries or millennia (Robbins, 2010). Robbins (2010) reasoned that if the work of LTER is to achieve scientific progress by contributing insights on phenomena spanning multiple decades, or centuries, it will more than likely be from the use of archived data than from published literature. “Thus, the creation and sharing of long-term data sets is clearly an essential part, a *sine qua non*, of the LTER program (Robbins, 2010).”

### 8.3.6.1 Events That Gave Rise to Data Sharing and Its Acceptance in the LTER Network

In 1992, reuse of LTER data sets required documentation about the data; i.e., metadata. Sites were creating metadata using their own conventions. As a result, it was challenging to process metadata using computers, without first going through a lot of effort to understand a site’s particular metadata (Porter interview, 2012). The LTER Information Management Committee (IMC) funded a project to develop standard ways of exchanging metadata that would be both human and machine-readable (Michener et al, 2011).

In 1994, a process started to collect metadata conventions from each of the sites. This process found common elements, and then compiled them into an initial metadata content standard for LTER (Porter, 2010, personal communication), which was later adopted by the IMC (Michener et al, 2011).

In 1995, the Future of Long-Term Ecological Data (FLED), a working group of the Ecological Society of America (ESA), expanded and formalized this early metadata standard, which was published in 1997 (Michener et al, 1997). In parallel to this development of a metadata standard for LTER, encoding standards were emerging, most notably the eXtensible Markup Language (XML).

In 2000, funding was provided for a project to further develop the work of the FLED working group on the metadata standard into an XML schema and also to develop tools to enhance its usability. The project was called The Knowledge Network for
Biocomplexity (KNB), [http://knb.ecoinformatics.org/index.jsp](http://knb.ecoinformatics.org/index.jsp). KNB is a project of the Partnership for Biodiversity Informatics (PBI), [http://pbi.ecoinformatics.org/projects.html](http://pbi.ecoinformatics.org/projects.html)

The PBI partnership involved the National Center for Ecological Analysis and Synthesis (NCEAS), the Natural History Museum and Biodiversity Research Center at the University of Kansas, the Network Office of the Long Term Ecological Research (LTER) Network, the San Diego Super Computing Center (SDSC) and the California Institute for Telecommunications and Information Technology (Cal-IT2) at UCSD.

In 2001, the KNB project, started in 2000, developed the metadata content standard into a machine and human parsable XML schema, known as the Ecological Metadata Language (EML) (Michener et al, 2011). EML was sufficiently detailed to allow data users to create automated programs to act on the data (Porter interview, 2012).

In 2003, the LTER formally adopted the Ecological Metadata Language\(^\text{26}\) (EML) 2.0 as the LTER metadata standard for the exchange of LTER metadata (Michener et al, 2011).

### 8.3.6.2 Governance Structure of the LTER Network

The governance structure of the LTER evolved as the Network evolved, in order to satisfy its long-term goals, and to address complex socio-organizational issues, such as data access and data sharing. This section analyzes the changes to the LTER Governance structure over its 30-year history. The analysis reflects the theory of this study that development of technological infrastructure will introduce pressures on aspects of a science discipline. These pressures will result in events and conditions that will motivate a socio-organizational intervention, which may lead to organizational change or policy change. The Governance component in the
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\(^{26}\) EML is a metadata specification implemented as a series of XML document types that can by used in a modular and extensible manner to document ecological data, [http://knb.ecoinformatics.org/software/eml/](http://knb.ecoinformatics.org/software/eml/)
conceptual framework tracks such changes in the LTER Network involving intervention by the LTER Governance committee.

A goal early in the LTER program was to achieve comparability of data among projects (Callahan, 1984). It was necessary to communicate and share information, such as sampling of national ecosystems, and tests of regional to national scale hypotheses, on a regular basis among researchers working on different projects. Sites operated autonomously conducting local science. In 1981, at the encouragement of the NSF, a Steering Committee was formed to provide communication and coordination between sites (Callahan, 1984).

Standing Committees in LTER support and inform the governance process. The Climate Committee was formed in 1982. In 1983, the Coordinating Committee replaced the Standing Committee, and the LTER Network Office (LNO) was established in 1983 also. The LNO was created to facilitate and mobilize network science for the overall Network (Gholz interview, 2012). One of the LNO’s primary activities was to facilitate cross-site scientific activities. In 1989, a Technology Committee was established as a Standing Committee. They assessed the technology fitness for the production of long-term data sets. This Technology Committee provided recommendations for establishing ICT standards on a per site level (Shugart et al, 1988; Gosz, 1989).

In 1995, an Executive Committee was established. An Executive Board was later formed that replaced the Executive Committee. The Executive Board managed day-to-day governance activities of the Network (Michener et al, 2011). The LTER Network Office is overseen by the Executive Board (Michener et al, 2011).

In 2002, the Network Information System Advisory Committee (NISAC) was formed. Its primary function today is to assure that information management is facilitating ecological research at all levels (Michener et al, 2011).

Several changes occurred in 2007 to the LTER Governance. First, the Information Management Committee (IMC) replaced the Technology Committee. Second,
Science Council (SC) replaced the Committee on Scientific Initiatives. Third and finally, the Executive Board replaced the Executive Committee. Michener et al (2011) referred to the SC as the “core of the LTER governance system.” The Executive Board includes an elected chair and rotating membership derived from the SC, along with an elected member from the IMC (Michener et al, 2011). Both the SC and IMC consist of a representative from each of the LTER sites, and elect an executive group (IMExec) to conduct day-to-day information management governance activities (Michener et al, 2011). The IMExec and the IMC create ad hoc information management working groups to focus on topics and trends on technologies and practices to enhance LTER information management. Findings are reported back to the IMC at an annual meeting (Michener et al, 2011).

8.4 Findings
We hypothesized at the beginning of the case study that a significant majority of the ICT investment stimuli were allocated towards technological infrastructure development, with the assumption that investments in technology were going to dramatically improve scientific progress. We now use our Concept Map to explore events from decade I (1980 – 1989) in the LTER Network. Next, findings are described, that will lead us to an explanation for revising the conceptual framework.

In decade I of LTER, investments in ICT provided stimuli that resulted in dramatic increases to data volume and complexity, shown as (1) in Figure 14. Analysis of our data showed that investments in remote sensing technologies transformed LTER data so that it could be geo-referenced and used to enhance cross-site comparative science. This led to dramatic increases in volume and complexity of LTER data. Represented as (2) in Figure 14.

For example in (2), investments in microcomputers and Unix workstations increased with advancement in computer and network technologies. In turn, this stimulated investments in GIS technology for microcomputer systems, which provided new technological tools to manipulate and represent geo-referenced data.
The organizational form of LTER evolved, shown as (3) in Figure 14. Data management processes and the role of data managers changed at LTER sites. The LTER Network Office (LNO) was established as a central entity to facilitate and mobilize network science for the overall Network (Gholz interview, 2012). Nevertheless, the individual sites operated independently and were funded by the NSF based on meritorious science.

Data management was integrated into the research process and rose in importance across the LTER Network, after the influential publication of a workshop volume in 1986 on new methods for data management and the development of metadata (Michener, 1986).

Demand for access to data sets increased, shown as (4) in Figure 14. As georeferenced data sets increased in numbers, demand increased from within the LTER network and from other communities working with long-term data. Demand for data access raised issues from scientists concerning data sharing, shown as (5) in Figure 14. Data sharing emerged as a barrier to advancing cross-site comparative research. Our analysis showed that data creators were the primary users of the data, and that data was largely used for site-based science. As a result, local site science progressed shown as (6).

Cross-site comparative science, however, was not progressing as intended. Cross-site comparisons were too difficult to execute, because too much effort was required to discover who had what data. We found that a governance process was required to create a “social engineering solution (Robbins, 2011),” to ease the data sharing issues, shown as (7). The governance process chose the development of guidelines, not policy, as an initial step towards bridging the gap between the norms of how data is used by scientists who create it, versus the goals of the LTER program, shown as (8).
First, using Figure 14 as a lens into our conceptual framework, we generalize that the external ICT investments (1) work as an independent variable.

Second, the e-Infrastructure development process component increased demand for access to data sets. The goal to enhance cross-site comparative research had not progressed. These two conditions were represented as pressure exerted between the e-Infrastructure development component and the Aspects of a Science Discipline component. Based on our analysis of decade I of LTER, we found that increasing ICT investments resulted in dramatic increases in data size and complexity (2).

Third, changes to data, eventually led to changes in processes and organization (3). We generalized those investment stimuli in the development of Technology
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**Figure 14 Concept Map of findings in decade I**

- Increased investment in ICT
- Data Transformed
- Organizational Form Evolved
- Governance process to ease data sharing issues
Infrastructure led to changes in Data. Eventually, this led to changes in complementary stimuli in the categories for Process, Organization and Governance. As a result, we re-conceptualize the e-Infrastructure development process in the following way, shown in Figure 15:

![Figure 15 Complementarities of technology and socio-organizational sides of e-Infrastructure development](image)

Findings elevated the role of the Data category of the conceptual framework to a mediating variable, between the e-Infrastructure Development component and the Aspects of a Science Discipline component. Findings from the data analysis showed the Data category was present in patterns between e-Infrastructure development and goals of the LTER program, such as increasing cross-site comparative research. Additionally, a similar pattern was observed when pressure between a science discipline and the e-Infrastructure level resulted in a socio-technological intervention. For example, an intervention was introduced into the LTER community to ease issues involving data sharing to stimulate cross-site comparative research. Cross-site comparative research was analyzed as an outcome approaching potential discovery.

---

27 A mediating variable describes "how" rather than "when" effects will occur between the independent variable and the dependent variable by accounting for the relationship between the independent variable and the dependent variable (Rudestam and Newton, 2001).
Based on the clustering supported by the data, we shall cluster categories Physical Objects, Technology and Instrumentation into the broader category — Technological Infrastructure. Also, based on the clustering from the data analysis, we shall cluster Process, Organization and Governance into the broader category — Socio-organizational Infrastructure.

Figure 16 shows the clustering we described with the new categories of Technology Infrastructure and Socio-organizational Infrastructure. Also shown are the analytical steps described in Figure 14 transferred to Figure 16.

8.4.1 Revision to conceptual framework

We now present a revised Concept Map (Figure 17) of our initial Concept Map (Figure 5). Figure 17 represents what we learned from our analysis and findings. This revised Concept Map represents the e-Infrastructure development process as two major categories: Technology Infrastructure and Socio-organizational Infrastructure. It also promotes the Data category into the role of a linking pin between Technology Infrastructure, Socio-organizational Infrastructure and the
Aspects of Science Discipline components. We characterize this relationship as a “linking pin” to mean how change from Technology Infrastructure affects Data, which then affects the Socio-organizational Infrastructure, and vice versa. Similar movement occurs towards Aspects of a Science Discipline.

The following list corresponds to the numbers in the revised Concept Map. Movement is from left to right, and in order. The descriptions associated with the numbers are inferences that explain the interdependencies between each of the components of the Concept Map.

(1) Represents that a significant majority of the ICT investment stimuli were allocated towards Technological Infrastructure development.
(2) As ICT investments increased, it resulted in dramatic changes in data size and complexity.
(3) As data dramatically changes in size and complexity, it leads to complementary stimuli in processes, organizational form and governance components of a Socio-organizational Infrastructure.
(4) Data evolves as it mediates stimuli from Technology Infrastructure and Socio-organizational Infrastructure to facilitate sharing of data and to combine data for integrated multidisciplinary research (Brunt et al, 2002).
(5) New interpretations and synthesis of the data can result in knowledge creation, transformation of theory and paradigms.
(6) Discovery is achieved, either as revolutionary or evolutionary scientific progress.
Our analysis of the LTER Network over three decades supports data in this mediating role between Technology Infrastructure development (as a result of external stimuli), Socio-organizational Infrastructure development (as a result of complementary stimuli) and Aspects of a Science Discipline. Recalling, in decade I, LTER data evolved when it was geo-referenced by combining LTER data with remote sensing data. Complementary stimuli occurred in the Socio-organizational Infrastructure category to address data sharing issues. Geo-referenced data was an internal stimulus to the community of scientists to conduct research at multiple spatial and temporal scales.

In decade II, stimuli in Technology Infrastructure development increased with the adoption of the Internet, online data sets, and new search and discovery capabilities. Data’s role as a linking pin was manifest. Demand for access and sharing of data sets online increased dramatically. This pushed the socio-organizational side to first develop site-specific access policies, then subsequently into a network-wide policy for sharing data sets. Stimulus to increase cross-site comparative science was a pressure applied to the Science Discipline category from Data and Technology Infrastructure.

Decade III, called “the decade of synthesis science,” marked a period when data and the processes for its management was the linking pin between technology, the Aspects of a Science Discipline and Socio-organizational Infrastructure. During this
period, the Technological Infrastructure received stimuli toward the development of Internet technologies, and the Socio-organizational Infrastructure faced an increasing demand for data sharing and improved metadata practices. Another example of data functioning as this kind of linking pin between aspects could be found when scientific inquiry became more multi-disciplinary to address global issues.

8.4.2 Conclusion: Mixed Results

We set out to find evidence of increases in scientific discovery as a result of stimuli into an e-Infrastructure development process. We find that our results are mixed.

On the one hand, our analysis allows us to build a chain of evidence linking investments in ICT infrastructure development to changes in the practice of science and the scope of scientific inquiry. Increasing cross-site comparative research is just one example of how scientists are able to see deeper and wider into phenomena as a result of increased capabilities provided by e-Infrastructure (Kuhn, 1996; Arthur, 2009).

On the other hand, our chain of evidence does not support our hypothesis that Technology Infrastructure investments are guaranteed to result in dramatic improvements in scientific progress, in particular revolutionary scientific progress. Indeed, scientific discovery, our dependent variable, has not radically changed as a result of e-Infrastructure investments.

In our analysis of the LTER Network, we found that in fact, other fields in adjacent (e.g., evolution, genomics, geology, oceanography, and climatology) and even disparate disciplines (e.g., sociology and economics) were finding the LTER network data useful in answering other sets of questions (Reichman et al, 2011). We infer from our findings that data has begun to cross-disciplinary boundaries. We also found that as data sharing increased between sites, it eventually led to an increase in cross-site comparative research (Johnson et al, 2010).
Thus, if data is being shared between multiple disciplines, such that it enhances comparative research and synthesis, does it not also result in an increase in discovery?

We conclude from this case study of the LTER Network that our findings are mixed concerning the outcome of scientific progress being either evolutionary or revolutionary. Going forward, we want to understand why our results are mixed, because our expectation was that by investing in technology as a stimulus, it would result in revolutionary scientific progress. Furthermore, we present the following proposition to continue the empirical inquiry of this study:

Combining data from multiple disciplines can lead to increasing discovery.

Our next step is to return to the literature and to look deeper into what the data is telling us about the outcome of the dependent variables.

8.5 Literature Revisited

In the previous section we found that discovery was not radically changing. In other words, the data did show revolutionary scientific progress that we described earlier as, transformative research. This motivated our next question: Despite all this investment in e-Infrastructure development, why did we not find any clear connection to radical discoveries?

8.5.1 IT Productivity Paradox

We found that the IT Productivity Paradox in the literature has been used to explain similar outcomes involving ICT investment when provided as a stimulus to achieve dramatic productivity improvements (Brynjolfsson and Hitt, 2000).

Productivity is a simple concept. It is a ratio of output produced in relation to inputs required to produce it (Dewan and Kraemer, 1998). Productivity is characterized as “one of the most fundamental measures of business performance (Martinsons and Martinsons, 2002).” Both negative (Roach, 1991; Strassman, 1997; McKinsey and Co., 2002) and positive (Brynjolfsson, 1993; Brynjolfsson and Hitt, 2000) relationships between ICT investment and productivity have been reported.
The IT Productivity Paradox literature says that while there’s been massive
ingvestments in IT, the rate of productivity, because of IT, has not changed very much
(Economist, 1990; Brynjolfsson, 1993). Productivity slowdown was detected in the
early 1970s, a phenomenon that coincided with the rapid investment and use of ICT
(Brynjolfsson, 1993). The IT Productivity Paradox debate surged when the high
expectations from growing ICT investments failed to be reflected in national
productivity statistics (Dewan and Kraemer, 1998).

Studies have used the IT Productivity Paradox to assess ICT investments and their
impact on productivity both at the organization level and at the national or industry
level (Chan, 2000; Park et al, 2007). The scope of our study is ICT investments at
both the national level for the development of a national shared e-Infrastructure for
science research and education, as well as at the organizational level, such as the
LTER network. Therefore, the IT Productivity Paradox provides a framework upon
which we can continue to explore the process of e-Infrastructure development and
its relationship to scientific progress.

The IT Productivity Paradox literature identified the following four variables to
explain how investments in ICT are linked to productivity: Transformation,
Complementarities, Transferable ICT products, and Time Lag.

**Transformation:**
Transformation refers to a process brought about by introducing change either at
the level of the organization or the industry (nation) through purposeful
investments in ICT. Since the focus of this study is at the organization level, we will
not discuss transformation at the industry level. See Park et al (2007) for a
discussion of transformation at the industry level.

At the level of the organization, changes in work practice, strategy, products, and
services are variables used to measure the effectiveness of ICT investment in
transforming the organization, supplier and customer relationships (Brynjolfsson
and Hitt, 2000). In order to describe transformation in the context of LTER, we will
now look at how purposeful investments in ICT brought about changes in work practice, strategy, products and services

Creating data for secondary use is a persistent goal of the LTER program whose mission it is to study long-term ecological phenomena through site and cross-site comparative research and synthesis. This goal has attracted repeated ICT investments across all three decades of the LTER program (Michener et al, 2011). Work practices have changed from the adoption of ICT to achieve increases in data access and data sharing. Strategy evolved towards increasing cross-site comparative research by leveraging prior ICT investments; for example, LTER leveraged the Internet (investments at the national level) to transform the process of searching and discovering information about data. Products of the LTER are data sets and associated metadata for secondary use. Increasing demand for ready-for-science data products drove ICT investments and changes in publishing and sharing policies. Services in LTER refers to useful28 ready-for-science data products for secondary use by data users.

**Complementarities:**

Complementarities refer to an organization's ability to leverage ICT investments to create improved work practices or business processes. The value of any ICT investment is measured by its positive impact on one or more aspects of an organization (Brynjolfsson and Hitt, 2000). Complementarities have been used as intermediate variables or dependent variables to measure linkages between ICT investments and business value (Brynjolfsson and Hitt, 2000).

Complementary innovations or complementary organizational investments refer to subsequent investments that leverage ICT investments (inputs), enabling organizations to increase output and leading to increases in productivity. For example, investment in the electric motor provided industrial engineers more flexibility in the placement of machinery in factories. Eventually, this led to

28 Baker et al (2000) described useful data as a “known quality that is well described with metadata.”
complementary organizational investments in workflow redesign, which dramatically improved manufacturing productivity (David, 1990; Brynjolfsson and Hitt, 2000).

Complementarities were used to predict the outcome of investment in ICT (Hitt and Brynjolfsson, 1997). In general, the absence of complementarities created by an organization or nation will indicate a decreasing return on its ICT investments. Park et al (2007) linked a nation’s capability to exploit its pre-existing intellectual capacity, and leverage its ICT investments as an indicator of a positive return on its investments.

Our revised Concept Map in Figure 18 links changes in data to complementary investments. This link is evidenced by enhanced scientific processes, the creation of new organizational forms, or changes in governance structures. Referring to our revised Concept Map, we can characterize the concept of complementarities in the first three inferences, in the following way: (1) Investments in Technology Infrastructure lead to changes in data, such as in volume and complexity; (2) Changes in data bring about conditions that lead to complementary investments to change practices (methods) or processes (within discipline or across multiple disciplines); (3) The combination of outputs from ICT investments, complementary innovations of enhanced practices or processes, and data, leads to more innovation. This complementary innovation provides value to a science discipline, in the form of new advancements in data sharing and cross-site comparative research and synthesis. Brynjolfsson and Hitt (2000) referred to these interactions as a pattern of complementary innovations.

**Transferable IT Products:**

Transferable IT products establish a relationship between the successful transfer of IT products and technological innovation. Recent empirical studies, using data of ICT investment at the national level, have identified a positive correlation between increased IT investment and productivity growth (Dewan and Kraemer, 2000; Park et al, 2007). These studies use the successful transfer of IT products and their
adoption as conditions by which to measure enhancements to production efficiency and global competitiveness at the national level (Park et al, 2007).

We adapt the concept of “transferable IT products” to “transferable data products.” This then begs the question: Is there a positive correlation between “transferable data products” and scientific progress (productivity)? We would argue that such a positive correlation is present. What does our data say about transferable data products in LTER? By decade III, LTER was leveraging Technology Infrastructure and socio-organizational complementarities enabling scientists and information managers to integrate heterogeneous long-term data into derived data products. Derived data products used a common data format that can be combined with complementary innovations consisting of other knowledge sources, new ICT, and approaches to promote new interpretations and synthesis of the data (Peters, 2010).

**Time Lag:**

Time lag is one of four explanations given for the IT Productivity Paradox (Brynjolfsson, 1993). Time lag basically says that the benefits from ICT investments can take several years to show positive results. An econometric study by Brynjolfsson et al (1994) found lags of two to three years before the strongest organizational impacts of ICT were detected. "In general, while the benefits from investment in infrastructure can be large, they are indirect and often not immediate (Brynjolfsson, 1993)."

Time lag can also occur when there’s an issue present that calls for an active social engineering solution. The absence of such an active social engineering solution can impede the adoption of ICT innovation and its complementarities. LTER experienced this condition when comparative research was not progressing due to scientists’ unwillingness to share data sets they had created. A time lag of almost ten years occurred before scientists adopted the processes and the ICT tools to share data sets online.
8.5.2 Impact of ICT on Scientists’ Productivity

Advancements in Technology Infrastructure have changed the ways in which scientists work and conduct research. Arguably, the impact of ICT investments plays a particularly important role in the production of knowledge, given that scientific inquiry is highly dependent on instrumentation, physical materials, knowledge and human resources. Access to these resources is greatly enhanced by ICT. Studies on the relationship between ICT and research productivity generally have found support for the view that ICT enhances productivity in several scientific disciplines, such as oceanographic science (Hesse et al, 1993), life science (Winkler et al, 2010; Ding et al, 2010), philosophy, political science and sociology (Cohen, 1996; Walsh et al, 2000). ICT has impact on scientific productivity by enhancing collaboration and democratization among communities of scientists. This is consistent with the ICT impact on organizations, industries and even nations.

Enhancing Collaboration:

ICT offers enhanced collaboration and connectivity among scientists. When combined with socio-organizational complementary innovations, scientists can be supported to achieve higher levels of productivity. The mission of the LTER network was to address long-term ecological phenomena through research at individual sites, as well as comparative and synthetic activities among those sites.

Johnson et al (2010) assessed how the LTER achieved its mission using intersite publications as the measure of collaboration. They recognized characteristics of the LTER mission promote intersite co-authorship: cross-site measurements and comparisons (Hobbie, 2003; Redman and Foster, 2008), information technology transfer (Porter et al. 2005; Brunt and Michener, 2009), documentation of methodologies (Robertson et al., 1999; Greenland et al., 2003; Fahey and Knapp, 2007), and synthesis of ecological concepts (Peters, 2008). The study by Johnson et al (2010) showed over 26 years of the LTER program that the research collaboration efforts of LTER scientists expanded from site-specific studies (no intersite publications) to the production of numerous intersite publications.
**Democratization:**

ICT can also produce a “democratizing” effect, which can benefit underrepresented groups (e.g., scientists at lower tier institutions) thereby leveling the research “playing field.” Several studies using longitudinal data illustrate how lower tier institutions and scientists at lower-tier institutions benefitted relatively more from ICT investments (Agrawal and Goldfarb, 2008; Murray et al., 2008; Furman and Stern, 2009; Winkler et al., 2010; Ding et al., 2010). IT has an equalizing force, providing a greater boost to productivity and more collaboration opportunities for scientists who are more marginally positioned in academe.

The International LTER (ILTER) network was formed in 1993 to facilitate communication and information exchange between international sites conducting comparative research. The ILTER program proposed to facilitate development of LTER-type programs where they do not exist, providing scientists with the opportunity to collaborate and have access to data and knowledge resources. One of the benefits of the ILTER network is the opportunity it provides to all participating sites, regardless of economic status or ranking in the global science community, to evaluate different approaches to interdisciplinary science (Hobbie et al, 2003).

In summary, we examined the literature on the IT Productivity Paradox. We found four intermediate variables of impact that allow us to establish a relationship between ICT investments and scientific progress. Findings were the presented on the four intermediate variables and impacts on enhancing collaboration and democratization in the context of the LTER Network.

We then analyzed the IT Productivity Paradox variables with the data from the LTER Network case study. We adapted the primary research question by changing “scientific discovery” to “scientific progress.” This reframed the primary research to:

*How is investment in e-Infrastructure development impacting scientific progress?*
The scope of our inquiry becomes the impact of e-Infrastructure development on scientific progress. We use the IT Productivity Paradox variables to observe patterns of productivity.

We again revise our Concept Map to incorporate these intermediate variables of impact by which to measure scientific progress derived from ICT investment stimuli.

The scientific goals of LTER are to produce excellent site-specific research, and produce sharable data sets to enhance cross-site collaborative research. Findings indicated that scientific progress is more nuanced than either evolutionary or revolutionary progress. Scientific productivity, using concepts of the IT Productivity Paradox, was introduced to measure the impact of ICT investments and their impact on e-infrastructure development and scientific progress.

**Figure 18 Revised Concept Map with Productivity variables: Concept Map 3**
9. **Genomics Case**

9.1 **Introduction**

Upon completion of the biodiversity discipline case study, we concluded with the following proposition:

> Combining data from multiple disciplines can lead to increasing discovery.

In this chapter, the scope of our inquiry returns to scientific discovery in order to inquire about data use across multiple disciplines and its impact on scientific discovery.

What disciplines were already combining data with the biodiversity discipline? From our exploration of biodiversity we had hints that genomics was a potential discipline that was sharing data with biodiversity. However, we were looking for a discipline whose area of exploration overlapped with biodiversity, but approached it from a micro level. We recognized biodiversity as being a macro-level discipline.

> What do we mean by these categories of macro-level discipline and micro-level discipline?

The idea came to us when exploring the relationship between particle physics and astronomy. In very simple terms, both disciplines aim to understand the nature of the Universe, but through different approaches: Astronomers study celestial objects and how they interact with each other, while particle physicists study particles and how they interact with other particles. The discovery of dark energy and dark matter created an intersection for both disciplines to share data. Through its data, astronomy approached this intersection from a macro-level perspective. Conversely, particle physics, through its data, approached this intersection from a micro-level perspective. This is why we conceived categorizing disciplines as macro-level and micro-level. The key factor for the macro-micro level relationship is the presence of an intersection between the two disciplines that supports data sharing.
It is our conjecture that the sharing and combining of data across multiple disciplines will increase or influence discovery.

*What are the properties of biodiversity that make it a macro-level discipline?*

Biodiversity is referred to as a macro-level discipline, because it is the study and classification of organisms. Organisms are unique living things. All living things are unique, because the specifiable properties of individual living things are determined in large part by the particular, frequently contingent historical events that happened to each of their unique ancestors (Robbins, 1996; Fitzhugh, 2006).

Robbins (1996) argues that a characteristic of the micro level that differentiates it from the macro-level is that objects of interest are interchangeable. In other words, objects, such as atoms, particles, electrons, quarks, etc., can be combined and interchanged to form other objects of interest. Organisms, on the other hand, are unique; therefore, not interchangeable.

*What neighboring discipline fits as a micro-level discipline that we can connect with the biodiversity discipline?*

We argue that genomics fits as a micro-level discipline opposite of biodiversity for the following reasons. First, genomics aims to answer similar questions or seeks to understand the same or similar phenomena as biodiversity, but uses different methods and works at the micro level. Second, genomics is the study of the genomes of organisms. A genome29 is an organism’s complete set of DNA, including all of its genes. Each genome contains all of the information needed to build and maintain that organism. DNA30, or deoxyribonucleic acid, is the hereditary material in humans and almost all other organisms. Nearly every cell in a person’s body has the same DNA. The information in DNA is stored as a code made up of four chemical bases: adenine (A), guanine (G), cytosine (C), and thymine (T). The order, or sequence, of these bases determines the information available for building and

maintaining an organism, similar to the way in which letters of the alphabet appear in a certain order to form words and sentences. DNA bases are interchangeable. Very simply, we can refer to genomics as a micro-level discipline, complementary to biodiversity (it’s macro-level discipline), where both involve the study of species identification and discovery.

9.2 Confirming Genomics as a Micro-level Discipline Connected to Biodiversity

We want to find evidence to support our claim that genomics fits as a micro-level discipline connected to the biodiversity discipline. Our conjecture is if biodiversity scientists are using data from genomics and combining it with their data, then it could lead to increasing discovery. To motivate the inquiry, the following research question is posed:

*How is genomics data combined with biodiversity data to produce a result that leads to increasing discovery?*

We conducted inquiry on the use of genomics data by biodiversity scientists to confirm biodiversity propositions. The inquiry conducted is supported by two sources of information: (1) peer reviewed papers and reports, and (2) informant interviews.

9.2.1 Species Classification and Discovery

Broadly speaking, biodiversity is concerned with the identification and classification of organisms through examining the variation of life within biological organization (Gaston and Spicer, 2004). They use classification to structure information about organic diversity and make it accessible (Marcus, 1993). “A classification is a division of objects into groups, where the groups have been given names and their distinctive properties stated (Pankhurst, 1993).” Classification orders organisms into groups, reflecting their relationships to other organisms (Sneath and Sokal, 1973). Carl Linnaeus, in the middle eighteenth century, developed a system of classification that continues to be used today, based on a set of ordered ranks: species, genus, family, class and phylum.
**Systematics:** Systematic Biology (herein "Systematics") is concerned with the discovery and identification of the diversity of living and fossil organisms (Marcus, 1993). Systematics research is considered the classic way of conducting research in situ in a museum working with preserved collections (Feldman et al, 1992).

Systematists study the relationships among living organisms through time to understand an organism's relationships with other living organisms. “Systematists analyze variation among organisms, patterns of shared common ancestry, and the evolutionary processes that gave rise to both diversity and evolutionary patterns (Chernoff, 1986).”

**Taxonomy:** Biodiversity scientists use the theory and practice of taxonomy to classify biological diversity. Taxonomy is concerned with the theory and practice of the classification of biological diversity (Chernoff, 1986). This involves formally describing, identifying, classifying, and naming organisms. The core mission of taxonomists is to inventory the species diversity of the globe, to produce a predictive classification of life, and to organize this information into an efficiently retrievable form (Claridge, 2005).

Genomics data is used for species classification and discovery. Taxonomists can use genomic data, such as DNA barcoding data for species classification and discovery (Savolainen et al, 2005).

What is DNA sequencing? DNA sequencing is a laboratory technique used to determine the exact sequence of bases (A, C, G, and T) in a DNA molecule. DNA sequence information is important to scientists investigating the functions of genes. For biodiversity scientists, it was important to know if it would be possible to
distinguish a large number of species using short DNA sequence data (Savolainen et al, 2005).

What is DNA barcoding? DNA barcoding is a diagnostic technique in which a short DNA sequence can be used for species identification (Savolainen et al, 2005).

In 2003, researchers at the University of Guelph in Ontario, Canada, proposed “DNA barcoding” as a way to identify species. Barcoding uses a very short genetic sequence from a standard part of the genome the way a supermarket scanner distinguishes products using the black stripes of the Universal Product Code. DNA barcoding addresses only a limited aspect of the taxonomic process, by matching DNA sequences to “known” species (Savolainen et al, 2005).

DNA barcoding provides biodiversity scientists with a new methodology to accelerate the process of species identification and classification. It increases progress of traditional taxonomic work (Gregory, 2005). Barcodes have the role of filling gaps in species classification information by providing a tool to assign unidentified specimens to already characterized species (Hebert and Gregory, 2005; Hebert et al, 2003a; 2003b).

9.2.2 Case Example: Connecting Genomics to Biodiversity via Data

We have established biodiversity as a macro-level discipline and genomics as a neighboring discipline whose focus is at a micro-level.

Our next step is to find evidence that supports the proposition we made earlier. We restate the proposition in the following way:

\[
\text{As data from multiple fields are combined, scientists can use them across multiple disciplines to increase discovery.}
\]

The objective of this case study is to show how genomics is connected to biodiversity. We will accomplish this by providing empirical evidence, showing that biodiversity scientists use genomics data to confirm biodiversity propositions.

\[31 \text{http://barcoding.si.edu/whatis.html} \]
Case Example 1: Biodiversity scientists using genomics data to confirm biodiversity propositions.

DNA data and barcoding are enhancing the process of classification and discovery in biodiversity research. Traditional methods in taxonomy for classification and discovery of morphology are similar. However, genetically differentiated species called “cryptic species,” have a history of lacking the needed information to classify these cryptic species into the appropriate evolutionary context (Hebert and Gregory, 2005). DNA is useful in identifying evolutionary relationships, such as clades. Discovering cryptic species and filling gaps in biodiversity inventories is recognized as a significant contribution DNA data and barcoding has made to biodiversity research (Blaxter, 2003; Savolainen et al, 2005).

DNA barcoding has successfully identified cryptic species in their natural habitats in marine organisms (Shander & Willassen 2005), including fishes (Mason, 2003; Ward et al., 2005), soil meiofauna (Blaxter et al., 1998; 2004), freshwater meiobenthos (Markmann & Tautz, 2005) and extinct birds (Lambert et al., 2005). In rainforests, rapid DNA-based entomological inventories have been performed so efficiently (Janzen et al., 2005; Monaghan et al., 2005; Smith et al., 2005) that scientists working tropical habitats have been among the most active advocates of DNA barcoding (Janzen, 2004).

Major habitats of biodiversity exist in tropical moist forest regions (Wilson, 1988). Loss of habitat is particularly important at national and local levels, because most ecosystem services are delivered at the local and regional level and strongly depend on the type and relative abundance of species (Duraiappah and Naeem, 2005). The effectiveness of DNA barcoding for the identification and discovery of specimens was tested in a species-rich tropical habitat located at Area de Conservación Guanacaste (ACG) in northwestern Costa Rica. Inquiry was performed to determine whether DNA barcodes provide sufficient resolution to identify specimens in three families of butterflies. Habitats at the ACG site in Costa Rica had been much studied
taxonomically for at least two centuries; therefore, the site provided a template against which to test the accuracy of DNA barcoding.

**Case Example 2: Establishing interconnections between biodiversity and genomics mediated through data**

In this second example, we will use our revised Concept Map to interpret data we gathered.

We will explain the way in which data from genomics is being combined and shared with biodiversity data through the use of DNA sequencing. By linking data to our Concept Map, we will describe the connection between genomics and biodiversity.

Investments in DNA sequencing and barcoding technologies provided an external stimulus — shown in Figure 20 as step (1). DNA sequencing and barcoding Technology Infrastructure are evolving. Computational capacity of DNA sequencing has increased dramatically since the success of the Human Genome Project (Shendure and Hanlee, 2008). Improvements in DNA sequencing technology have driven costs down and demand up. DNA sequencing costs have been reduced by several orders of magnitude (Shendure and Hanlee, 2008). High-performance DNA sequencers are now commercially available. Eid et al (2009) demonstrated an increase in the speed of the sequencing cycle by approximately four orders of magnitude. Kahn (2011) reported that there are at least 20 major sequencing labs worldwide that have each deployed more than 10 sequencers.
Figure 20 Representation of connections between biodiversity and genomics using revised Concept Map

*Technology Infrastructure to Data:* As investments in DNA sequencing technology increased and these sequencing systems were adopted, biologists were able to generate new data for organism classification and discovery at dramatic rates and volume — shown as step (2) in Figure 20. Referring to the conceptual framework, niches of data (Population Ecology and Resource Dependence theories, Chapter 3) were being created in the environments of genomics and biodiversity disciplines. Biodiversity and other subfields were pressured, facing whether they could deduce from this torrent of molecular data how systems and whole organisms work. “All this information needs to be sifted, organized, compiled, and — most importantly — connected in a way that enables researchers to make predictions based on general principles (Pennisi, 2005).” The rate of raw data output from next-generation DNA sequencers had surpassed Moore’s law for information technology and storage capacity (see Figure 21). From the level of e-Infrastructure development, the volume of data was generating pressures in the environment, enabled by the technology and instrumentation infrastructure.
Figure 21 from S D Kahn, Science 2001; 331:728-729

Data to Socio-organizational Infrastructure: Many of the tools utilized to process DNA sequenced data and integrate it with other data sources were inadequate, and simply unable to scale with the volume and complexity of the data (Science, 2011). Many of these tools had been developed at individual labs or as part of a project. Often they were not supported beyond the life of the grant that funded them. An imbalance had emerged that caused mutual pressures between the e-Infrastructure level and biodiversity discipline. Stakeholders introduced a socio-organizational intervention into the environment as a way to address the imbalance. Eventually, this imbalance between data and the tools necessary to process it and manage it, created opportunities for complementary innovation by investments in the
development of new organizations supported by new processes and technological systems, shown as step (3). Population Ecology and Resource Dependence theories (Chapter 3) guide our interpretation. Investments created the conditions for resource providers to be formed and to enter the environment to establish linkages between the level of the science discipline and the level of the e-Infrastructure. Resource providers addressed the imbalance by creating linkages to niches between data users and data producers. Referring to the concept of Complementarities of the IT Productivity Paradox, the intention of the investment and the socio-organizational arrangement between organizations at the science discipline level and resource providers was to produce complementary innovations, such as ready-for-science data products. Ready-for-science data products can be interpreted as an output of the Complementarities concept, enabling the science discipline to increase productivity.

Two examples are the iPlant Collaborative at the University of Texas Austin, and the National Institute for Mathematical and Biological Synthesis (NIMBioS) at University of Tennessee, Knoxville. The iPlant 32 collaborative develops tools and Cyberinfrastructure for the plant sciences by leveraging new computational science and Cyberinfrastructure solutions. iPlant enables multidisciplinary teams to address grand challenges in the plant sciences. NIMBioS 33 combines new mathematical methods and computational approaches to develop new tools to find patterns in growing heterogeneous biological data and evaluate hypothesis to address challenges linked to natural and social systems.

Socio-organizational Infrastructure to Data: The following regional and nationally scoped initiatives have provided new tools and established large domain-specific data collections, easing the data management issues (Reichman et al, 2011) — shown as step (4): iPlant, NIMBioS Global Biodiversity Information Facility specimen records (Chavan et al, 2010), the Knowledge Network for Biocomplexity 34

32 http://www.iplantcollaborative.org/about/project-overview
33 http://www.nimbios.org/about/
34 The Knowledge Network for Biocomplexity, http://knb.ecoinformatics.org
(Andelman et al, 2004), the Dryad repository (White et al, 2008), and the National Biological Information Infrastructure Metadata Clearinghouse (San Gil et al, 2010).

*Data Infrastructure evolves as it mediates complementary innovations of Socio-organizational Infrastructure and Technology Infrastructure:* Complementary innovations that leveraged technology and improved data management infrastructure have resulted in a network of “data providers” serving their communities of interest (Foster, 2005; Reichman et al, 2011). Data providers have domain knowledge, and over time, have developed expertise in working with systems to produce data products as a service to their communities. “Data networks” have emerged between data providers and data users (Michener et al, 2011; Servilla et al, 2008). Data providers facilitated the sharing and combining of heterogeneous data between biology and its subdisciplines, and the collaboration of disciplines in earth and life sciences, social sciences and humanities (Reichman et al, 2011). See step (5) shown in Figure 20.

Increases in multidisciplinary research have raised demand for inter-data network exchanges. Reichman et al (2011) found that the holdings and collections in data networks are fragmented due to lack of mechanisms supporting facile search and discovery between data networks. This increase in demand is shown as step (6), Figure 20.

Data providers are exploring “federation” between data networks to support inter-data network exchanges (Reichman et al, 2011). Funded by investments largely from the NSF35, Reichman et al (2011) found that data providers are collaborating to form federations that will eventually be cross-linked and interoperable with one another. We show this as step (7), Figure 20.

The Concept Map is revised to show the macro and micro level disciplines and their relationship to the data component (Figure 22 below). A description of Concept Map 4 follows.

---
Figure 22 Macro-Micro level relationship: Concept Map 4

Concept Map 4 (Figure 22) depicts the macro-micro science discipline relationship. The Technological and Socio-organizational e-Infrastructure components and the Productivity Variables in Concept Map 3 are not shown; however, they are present as substrates in each of the macro-micro disciplines.

Consistent with prior concept maps, an external stimulus is introduced to develop technology e-Infrastructure. The theory posits that investments in technology e-Infrastructure would dramatically improve scientific progress.

Reading Concept Map 4 from left to right, the left Coevolution double arrow represents a set of co-evolutionary pressures from interactions between technological e-Infrastructure development components, and the biodiversity and genomics discipline components. As described in step (2) in Figure 20, niches of data were created at dramatic rates and volume in the genomics and biodiversity environments. This volume of data generated an imbalance in the environment. The Data component in Figure 22 provides a conceptualization of these niches and potential imbalances produced by the interactions between the technology e-Infrastructure components and the socio-organizational components in the e-Infrastructure level.
Niches and imbalances represented by the Data component in Concept Map 4 represent conditions that can lead to stimulating complementary innovations (IT Productivity Paradox concept). Findings indicated that complementary innovations that resulted facilitated the sharing and combining of heterogeneous data between biodiversity and genomics.

The right Coevolution arrow represents co-evolutionary pressures between how science is done and how science is thought about. These two dimensions about Aspects of a science discipline were introduced in the initial Concept Map (Figure 5).

Findings from the biodiversity and the genomics cases supported the proposition that data infrastructure evolves as it mediates complementary innovations. Complementary innovations have resulted in the development of new methods in biodiversity to work with heterogeneous data. Data networks and federation of data networks to support inter-data network exchanges were found to be evolving new scientific methods from complementary innovations. New scientific methods connect the disciplines to the Philosophy of Science components. Ultimately, Concept Map 4 posits that these complementary innovations and new scientific methods combined at the macro-micro discipline levels can lead to scientific discovery.
10. **Consolidation of Findings and Conclusion**

Governments are making significant investments in developing e-Infrastructures aimed at stimulating dramatic increases in scientific discovery. Scientific discovery is recognized as central to achieving key national goals, such as raising living standards, creating good jobs, ensuring national security, strengthening education, improving public health, and protecting the environment (NAP, 1999; NAP, 2007).

Transformative research aims to increase revolutionary scientific discoveries through the application of unconventional or radical approaches to actual problems and scientific puzzles (NSB, 2007). E-Infrastructure is a phenomenon that is driven by government initiatives, aimed at transforming how science is done in order to increase scientific discovery. Development of e-Infrastructure is a response to the goals of Transformative Research. While investments in e-Infrastructures continue to play a significant role as a stimulus towards increasing transformative research, studies to understand their effectiveness are few or do not yet exist.

This research set out to explore the terrain of the phenomenon of e-Infrastructure development and its impact on scientific discovery. The objective of the research study was to:

(a) *Understand how the development of e-Infrastructure is impacting scientific discovery.*

(b) *Understand how the Problems and Puzzles of a science discipline shape the development of e-Infrastructure, and conversely, how e-Infrastructure changes the Problems and Puzzles of a science discipline.*

We constructed a conceptual framework that represented our hypothesis that a significant majority of investments were allocated for technological infrastructure development with the intention that they were going to dramatically increase scientific discovery. The study employed an interpretive grounded theory
exploratory research approach to study the Long-Term Ecology Research (LTER) Network — a particular community of science in biodiversity-ecology discipline.

The remainder of this chapter discusses the findings of the research, and provides answers to the research questions that constituted the objectives of this inquiry. In addition, the chapter discusses overall conclusions based on the findings. The chapter describes implications and recommendations for parties with potential interest to this research (e.g., scientists, managers of science and funding bodies). Limitations of the study and future research directions are discussed.

This concluding chapter is organized as follows: First, section 10.1 discusses the findings and provides answers to the research questions. Section 10.2 discusses the overall conclusions. Section 10.3 discusses implications and recommendations to interested parties. Section 10.4 discusses the limitations of this research. Finally, section 10.5 discusses the future research directions.

10.1 Discussion of the Findings

This section discusses the findings of the research and provides answers to the research questions.

10.1.1 ICT Investment Stimuli Impacts Technology Infrastructure Development

We found ICT investments towards the development of a national e-Infrastructure capability were increasing and were coordinated among U.S. government agencies when the Congress passed the High-Performance Computing Initiative (HPCCI) in 1991. In 1992, total annual ICT investment was $514M. Meanwhile, investments in social-organizational development — human resources, workforce development, etc. — were dramatically less, with the largest allocation of $140M in 1993.

By 2000, total annual ICT investment increased to $1,228M. National e-Infrastructure initiatives, such as Cyberinfrastructure and e-Science, started in 2003, helped to account for the largest annual investment of $3,187M by 2009. By comparison, investments in socio-organizational development reached a maximum of $179M in 2010.
Our findings were consistent with our hypothesis that significant investments in technological infrastructure were being made to develop a capability, at a national level, towards increasing scientific progress and discovery. We also found that comparative investments in socio-organizational development were significantly less. This seemed to indicate that priorities focused primarily on the development of technological infrastructure; investments on a comparable Socio-organizational Infrastructure were secondary.

Investments in ICT as stimuli to science research are growing (NITRD, 2012). Although e-Science and Cyberinfrastructure programs are relatively new forms of stimuli, they are supporting a trend that started years earlier, and started accelerating in 1991 as a result of the HPCCI.

### 10.1.2 Technology Infrastructure Impacts the Growth Rate of Data

We explored the impact of Technology Infrastructure development by performing a case study of the U.S. Long Term Ecological Research (LTER) Network — a particular community of science in the biodiversity-ecology discipline. ICT investments in this community were explored using our conceptual lens to observe impact on transformative research and discovery.

The growth rate of data increased dramatically as a result of the adoption of technologies that became commercially available in the early 1980s. Microcomputers and the Internet were disruptive technologies that enabled scientists to transform how they work, collaborate and share information. Effects from advances in computer, storage and network technologies, as explained by Moore’s Law (Stafford et al, 1994) and the concept of Price Elasticity (Gallaugher, 2008), had a dramatic impact on also advancing other technologies, such as Database Management Systems, Remote Sensing and Geographic Information Systems, Collaboration systems (e.g., email), Sensor Networks, etc. Affordability provided access to these technologies, which resulted in dramatic increases in data production. This explosive growth rate in data has come to be known in science as the "data deluge" (Hey and Trefethen, 2005).
Findings from our analysis of the LTER Network over a period of three decades (1980 to 2010) showed patterns of technology e-Infrastructure development and their impacts on the rate of data production. First, production of primary (raw) data grew dramatically as different types of sensor-based technologies were adopted; e.g., remote-sensing technologies, coupled with GIS systems enabled scientists to increase the scale of Problems and Puzzles and enhance cross-site comparative research. Second, automation of processes for the production of data products based on the use of online technologies increased in decade II. In decade III, the development of a systemic information infrastructure was underway that would integrate heterogeneous long-term data into a common data format, called “derived data.”

10.1.3 Technology and Data Infrastructures Influence How Science Is Practiced

Comparative research across spatial and temporal scales increased in priority as technology and data infrastructures facilitated access to and exchange of data resources. The demand to compare data from multiple sources increased. For example, in 1985 the LTER Network was under pressure to work with data sets from diverse sources, such as other sites or even government agencies. Today, the LTER Network is coordinating with other environmental and observatory research networks. As a result, the demand for investment in e-Infrastructure development to enhance comparative research from multiple diverse sources to provide comprehensive, integrated, and synthesized science at regional to continental scales continues to increase (LTER-SIP, 2011).

E-Infrastructure facilitated data and information discovery, data access and the automation of processes across multiple sites. Data sets online increased in number. So too did the demand for access to these data sets increase. Data access and data sharing demands increased as e-Infrastructure developed. Yet, cross-site comparative science was not progressing as intended. Findings showed that a socio-organizational condition was impacting the data sharing goals of the LTER community.
10.1.4 Data Infrastructure influences Change in Socio-organizational Infrastructure

Demand for use of long-term archival data increased to address the goals of the LTER Network program (Robbins, 2011). One goal of the LTER Network was to produce excellent site science, and to increase production of sharable long-term data sets. However, data access raised issues from scientists concerning data sharing. Therefore, data sharing emerged as a barrier rather than a bridge to advancing cross-site comparative research.

Drawing upon our conceptual framework to explain our findings, the goal to share data resources created the conditions to establish linkages between the LTER sites and other sites that were sources of data. Governance mechanisms were needed to establish these linkages to support data sharing. Specifically, in LTER, guidelines for data-access and data sharing were adopted at each site.

We found that data was developing its own infrastructure, and taking on the role of mediating between Technology Infrastructure, Socio-organizational Infrastructure and Aspects of a Science Discipline. Creation and management of shareable long-term data sets evolved into a data infrastructure that affected scientists, and resource providers. As demand for sharing of data increased, a data policy was developed that defined scientists’ roles and responsibilities as “Data Collectors” and “Data Users,” and how long data access can be restricted. “Data Managers” were responsible for archiving and preserving data and metadata, as well as ensuring that access was provided only to those users with proper credentials (Porter, 2010). Data Collectors, Managers, and Users roles and responsibilities provided findings that linkages and paths were forming between the Technology and Socio-organizational Infrastructures, and the LTER Network science community.

A metadata standard (or gateway) was adopted. This accelerated the customization of technologies, such as database systems for the management of XML documents and included support of metadata language. This had a lock in effect between the LTER community, resource providers of e-Infrastructure, and the processes supported by the Socio-organizational Infrastructure.
We modified our Concept Map to reflect our findings about data in a mediating role. Concept Map 2, Figure 17, represents our findings that Technology Infrastructure development leads to complementary stimuli in Socio-organizational Infrastructure mediated by the data infrastructure. Concept Map 2 provided a finding towards an answer to the primary research question: Data mediates the process of e-Infrastructure development on scientific discovery.

10.1.5 Impact to Scientific Progress: Mixed Results

A finding we expected was that stimuli of an e-Infrastructure development process would lead to increases in scientific discovery. Our results were at best mixed. We found that our chain of evidence did not support our hypothesis that Technology Infrastructure investments will ultimately result in dramatic improvements in scientific progress, in particular revolutionary scientific progress. Scientific Discovery, our dependent variable, was not radically changing as a result of e-Infrastructure investments.

We turned to the IT Productivity Paradox to explain similar outcomes involving ICT investments. Studies have used the IT Productivity Paradox to assess ICT investments and their impact on productivity both at the organization level and at the national or industry level (Chan, 2000; Park et al, 2007). The IT Productivity Paradox provided a framework upon which we continued to explore the process of e-Infrastructure development and its relationship to scientific discovery.

The IT Productivity Paradox literature provided the following four variables to explain how investments in ICT are linked to productivity: (1) Transformation, (2) Complementarities, (3) Transferable ICT products, and (4) Time Lag.

We found these variables of the IT Productivity Paradox to be consistent with the components of our Concept Map. Table 5 provides a summary of the IT Productivity Paradox variables, and their role in the Concept Map.

<table>
<thead>
<tr>
<th>IT Productivity Paradox Variable</th>
<th>Description</th>
<th>Role in Concept Map</th>
</tr>
</thead>
<tbody>
<tr>
<td>Transformation</td>
<td>Introduces change through</td>
<td>Provides a stimulus</td>
</tr>
<tr>
<td>Complementarities</td>
<td>Leveraging ICT investments to change aspects of an organization</td>
<td>Socio-organizational Infrastructure leveraging investments in technological infrastructure, mediated through data</td>
</tr>
<tr>
<td>--------------------</td>
<td>---------------------------------------------------------------</td>
<td>--------------------------------------------------------------------------------</td>
</tr>
<tr>
<td>Transferable IT Products</td>
<td>Establishes a relationship between the successful transfer of IT products and technology innovation</td>
<td>Adapt “IT products” to “Data products.” Establishes a relationship between the successful transfer of “data products” and “scientific discovery.”</td>
</tr>
<tr>
<td>Time Lag</td>
<td>Benefits from ICT investments can take several years to show positive results</td>
<td>Complementary stimuli in Socio-organizational Infrastructure categories taking time to leverage the Technology Infrastructure investment</td>
</tr>
</tbody>
</table>

**Table 5 IT Productivity Paradox variables and relationship to Concept Map**

Concept Map 2 was modified to include these four IT Productivity Paradox variables and create Concept Map 3, figure 18. The primary research question was reframed to consider the impact on “scientific progress”:

*How is investment in e-Infrastructure development impacting scientific progress?*

We found in the biodiversity case study that while the impact to scientific discovery results was mixed, use of the IT Productivity Paradox variables allowed us to adapt the Concept Map so that it can guide us to observe patterns of scientific progress.
10.1.6 Data Sharing Across Disciplines

We found during our exploration of investments into e-Infrastructure development that data infrastructure was also a component of increasing investment\textsuperscript{36,37}. The demand for data sharing and data preservation is increasing, and the Technology Infrastructure needed to support it is a component of e-Infrastructure development.

Data sharing between disciplines was a finding in the biodiversity case study, which then led to the following proposition:

\textit{Combining data from multiple disciplines can lead to increasing discovery.}

Data sharing was explored between the disciplines of biodiversity and genomics. Moreover, arguments were presented to link biodiversity and genomics as macro-micro level disciplines, respectively. Biodiversity and genomics were identified as neighboring disciplines.

The research question used to motivate the inquiry was the following:

\textit{How does genomics data combined with biodiversity data produce a result that leads to increasing discovery?}

Genomics was found to be connected to biodiversity by showing that genomics data was used to confirm biodiversity propositions. Two case examples were provided where data from DNA barcoding was used in biodiversity experiments. Case example 1 found results where DNA barcoding data was used in biodiversity to enhance classification of species. Discovery of “cryptic species” resulted from the use of DNA barcoding data. As a result, gaps in biodiversity inventories are being filled.

Case example 2 set out to find interconnections between biodiversity and genomics mediated through data. Results of the analysis supported the following

\textsuperscript{36} Networking and Information Technology Research and Development (NITRD),\texttt{http://www.itrd.gov/pubs/}

\textsuperscript{37} NSF Budget Requests to Congress and Annual Appropriations,\texttt{http://www.nsf.gov/about/budget/}
interconnections represented in Concept Map 2: (1) Technology Infrastructure to Data, (2) data to Socio-organizational Infrastructure, and (3) Socio-organizational Infrastructure to data. Results of case example 2 found evidence of complementary innovations that evolved from the investments in e-Infrastructure, which supported shared data infrastructure between biodiversity and genomics communities.

The case examples were concluded with a revision of the Concept Map — shown as Concept Map 4, Figure 22.

10.2 Contributions of the Research

The contributions of this research to theory and practice are now described.

10.2.1 Contributions to Theory

First, this research makes contributions to the literature on the concept and phenomenon of e-Infrastructure. E-Infrastructure and its development are a recent phenomenon; therefore, the scholarly literature on this topic is limited. The theory building process brought together several streams of literature on the history of Large Technological Systems and infrastructure (Hughes, 1983, 1994; Star and Ruhleder, 1995; Edwards et al, 2007), Social Construction of Technology and Infrastructure (Pinch and Bijker, 1994; Law, 1987), and Technology Domains (Arthur, 2009).

Secondly, this research constructs a conceptual framework to link the concepts of e-Infrastructure Development to scientific discovery. The construction of the conceptual framework makes two important contribution: (a) It brings together a set of concepts and establishes connections between them to develop a theoretical framework to further explore the phenomenon of e-Infrastructure and its relationship to scientific discovery; and (b) it brings together several streams of literature on how science is practiced (Kuhn, 1996; Popper, 1963; Graham et al, 2002) and thought about (Churchman, 1971; Popper, 2002; Glass, 2007).
10.2.2 Contributions to Practice
This research makes contributions to practice for scientists, managers of science, government agencies supporting science and the development of e-Infrastructure, and resource providers to science R&D. Scientists and managers of science will be able to associate concepts of e-Infrastructure with contemporary programs of Cyberinfrastructure and e-Science. This is possible through the use of the conceptual lens to explore and gain insights on the interactions of the programs with a science discipline. Government agency representatives will find the use of the conceptual framework in the case studies of particular interest in gaining insights about path formation from stimulus to discovery. Resource providers will find insights about their role in the environment of a science discipline and its interaction with e-Infrastructure development.

10.3 Limitations of the Study
Two limitations of the study to be aware of concerning the conceptual framework are: (a) the approach taken in its construction, and (b) the role of data.

The approach taken in the construction of the conceptual framework was to take a broad perspective as a guiding principle when connecting concepts into components, then interconnecting components. Our perspective was “broad, not deep.” A deeper treatment of the concepts was not required for this study. Another study might benefit from taking a perspective from deeper into a component, depending on the research question.

The Concept Map evolved to promote data from a concept in the e-Infrastructure development process into an infrastructure component. We learned from the empirical inquiry using a grounded theory approach. This approach adapted the Concept Map in an iterative manner. Using data from a different discipline may yield a different evolution of the Concept Map. For example, in the discipline of molecular biology, data sharing is built in to that discipline’s infrastructure since each publication must link to a data submission (Robbins, 2011; Costello, 2009).
10.4 Future Research Directions

E-infrastructure and data infrastructure development are contemporary national initiatives, making fertile ground for future research opportunities. Descriptions of future research directions presented here are the following: (1) testing the theory with another pair of adjacent disciplines, (2) increasing understanding of the macro-micro level relationship concept between two disciplines, and (3) exploring the relationship between data infrastructure development and how it impacts discovery.

*Testing the theory with another pair of adjacent disciplines:* The conceptual framework and theory of this study should be tested against another pair of adjacent disciplines. The suggested research approach is case studies for each discipline, with cross case analysis against biodiversity-genomics disciplines, testing the theory and the macro-micro level relationship. Astronomy and particle physics are the two adjacent disciplines suggested. Astronomy-particle physics would represent physical sciences, and biodiversity-genomics would represent life sciences.

*Increasing understanding of the macro-micro level relationship concept between two disciplines:* Although the macro-micro level relationship concept was not the focus of this study, it brings together two adjacent disciplines with common goals, but with differing approaches. Using the conceptual lens with the data infrastructure in a mediating role might reveal interesting findings.

*Exploring the relationship between data infrastructure development and how it impacts discovery:* This is a case where inquiry would go deeper instead of broader, as previously described. Data infrastructure is an active area of investment and research from several perspectives; e.g., sharing, reproducibility, longevity and sustainability, ethical and legal implications (NSB-11-79, 2011).
10.5 Overall Conclusions

This research examined the phenomenon of e-Infrastructure development and its impact on scientific discovery. Using an interpretive grounded theory research approach to study the Long-Term Ecology Research (LTER) Network — a particular community of science in the biodiversity-ecology discipline — we found that increases in scientific discovery as a result of significant investments in e-Infrastructure development were at best mixed. Reframing our research objective to focus on scientific progress and using the IT Productivity Paradox variables to observe “scientific productivity,” we found results that appeared promising. Although the findings of this exploratory study were mixed, they raised awareness of potential research in several areas outlined previously in section 10.4. We hope that this study will provide a stimulus to future research of the phenomenon of e-Infrastructure and its impact on the different Aspects of a Science Discipline and scientific discovery.
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About the Cover

Life arose from the primordial ooze represented by the multicolor background pattern.

The relationship between Biodiversity and Genomics is captured within the computer display, which represents a component of e-Infrastructure.

The pyramid superimposed on planet Earth represents biodiversity and the macro side of biological sciences.

Both the comet-like image shooting outward and the branching pattern to the right of the pyramid illustrates genomics and the micro aspects of the continuum of life, including chemical bonds and atomic structures.

e-Infrastructure, illustrated by the computer display and computer elements (servers), represents a metaphorical window (or lens) that enables scientists to see deeper into the phenomena of the continuum of life and discover its myriad patterns.