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Abstract

In this paper we study the replacement transformation for Constraint Logic Programming modules. We define new applicability conditions which guarantee the correctness of the operation also wrt module's composition: under this conditions, the original and the transformed modules have the same observable properties also when they are composed with other modules. Furthermore, the applicability conditions are not bound to a specific notion of observable. Here we consider three distinct such notions: two of them are operational and are based on the computed constraints; the third one is the algebraic one based on the least model. We show that our transformation method can be applied in any of these distinct contexts, thus providing a parametric approach.

1 Introduction

Constraint Logic Programming (CLP for short) is a powerful declarative programming paradigm in which constraints are primitive elements and the computation is specified by a logical inference rule. CLP has already been successfully employed in many diverse fields such as financial analysis [19], circuit synthesis [14] and combinatorial search problems [30]. Its success is partially due to the fact that the declarative nature of CLP allows to solve complex problems by simple and concise programs. CLP's flexibility can be further enhanced by the adoption of constructs for structuring programs. This is an important step forward as the incremental and modular design is by now a well established software-engineering methodology used to design, verify and maintain large applications. Indeed, splitting a program into several smaller modules reduces the complexity of the design
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and of the validation phases, moreover, it also helps to develop adaptable software, as changes in program's specification can affect only some modules rather that the whole program. For these reasons, modularity has been receiving a considerable attention and, as the recent survey [7] shows, in the last few years several different proposals were introduced for integrating module constructs into logic languages. Here we adhere to the original approach of R. O'Keefe [25], and we consider a constraint logic program to be a combination of several separate modules, where different modules are combined together by a simple composition operator $\oplus$.

Central to the development of large and efficient applications is now the study of optimization techniques for programs and modules. Concerning the CLP paradigm, the literature on this subject can be divided into two main branches.

On one hand we find methods which focus exclusively on the manipulation of the constraint for compile-time [24] and for low-level local optimization (in which the constraint solving may be partially compiled into imperative statements) [18]. Compil time optimizations based on static analysis have also been investigated [23]. On the other hand there are techniques such as the unfold/fold transformation systems, which were developed initially for Logic Programs [29] and then applied to CLP [22, 1, 10], these ones focus primarily on the declarative side of the program.

Replacement is a program transformation technique flexible enough to encompass both the above kind of optimization; it can be profitably used to manipulate both the constraint and the "declarative" side of a CLP program. In fact the replacement operation, which was introduced in the field of Logic Programming by Tamaki and Sato [29] and later applied to CLP in [22, 1], syntactically consists in replacing a conjunction of atoms in the body of a program clause by another conjunction. It is therefore a very general operation and it is able to mimic many other transformations, such as thinning, fattening [3] and folding (see [26] for a survey on transformation techniques for logic languages).

Clearly, a primary requirement a transformation operation should satisfy is correctness: the original and the transformed program should be equivalent wrt to some (operational or declarative) reference semantics. In the logic programming area, a lot of research [29, 20, 13, 28, 4, 5, 22, 1, 9, 27] has been devoted to the definition of applicability conditions sufficient to guarantee the correctness of replacement wrt several different semantics. Unfortunately, apart from [22], none of these transformation systems can be correctly applied to modules. In fact, since they all refer to semantics
which are not compositional wrt $\oplus$, they provide correctness results which are adequate only if programs are seen as stand alone units. When we transform a module $M$ into $M'$ we don't just want $M$ and $M'$ to have the same behavior: we want them semantically equivalent whatever is the context in which we use them. In other words we need some further applicability conditions which guarantee that, given any other module $Q$, $M \oplus Q$ and $M' \oplus Q$ will be equivalent to each other. When this condition is satisfied we say that $M$ and $M'$ are compositionally equivalent or congruent.

Furthermore, even when restricting to the non modular setting, the applicability conditions so far provided for the replacement transformations suffer from drawbacks which, in our opinion, prevented a wider diffusion of the operation. On one hand, some of them [13, 28, 20, 22] do not allow replacement to introduce recursion, which, as we will shortly see, is an important feature for optimizing Constraint Logic Programs. On the other hand, other approaches [29, 4, 5, 27] do exploit the full potentiality of replacement, but at the price of applicability conditions which are discouragingly complicated.

In this paper we study optimizations based on the replacement operation for CLP modules. We provide some natural and relatively simple applicability conditions which ensure us that the transformed program is compositionally equivalent to the original one. Our approach is based on the following two requirements:

(i) The replacing conjunction must be equivalent to the replaced one (in a sense which enforces compositional equivalence). This is already the point where we depart from previous approaches: the equivalences used so far to relate the replacing and the replaced part are not sufficient to guarantee the preservation of compositional equivalence.

(ii) The replacement must not introduce (fatal) loops.

Here, we call a loop fatal if it prevents the computation from ending successfully. Indeed, the equivalence of the replacing and the replaced part alone is not sufficient to guarantee that the replacement is correct. We individuate two situations in which the operation certainly does not introduce any fatal loop:

(a) When the replacing conjunction is at least as efficient as the replaced one.

Referring to the operational semantics this means that each time we can compute an "answer" constraint $c$ for the replaced conjunction (in the given program) in $n$ steps, we can also compute the answer $c$ for the replacing one in $m$ steps with $m \leq n$. This is undoubtedly a desirable situation which fits well in the natural context in which the transformation is performed in order to increase program's execution speed. Moreover, this condition is flexible enough to allow us to introduce recursion (which can be seen as an example of non-fatal loop) in the definition of the predicates.

(b) When the replacing conjunction is independent from the clause that is going to be transformed.

This clearly guarantees that no loops are introduced.

The advantages of this approach to the replacement operation are twofold.\footnote{Of course, depending on which observable property of computation we consider, different instances of congruence can be obtained.}

Firstly, our method is parametric wrt the semantic properties of the program we want to maintain along the transformation. We consider here three such observable properties: two of them are operational, as they are based on the result of the the computations (the computed answer constraints), while the third one is a logical notion (the least model on the relevant algebraic structure). Depending on which property we refer to, we can naturally instantiate the generic notion of equivalence relative to the requirement (i) above and obtain applicability conditions which guarantee the preservation of the desired properties.

Secondly, as we said, our approach allows us to obtain compositionally equivalent programs. We can then transform independently the components of an application and successively combine together the results while preserving the original meaning of the program. This is also useful when a program is not completely specified in all its parts, as it allows us to optimize on the available modules. Moreover, the equivalence mentioned in (i) can be simply modified to match the "degree" of modularity we desire. Results for the non-modular cases are then obtained as easy corollaries.

The remainder of this paper is organized as follows. Next subsection contains some preliminaries on CLP programs. In Section 2 we introduce the optimization technique based on replacement through a simple example. In Section 3 we define formally CLP modules and the composition operation. In Section 4 we give the details of the applicability conditions we provide in order to obtain compositionally equivalent programs, wrt the answer constraints notion of observable, and we state the main correctness result. Section 5 shows how these conditions can be weakened when considering other (operational and logic) properties of modules. Section 6 concludes by comparing our results to those contained in some related papers.

1.1 Preliminaries: CLP programs

The reader is assumed to be familiar with the terminology and the main results on the semantics of constraint logic programs. The original paper [15] by Jaffar and Lassez and the recent survey [16] by Jaffar and Maher provide the necessary background material. We introduce now the notation we'll use in the sequel.

The notations $\bar{t}$ and $\bar{x}$ will denote a tuple of terms and of distinct variables respectively, while $\bar{B}$ will denote a (finite, possibly empty) conjunction of atoms. When no ambiguity arise, we will use $\bar{x}$ also to denote a set of variables. The connectives $\land$, $\lor$ and $\exists$ will often be used instead of $\land$ to denote conjunction. We find also convenient to use the notation $\bot \neq \phi$ from [16] to denote the existential closure of the formula $\phi$ except for the variables $\bar{x}$ which remain unquantified.

A constraint $c$ is a first order formula built using primitive constraints, which are essentially predefined predicates over a computational domain $D$. Formally, $D$ is a structure which determines the interpretation of constraints. If $\theta$ is a valuation (i.e. a mapping of variables on the domain of $D$), and $D \models \phi$ holds, then $\theta$ is called a $D$-solution of $\phi$ (c$\theta$ denotes the application of $\theta$ to the variables in $c$). A CLP rule is denoted by $\varphi \leftarrow c \cup B_1, \ldots , B_n$, where $c$ is a constraint, $\varphi$ (the head) is an atom and $B_1, \ldots , B_n$ (the body) is a sequence of atoms. Analogously a goal (or query) is denoted by $c \cup B_1, \ldots , B_n$. We recall that there exists ([15]) the least $D$-model of a program $P$ which is the natural CLP
counterpart of the least Herbrand model for logic programs. Here and in the following, given the atoms \( A, H \), we write \( A = H \) as a shorthand for:

- \(- \) false, if \( H \) and \( A \) have different relation symbols,
- \( a_1 = t_1 \land \ldots \land a_n = t_n \), if \( A = p(a_1, \ldots, a_n) \) and \( H = p(t_1, \ldots, t_n) \).

The operational model of CLP is obtained from SLD resolution by simply substituting \( \text{Solvability for unifiability.} \)

More precisely, a derivation step for a goal \( G : c \) consists of replacing a clause in \( P \) standardized apart (i.e. with no variables in common with \( G \)) \( H \) by \( c \) such that \( c_1 : (c_0 \land (B \land H)) \land c \) is \( D \)-satisfiable, that is, \( D \models c_1 \). A derivation of length \( i \) for a goal \( G_0 \) in the program \( P \) is a sequence of goals \( G_0, G_1, \ldots, G_i \) such that \( G_j \) is obtained from \( G_{j-1} \) in one derivation step in \( P \), for \( j \in [1, i] \). In the following a derivation \( \xi : G_0, G_1, \ldots, G_i \) in \( P \) will be denoted by \( G_0 \xi G_i \) and its length by \( |\xi| \). Note that we denote by \( G_0 \rho G_0 \) a derivation of length 0 for \( G_0 \). A successful derivation (refutation) is a finite derivation whose last element is a goal of the form \( (c \in \xi) \). In this case, \( \exists \text{-Var}(\xi) \ c \) is called the answer constraint and is considered the result of the computation. Finally, the following relation \( \simeq \) generalizes to CLP the notion of variance on clauses (viewing bodies as multisets). Consider two clauses \( c_1 : A_1 \rightarrow c_1 \) and \( c_2 : A_2 \rightarrow c_2 \). We write \( c_1 \simeq c_2 \) iff, for \( i, j \in [1, 2] \), for any \( D \)-solution \( \theta \) of \( c_i \), there exists a \( D \)-solution \( \gamma \) of \( c_j \) such that \( A_i \theta = A_j \gamma \) and \( B_i \theta = B_j \gamma \) are equal as multisets. For the sake of simplicity, we will denote the \( \simeq \) equivalence class of a clause \( c \) by \( c \).

2 An Example

In this section we show what kind of optimizations can be achieved via replacement through a worked example. In particular we'll show how replacement allows us to introduce recursion in the definition of predicates. For this we employ a transformation strategy which is typically used in unfold/fold systems such as the one in [29]. Indeed, the applicability conditions we will give are general enough to let replacement mimic most of the transformations feasible with the tools of [29]. One advantage of replacement over folding is that the applicability conditions for the former refer solely to the (semantic) properties of the program we are working on, while for folding these depend also on the history of the transformation (that is, on the transformation steps previously performed). Naturally, to the replacement operation there is much more than just mimicking the folding one, since it allows optimizations which cannot be obtained by unfold/fold: elimination of redundant atoms in the bodies of the clauses is a simple typical example.

In order to provide the example we need the usual definition of unfolding. This operation is basic to all the transformation systems and essentially consists in applying a derivation step to an atom in the body of a program clause, in all possible ways. In order to simplify the notation, the definition is given modulo reordering of the atoms in the bodies and we assume that the clauses of a program are variable disjoint.

Definition 2.1 (Unfolding) Let \( c : A \rightarrow c \in \xi \) be a clause in a program \( P \), and \( \{ H_1 \rightarrow c_1 \in \xi, \ldots, H_n \rightarrow c_n \in \xi \} \) be the set of the clauses in \( P \) such that \( c \land c_1 \land (H = H_i) \) is \( D \)-satisfiable. For \( i \in [1, n] \), let \( c_i \) be the clause \( A \rightarrow c \land c_i \land (H = H_i) \). Then unfolding \( H \) in \( c \) in \( P \) consists of replacing \( c \) by \( \{ c_1, \ldots, c_n \} \).

In this situation \( \{ H_1 \rightarrow c_1 \in \xi, \ldots, H_n \rightarrow c_n \in \xi \} \) are referred to as the unfolding clauses.

Example 2.2 (Computing an average) Consider the following CLP(R) program AVERAGE computing the average of the values in a list. Values may be given in different currencies, for this reason each element of the list contains a term of the form \((\text{Currency, Amount})\). The applicable exchange rates may be found by calling the predicate exchange_rates, which will return a list containing terms (pairs) of the form \((\text{Currency, ExchangeRate})\), where ExchangeRate is the exchange rate relative to currency. Despite its simplicity, this is a typical program that can be used in a modular context. Indeed, if we consider that the exchange rates between currencies are typically fluctuating ratios, it comes natural to assume exchange_rates as an open (or imported) predicate, which may refer to some external information server to access always the most up-to-date information.

**average(List, Av) ←**

Av is the average of the list List

\[ \text{c1: average(Xs, Av) ← Len > 0 \land Av*Len = Sum \square} \]

\[ \text{exchange_rates(Rates), sum(Xs, Rates, Sum),} \]

\[ \text{len(Xs, Len).} \]

\[ \text{sum(List, Rates, Sum) ←} \]

Sum is the sum of the values in the list List

\[ \text{where each value is multiplied by the exchange rate corresponding to its currency} \]

\[ \text{sum([I, 0]),} \]

\[ \text{sum([Curreny, Amount] | Ts, Rates, Sum) ← Sum = Amount*Value + Sum \square} \]

\[ \text{member((Curreny, Value), Rates),} \]

\[ \text{sum(Ts, Rates, Sum')}. \]

\[ \text{len(List, Len) ←} \]

Len is the length of list List

\[ \text{len([I, 0]),} \]

\[ \text{len([H|Ts], Len) ← Len = Len*1 \square} \]

\[ \text{len(Ts, Len').} \]

Notice that the definition of average needs to scan the list Xs twice. This is a source of inefficiency that can be fixed via unfolding and replacement operations. The transformation strategy which we are going use use is often referred to as tupling ([26]). First, we introduce a new predicate sum_len defined by the following clause

\[ \text{c2: sum_len(Xs, Rates, Sum, Len) ← \square} \]

\[ \text{exchange_rates(Rates),} \]

\[ \text{sum(Xs, Rates, Sum),} \]

\[ \text{len(Xs, Len).} \]

\[ ^2 \text{CLP(R)} ([17]) \text{ is the CLP language obtained by considering the constraint domain R of arithmetic over the real numbers. The signature for R contains the constant symbols 0 and 1, the binary function symbols + and * and the binary predicate symbols \leq, \leq for constraints which are interpreted on the real numbers as usual.} \]
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sum_len reports the weighted sum of the values in Xs, together with the length of the Xs itself and the list of the exchange rates. Notice that sum_len, as it is now, needs to traverse the list Xs twice as well. We start to transform AVERAGE by unfolding both sum(Xs, Rates, Sum) and len(Xs, Len) in the body of c2. This operation yields the module AV1 which contains the following two clauses:

\[
\begin{align*}
\text{c3:} & \quad \text{sum_len([], Rates, 0, 0)} \rightarrow \Box \\
& \quad \text{exchange.rates(Rates)}. \\
\text{c4:} & \quad \text{sum_len([(Curr, Amount)|Rest], Rates, Sum, Len)} \rightarrow \\
& \quad \quad \text{Len = Len' + 1} \land \text{Sum = Amount * Value + Sum'} \rightarrow \\
& \quad \quad \text{exchange.rates(Rates)}, \\
& \quad \quad \text{member((Curr, Value), Rates)}, \\
& \quad \quad \text{sum(Rest, Rates, Sum'),} \\
& \quad \quad \text{len(Rest, Len')}. \\
\end{align*}
\]

Now, we can replace exchange.rates(Rates), sum(Rest, Rates, Sum'), len(Rest, Len') by sum_len(Rest, Rates, Sum', Len') in the body of c4. In the resulting module AV2, after cleaning up the constraints, the predicate sum_len is defined by the following clauses:

\[
\begin{align*}
\text{c3:} & \quad \text{sum_len([], Rates, 0, 0)} \rightarrow \Box \\
\text{c4:} & \quad \text{sum_len([(Curr, Amount)|Rest], Rates, Sum, Len)} \rightarrow \\
& \quad \quad \text{Len = Len' + 1} \land \text{Sum = Amount * Value + Sum'} \rightarrow \\
& \quad \quad \text{sum_len(Rest, Rates, Sum', Len')}, \\
& \quad \quad \text{member((Curr, Value), Rates)}. \\
\end{align*}
\]

Notice that, because of this last operation, the definition of sum_len is now recursive and it needs to traverse the list only once. Finally, in order to let also the definition of average enjoy of these improvements, we simply replace exchange.rates(Rates), sum(Xs, Rates, Sum), len(Xs, Len) by sum_len(Xs, Rates, Sum, Len) in the body of c1. After the cleaning-up the resulting clause is

\[
\text{c6: average(Xs, Av)} \rightarrow \text{Len > 0} \land \text{Av * Len = Sum} \rightarrow \\
\text{sum_len(Xs, Rates, Sum, Len)}. \\
\]

So, we have obtained the module AV3, consisting of the clauses c6, c3 and c5, where we find a definition of average which needs to scan the list only once. The correctness of the transformations, will be discussed (and proved) in Section 4.

3 Modular CLP Programs

We now provide a formal background to the usual software engineering techniques for the incremental development of programs. Following the original paper of R. O'Keefe [25], the approach to modular programming we consider here is based on a meta-linguistic programs composition mechanism.

Viewing modularity in terms of meta-linguistic operations on programs has several advantages. In fact it leads to the definition of a simple and powerful methodology for structuring programs which does not require to extend the CLP theory (this is not the case if one tries to extend CLP programs by linguistic mechanisms richer than those offered by clausal logic). Moreover, meta-linguistic operations are quite powerful, indeed the typical mechanisms of the object-oriented paradigm, such as encapsulation and information hiding, can be realized by means of simple composition operators [2].

Here, in order to keep the presentation simple, we follow [6] and say that a module is a CLP program P together with a set \( \pi \) of predicate symbols specifying the open predicates. We call open atom an atom whose predicate symbol is in \( \pi \).

Definition 3.1 (Module) A CLP module is a pair \( (P, \pi) \) where \( P \) is a CLP program and \( \pi \) is a set of predicate symbols. \( \square \)

The underlying idea is that the open predicates, specified in \( \pi \), behave as an interface for composing a module \( M \) with other modules, and they are allowed to be (further) specified by adjoining other modules. On one hand, the definition of open predicates could be partially given in \( M \) and further specified by importing it from other modules. Symmetrically, the definitions of open predicates may be exported and used by other modules. For instance, a deductive database can be seen as the composition of two (or more) modules. The first one \( I \) contains the intensional part in the form of some rules which refer to an unspecified extensional part. This is specified by another module \( E \) which contains some facts (unit clauses) describing the basic relations. So, the extensional predicates which are defined in \( E \) are exported to \( I \) when composing the two parts. Further definitions for the extensional predicates can be incrementally added to the database by adjoining new modules.

To compose CLP modules we again follow [6] and use a simple program union operator which takes into account the interface \( \pi \). Here denote by \( \text{Pred}(E) \) set of predicate symbols which appear in the expression \( E \).

Definition 3.2 (Module Composition) Let \( M_1 : (P_1, \pi_1) \) and \( M_2 : (P_2, \pi_2) \) be modules. We define

\[
M_1 \oplus M_2 = (P_1 \cup P_2, \pi_1 \cup \pi_2)
\]

provided that \( \text{Pred}(P_1) \cap \text{Pred}(P_2) \subseteq \pi_1 \cap \pi_2 \) holds. Otherwise \( M_1 \oplus M_2 \) is undefined. \( \square \)

So, when composing \( M_1 \) and \( M_2 \), we require the common predicate symbols to be open in both modules. As previously mentioned, more sophisticated compositions (like encapsulation, inheritance and information hiding) can be obtained from the one defined above by suitably modifying the treatment of the interfaces (essentially by introducing renamings to simulate hiding and overriding).

4 Operational correctness of Replacement

As previously discussed, the replacement operations consists simply in replacing a conjunction of atoms in the body of a program clause by another conjunction. Clearly, some applicability conditions are necessary in order to ensure the correctness of the operation.

In this section we first define an operational notion of correctness based on the answer constraints. Then we provide some applicability conditions for replacement in form of a natural formalization of the requirements (i) and (ii) discussed in the introduction. Then we show that, whenever
these conditions are satisfied, the replacement operation is operationally correct. Later, in Section 5, we will also show how these conditions can be modified (weakened) when considering correctness based on different operational and logical notions.

Operational congruence

To define formally the notion of operational correctness we first provide the definition of module's operational congruence. This concept allows us to identify those modules which have the same operational behavior in any context. (This is why it is actually a congruence relation, wrt the \(\oplus\) operator).

First, we extend the equivalence \(\simeq\) to derivations.

**Definition 4.1** Let \(P, P'\) be two programs, \(\xi: c \sqcap \hat{C} \xrightarrow{\varnothing} b \sqcap \hat{B}\) and \(\xi': c \sqcap \hat{C} \xrightarrow{\varnothing} b' \sqcap \hat{B'}\) be two derivations starting in the same goal. Let also \(\hat{z} = Var(c \sqcap \hat{C})\). We say that

\[
\xi \text{ is similar to } \xi', \quad \xi \simeq \xi',
\]

iff \(q(\hat{z}) \xrightarrow{\varnothing} b \sqcap \hat{B} \simeq q(\hat{z}) \xrightarrow{\varnothing} b' \sqcap \hat{B'}\), where \(q\) is any (dummy) predicate symbol\(^4\). \(\square\)

This concept allows us to give the definition of operational congruence. Recall that a refutation is a derivation that ends in a goal with an empty body.

**Definition 4.2** (Operational Congruence) Let \(M_1\) and \(M_2\) be CLP modules that have the same set of open predicates. We say that

\(M_1, M_2\) are operationally congruent, \(M_1 \simeq_{\varnothing} M_2\),

iff, for every module \(N\) such that \(M_1 \oplus N = M_2 \oplus N\) are defined, we have that for each refutation in \(M_1 \oplus N\) there exists a similar refutation in \(M_2 \oplus N\) and vice-versa. \(\square\)

Accordingly, we say that a transformation is operationally (totally) correct iff it maps modules into operationally congruent ones.

In order to give the applicability conditions for the replacement operation, we start with requirement (i): we want the replacing conjunction to be equivalent to the replaced one. To this end, we provide the following definition of query's equivalence. Here and in the following we say that a derivation \(\xi\) is named apart wrt a set of variables \(\hat{z}\) if all the clauses used in \(\xi\) are variable disjoint with \(\hat{z}\).

**Definition 4.3** (Query's operational equivalence) Let \(M = (P, \pi)\) be a module, \(c_1 \sqcap \hat{C}_1\) and \(c_2 \sqcap \hat{C}_2\) be two queries and \(\hat{z}\) be a tuple of variables. Then we say that

\(c_1 \sqcap \hat{C}_1\) is \(\mathcal{O}\)-equivalent to \(c_2 \sqcap \hat{C}_2\) under \(z\) in \(M\)

iff for each \(\pi\)-derivation \(c_1 \sqcap \hat{C}_1 \xrightarrow{\varnothing} b_i \sqcap \hat{B}_i, i \neq j\) and \(\hat{z}\) be a tuple of variables. Then we say that

\[
c_1 \sqcap \hat{C}_1 \text{ is } \mathcal{O}\text{-equivalent to } c_2 \sqcap \hat{C}_2 \text{ under } \hat{z} \text{ in } M
\]

iff for each \(\pi\)-derivation \(c_1 \sqcap \hat{C}_1 \xrightarrow{\varnothing} b_i \sqcap \hat{B}_i, i \neq j\), then there exists a derivation \(c_i \sqcap \hat{C}_i \xrightarrow{\varnothing} b_i \sqcap \hat{B}_i, (i \neq j)\), a derivation apart wrt \(\hat{z}\) such that \(q(\hat{z}) \xrightarrow{\varnothing} b_i \sqcap \hat{B}_i \simeq q(\hat{z}) \xrightarrow{\varnothing} b_j \sqcap \hat{B}_j\), where \(i, j \in \{1, 2\}, i \neq j\) and \(q\) is any (dummy) predicate symbol\(^5\). \(\square\)

\(^4\)We use the notation based on \(\hat{z}\) as a shorthand: indeed, according to the definition of \(\simeq\), this means that for for any \(D\)-solution \(\theta\) of \(b\) there exists a \(D\)-solution \(\theta'\) of \(b'\) such that \(\theta\) and \(\theta'\) coincide on the set \(\hat{z}\) and the multisets \(\hat{B} \theta\) and \(\hat{B'} \theta'\) are equal, and vice-versa.

\(^5\)The condition on clauses used in the derivation is needed to avoid variable name clashes.

The idea behind the above definition, and which distinguishes it from all the previous approaches, is that in a modular context we cannot just refer to refutations, but we also have to take into account those partial derivations that end in a tuple of open atoms, whose definition could eventually be modified. Notice that the larger is the set of open predicates we consider, the stronger becomes the definition of equivalence. Indeed, having more open predicates implies that the derivations we consider are more likely to be influenced by the adjoining of external definitions.

As we informally mentioned in the introduction, when we replace \(c \sqcap \hat{C}\) by \(d \sqcap \hat{D}\) in the clause \(c_1: A \leftarrow c \sqcap \hat{C}, \hat{E}\), our first requirement will be the equivalence of \(c \sqcap \hat{C}\) and \(d \sqcap \hat{D}\) under \(Var(A, \hat{E})\) in \(M\). It can be shown that this requirement alone is sufficient to guarantee the partial operational correctness of the operation, i.e. that (in any context) each computation that can be performed in the transformed module can also be performed in the initial one. However, this may not be enough to obtain total correctness, as there may be computations which can be done in the original, but not in the transformed program. In fact, when the replacing conjunction depends on the modified clause the replacement can introduce a loop thus affecting the total correctness. This is shown by the following classical counter-example.

**Example 4.4** Let \((P, \emptyset)\) be the module consisting of the following clauses.

\[
c_1: q \leftarrow r.
\]

\[
r.
\]

In this case both \(q\) and \(r\) succeed with empty computed answer, so they they are actually equivalent to each other (under any set of variables). However, if we replace \(r\) with \(q\) in the body of \(c_1\) we obtain

\[
c_1': q \leftarrow q.
\]

which is by no means congruent to the previous module. In fact we have introduced a loop and \(p\) and \(q\) do not succeed any longer. \(\square\)

Now we propose two methods for guaranteeing that no "fatal" loops are introduced. These methods formalize the requirement (ii) we mentioned in the introduction. The first one is the most complex but in our opinion is also the most useful for program's optimization. It is based on the following definition. Recall that if \(\xi\) is a derivation, then \(|\xi|\) denotes its length (i.e. the number of resolution steps in it).

**Definition 4.5** (Not Slower) Let \(M = (P, \pi)\) be a module, \(c_1 \sqcap \hat{C}_1\) and \(c_2 \sqcap \hat{C}_2\) be two queries and \(\hat{z}\) be a tuple of variables. Then we say that

\(c_2 \sqcap \hat{C}_2\) is \(\mathcal{O}\)-not-slower than \(c_1 \sqcap \hat{C}_1\) under \(\hat{z}\) in \(M\)

iff for each \(\pi\)-derivation \(c_1 \sqcap \hat{C}_1 \xrightarrow{\varnothing} b_i \sqcap \hat{B}_i, i \neq j\), then there exists a derivation \(c_1 \sqcap \hat{C}_1 \xrightarrow{\varnothing} b_i \sqcap \hat{B}_i, i \neq j\), a derivation apart wrt \(\hat{z}\) such that \(|q(\hat{z})| \leq |\xi|\) and that \(q(\hat{z}) \xrightarrow{\varnothing} b_i \sqcap \hat{B}_i \simeq q(\hat{z}) \xrightarrow{\varnothing} b_j \sqcap \hat{B}_j\), where \(q\) is any (dummy) predicate symbol\(^6\). \(\square\)

\(^6\)Again, the condition on clauses used in the derivation is needed to avoid variable name clashes.
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We are now ready to state our first result on total correctness.

**Theorem 4.6 (Correctness I)** Let \( cl : A \leftarrow c \circledcirc \hat{C}, \hat{E} \) be a clause in the module \( M : (P, \pi) \) and \( M' : (P', \pi) \) be the result of replacing \( c \circledcirc \hat{C} \) by \( d \circledcirc \hat{D} \) in \( cl \). So \( P' = P \setminus \{ cl \} \cup \{ cl' : A \leftarrow d \circledcirc \hat{D}, \hat{E} \} \).

1. \( d \circledcirc \hat{D} \) is \( O \)-equivalent to \( c \circledcirc \hat{C} \) and
2. \( d \circledcirc \hat{D} \) is \( O \)-not-slower than \( c \circledcirc \hat{C} \) under \( \text{Var}(A, \hat{E}) \) in \( M \)

then \( M \approx_O M' \).

Notice that in the above theorem we assume that when we perform the replacement, then we always substitute the whole constraint of the clause with a new one. This is obviously no restriction: if in the clause \( A \leftarrow b \wedge c \circledcirc \hat{C}, \hat{E} \) we want to replace \( c \circledcirc \hat{C} \) with \( d \circledcirc \hat{D} \), then we can always say that we are actually replacing \( b \wedge c \circledcirc \hat{C} \) with \( b \wedge d \circledcirc \hat{D} \), in fact if the conditions of the above theorem are satisfied in the first case, they are also satisfied in the latter.

Notice also that \( d \circledcirc \hat{D} \) is (operationally) not-slower than \( c \circledcirc \hat{C} \) in \( M \) if computing an answer for \( d \circledcirc \hat{D} \) in \( M \), under any \( \circledcirc \)-context, never requires more iterations that computing the corresponding answer for \( c \circledcirc \hat{C} \). Clearly, this means that the definition of \( d \circledcirc \hat{D} \) is at least as efficient as the one of \( c \circledcirc \hat{C} \). Therefore, the requirement of the above theorem, namely that the replacing conjunction has to be not-slower than the replaced one, fits well in a context where transformation operations are intended to increase the performances of programs.

Since in our example we used also the unfolding operation, in order to state the correctness of the overall transformation we need also the following.

**Proposition 4.7** Let \( M : (P, \pi) \) be a module, \( cl \) be a clause in \( P \) and let \( P' \) be the result of unfolding the atom \( H \) in \( cl \) in \( P \). If \( \text{Pred}(H) \not\in \pi \) then \( M \approx O M' \), where \( M' : (P', \pi) \).

So unfolding is correct also in the modular setting, as long as this operation is not applied to open atoms.

Let us now go back to Example 2.2 and consider the first replacement we performed. This operation was the one that allowed us to introduce recursion in the definition of \( \text{sum}_{\text{len}}(\text{Rest}, \text{Rates}, \text{Sum}', \text{Len}') \) and therefore it constituted the crucial optimization step. We show now that in that case the conditions of Theorem 4.6 were satisfied. For this we can use the following proposition.

**Proposition 4.8** Let \( cl : H \leftarrow b \circledcirc \hat{B} \) be the unique clause which defines \( \text{Pred}(H) \) in the module \( M : (P, \pi) \) and assume \( \text{Pred}(H) \not\in \pi \). Then \( \text{true} \circledcirc H \) is operationally equivalent to \( b \circledcirc \hat{B} \) under \( \text{Var}(H) \) in \( M \). Moreover, if \( M' : (P', \pi) \) is the module obtained by unfolding some atoms \( A_1, \ldots, A_n \) in the body of \( cl \) such that \( \text{Pred}(A_i) \not\in \pi \) for all \( i \in [1, m] \), then \( \text{true} \circledcirc H \) is operationally not-slower than \( b \circledcirc \hat{B} \) under \( \text{Var}(H) \) in \( M' \).

Previous proposition shows also that the applicability conditions given in Theorem 4.6 allow the replacement to mimic, to a large extent, the unfold/fold transformation as defined in [29].

**Example 2.2 (Part 2)** From the correctness of the unfolding operation it follows that \( \text{AVERAGE} \approx O \text{AV}_1 \). Because of the above proposition, denoting by \( c_4 \) the constraint which appears in the clause \( c_4 \), we have that

- \( c_4 \approx_O \text{sum}_{\text{len}}(\text{Rest}, \text{Rates}, \text{Sum}', \text{Len}') \)
- \( c_4 \approx_O \text{exchange}_{\text{rates}}(\text{Rates}), \text{sum}(\text{Rest}, \text{Rates}, \text{Sum}'), \text{len}(\text{Rest}, \text{Len}') \)

under \( \{ \text{Curr}, \text{Amount}, \text{Rest}, \text{Rates}, \text{Sum}, \text{Len} \} \) in \( \text{AV}_1 \). Therefore the conditions of Theorem 4.6 are satisfied and \( \text{AVERAGE} \approx_O \text{AV}_2 \) holds.

The second and maybe easiest method we propose for ensuring that no fatal loops are introduced by the replacement, is to require that no predicate symbol in \( \hat{D} \) depends on the predicate symbol in the head of \( cl \). In this case no loop can be introduced at all. For this we need the following formal notion of dependency.

**Definition 4.9 (Dependency)** Let \( P \) be a program, \( p \) and \( q \) be relations. We say that \( p \) refers to \( q \) in \( P \) iff there is a clause in \( P \) with \( p \) in the head and \( q \) in the body. We say that \( p \) depends on \( q \) in \( P \) iff \( (p, q) \) is in the reflexive and transitive closure of the relation refers to.

We can now state our second result on (total) correctness.

**Theorem 4.10 (Correctness II)** Let \( cl : A \leftarrow c \circledcirc \hat{C}, \hat{E} \) be a clause in the module \( M : (P, \pi), \) and \( M' : (P', \pi) \) be the result of replacing \( c \circledcirc \hat{C} \) by \( d \circledcirc \hat{D} \) in \( cl \). So \( P' = P \setminus \{ cl \} \cup \{ cl' : A \leftarrow d \circledcirc \hat{D}, \hat{E} \} \).

1. \( c \circledcirc \hat{C} \) is \( O \)-equivalent to \( d \circledcirc \hat{D} \) under \( \text{Var}(A, \hat{E}) \) in \( M \)
2. \( \text{no predicate in } \hat{D} \text{ depends on } \text{Pred}(A) \) in \( M \)

then \( M \approx_O M' \).

**Example 2.2 (Part 3)** Consider now the second replacement we performed and let us denote by \( c_1 \) the constraint in clause \( c_1 \). As before, because of Proposition 4.8 we have that \( \text{exchange}_{\text{rates}}(\text{Rates}), \text{sum}(\text{Rest}, \text{Rates}, \text{Sum}, \text{Len}) \) is \( O \)-equivalent to \( \text{sum}_{\text{len}}(\text{Xs}, \text{Rates}, \text{Sum}, \text{Len}) \) under \( \{ \text{Xs}, \text{Rates}, \text{Sum}, \text{Len} \} \) in \( \text{AV}_1 \). Since the correctness of the definition of \( \text{sum}_{\text{len}} \) implies that \( \text{AV}_1 \approx_O \text{AV}_2 \), we have that the previous equivalence holds also in \( \text{AV}_2 \). This implies that \( c_1 \approx_O \text{exchange}_{\text{rates}}(\text{Rates}), \text{sum}(\text{Xs}, \text{Rates}, \text{Sum}, \text{Len}) \) in \( \text{AV}_2 \). Therefore, from Theorem 4.10 it follows \( \text{AVERAGE} \approx_O \text{AV}_3 \), that is the transformation is correct.

**5 Correctness wrt other congruences**

In some cases one can be interested in preserving other kind of properties of modules rather than (all) their answer constraints. Indeed in the literature, together with the answer constraint semantics [12], we find two other semantics for CLP without negation. One is the so-called C-semantics
which was defined for pure logic programs [8, 11] and then adapted to CLP (specifically for program's transformation) in [1] by using an operational definition. The C-semantics characterizes the most general answer constraints of a CLP program. The second, and more notable one, is the least model semantics (on the relevant algebraic structure \( D \)) [15].

This semantics is the CLP counterpart of the least Herbrand model and it is commonly considered the standard declarative semantics for CLP.

In this Section we consider the congruences induced by these two semantics. We show that we can easily adapt to both the contexts the applicability conditions used in Theorems 4.6 and 4.10. Moreover, since these semantics induce congruences which are weaker than the operational one, the resulting applicability conditions are weaker than the previous ones, thus allowing more optimizations on the modules.

In order to define formally the new congruences we first need the following.

Definition 5.1 Let \( P, P' \) be two programs, \( \xi : c \sqcap \bar{C} \leadsto \bar{B} \) and \( \xi' : c \sqcap \bar{C}' \leadsto \bar{B}' \) be two derivations starting in the same goal. Let also \( \bar{x} = \text{Var}(c \sqcap \bar{C}) \). We say that

\[ \xi' \text{ is more general than } \xi, \xi \preceq \xi', \]

iff \( D \models \exists_{\bar{x}} \bar{B} \rightarrow \exists_{\bar{x}} \bar{B}' \).

Notice that \( D \models \exists_{\bar{x}} \bar{B} \rightarrow \exists_{\bar{x}} \bar{B}' \) holds iff, for each solution \( \theta \) of \( b \), there exists a solution \( \theta' \) of \( b' \) such that \( \theta \) and \( \theta' \) agree on the variables \( \bar{x} \) and each element in the conjunction \( \bar{B} \theta' \) is also an element of the conjunction \( \bar{B} \theta \).

It is also worth noticing that \( \preceq \) does not represent "one side" of \( \simeq \), since we can have that \( \xi \preceq \xi' \), \( \xi' \preceq \xi \) and still \( \xi \not\preceq \xi' \). This is due to the fact that in the definition of \( \preceq \) the goals have to be considered as multisets, while here considering them as sets is sufficient. For instance, this is the case when we consider the derivations \( \xi : p(x) \leadsto x = y \sqcap q(y), q(y) \) and \( \xi' : p(x) \leadsto x = y \sqcap q(y) \).

We can now define the \( \mathcal{C} \) and the \( \mathcal{M} \)-congruence as follows.

Definition 5.2 (\( \mathcal{C} \)- and \( \mathcal{M} \)-congruence) Let \( M_1 \) and \( M_2 \) be CLP modules that have the same set of open predicates. We say that

\[ M_1 \text{ and } M_2 \text{ are } \mathcal{C}\text{-congruent, } M_1 \simeq_{\mathcal{C}} M_2, \]

iff, for every module \( N \) such that \( M_1 \oplus N \) and \( M_2 \oplus N \) are defined, we have that for each refutation in \( M_1 \oplus N \) there exists a more general refutation in \( M_2 \oplus N \) and vice-versa. Moreover, we say that

\[ M_1 \text{ and } M_2 \text{ are } \mathcal{M}\text{-congruent, } M_1 \simeq_{\mathcal{M}} M_2, \]

iff for every module \( M \) such that \( M_1 \oplus M \) and \( M_2 \oplus M \) are defined, we have that \( M_1 \oplus M \) and \( M_2 \oplus M \) have the same least \( D \)-model.

It is not difficult to prove that the operational congruence is stronger than the \( \mathcal{C} \)-congruence, which in turn is stronger than the \( \mathcal{M} \)-congruence. To clarify the difference among the three kind of relations let us consider the following simple modules where we assume the set of open atoms to be empty.

\[
M_1 : \quad p(x) \quad p(x) \quad p(x) - x = y+1 \quad p(y) . \\
M_2 : \quad p(x) \quad p(x) \quad p(x) . \\
M_3 : \quad p(0) . \quad p(0) .
\]

It is easy to check that no one of these three modules is operationally congruent to another. On the other hand \( M_1 \) is \( \mathcal{C} \)-congruent (and therefore also \( \mathcal{M} \)-congruent) to \( M_2 \), while it is not \( \mathcal{C} \)-congruent to \( M_3 \). Finally, if the structure we refer to is the one whose domain contains only the set of natural numbers, then \( M_3 \) is \( \mathcal{M} \)-congruent to both \( M_1 \) and \( M_2 \).

Note 5.3 For the reader familiar with the original definition of the \( \mathcal{C} \)-semantics [8] some explanations are in order here. The \( \mathcal{C} \)-semantics of a pure logic program \( P \) is defined indifferently as

(a) the set of atomic logical consequences of \( P \), or

(b) the set of most general answers computed by \( P \).

It is also proven [21] that, it the underlying language is infinite, then two pure logic programs have the same \( \mathcal{C} \) semantics iff they have the same least Herbrand model.

Now, the CLP counterpart of the \( \mathcal{C} \)-semantics is defined in [1] just as the counterpart of (b) above. The fact is that, for CLP programs the statements (a) and (b) are not equivalent to each other. This is shown for example by the programs

\[ p(X) ~ x = a \lor x = b. \]

and

\[ p(X) ~ x = a. \]

\[ p(X) ~ x = b. \]

Moreover, since in the CLP context we need the domain \( D \) for evaluating the constraint, it makes little sense talking about the logical consequences of \( P \) (which are the formulae \( \phi \) such that \( D \models P \models \phi \)). On the other hand, it is meaningful to talk about the logical consequences of \( P \) "under \( D \)" by this we mean the set of formulae \( \phi \) such that \( D \models P \models \phi \). Now, since the domain of \( D \) determines the universe of our interpretations and models, we have that two CLP programs have the same "set of atomic" logical consequences under \( D \) if they have the same least \( D \)-model, but this does not imply that they have the same most general answers. Indeed, if we consider the programs in \( M_1 \) and \( M_2 \) above, we have that, if \( D \) is the usual additive structure on the set of natural numbers, \( M_1 \) and \( M_2 \) (seen as programs) have the same least \( D \) models, therefore the same set of logical consequences "under \( D \)" but they do not have the same set of most general answers. Notice that this is the case even though our structure contains the infinite set of constants corresponding to the natural numbers.

\[ \text{Here we can consider atomic also a formula of the form } p(X) \models c \]

where \( c \) is a constant.
5.1 Correctness wrt C-congruence

In this Subsection we provide the applicability conditions for the replacement operation in the case we refer to the C-congruence. More precisely, we are going to reformulate appropriately Theorems 4.6 and 4.10. This provides a generalization of the result on the correctness of the replacement operation given in [1].

First, we restate the Definitions 4.3 and 4.5 to adapt them to the new context.

Definition 5.4 Let $M = (P, \pi)$ be a module, $c_1 \square \tilde{C}_1$ and $c_2 \square \tilde{C}_2$ be two queries and $\bar{x}$ be a tuple of variables. Then we say that

$$c_2 \square \tilde{C}_2$$

is C-equivalent to $c_1 \square \tilde{C}_1$ under $\bar{x}$ in $M$

iff for each $\pi$-derivation $\xi : c_1 \square \tilde{C}_1 \xRightarrow{\pi} b_i \square \tilde{B}_i$, there exists a $\pi$-derivation $\xi_2 : c_2 \square \tilde{C}_2 \xRightarrow{\pi} b_i \square \tilde{B}_i$ such that $D \models \exists_{-} b_i \square \tilde{B}_i \to \exists_{-} b_j \square \tilde{B}_j \:(i \neq j, i, j \in [1, 2])$. Moreover, we say that

$$c_2 \square \tilde{C}_2$$

is C-not-slower than $c_1 \square \tilde{C}_1$ under $\bar{x}$ in $M$

iff for each $\pi$-derivation $\xi_1 : c_1 \square \tilde{C}_1 \xRightarrow{\pi} b_i \square \tilde{B}_i$ there exists a $\pi$-derivation $\xi_2 : c_2 \square \tilde{C}_2 \xRightarrow{\pi} b_i \square \tilde{B}_i$ such that $|\xi_2| \leq |\xi_1|$ and $D \models \exists_{-} b_i \square \tilde{B}_i \to \exists_{-} b_j \square \tilde{B}_j \:(i \neq j, i, j \in [1, 2])$. Moreover, we say that

in this definitions all the derivations are supposed to be renamed apart wrt $\bar{x}$.

It is easy to see that the concepts of C-equivalence and of C-not-slower are weaker than their operational counterparts given in Definitions 4.3 and 4.5. Intuitively, the difference in terms of derivations lies in the fact that for the former we want a one-to-one correspondence between all the partial derivations ending with open atoms, while the latter requires this one-to-one correspondence to hold only for the "most general" ones. Now when we refer to the C-congruence we can weaken the hypothesis of Theorems 4.6 and 4.10 by replacing the concepts of equivalent and not-slower by their C-counterparts. Namely, we have the following.

Theorem 5.5 (C-correctness) Let $cl : A \leftarrow c \square \tilde{C}, \tilde{E}$ be a clause of the module $M : (P, \pi)$, and $M' : (P', \pi)$ be the result of replacing $c \square \tilde{C}$ by $d \square \tilde{D}$ in $cl$. So $P' = P \backslash \{cl\} \cup \{cl' : A \leftarrow d \square \tilde{D}, \tilde{E}\}.

- either $d \square \tilde{D}$ is C-equivalent to $c \square \tilde{C}$ under $\text{Var}(A, \tilde{E})$ in $M'$
- or no predicate in $\tilde{D}$ depends on $\text{Pred}(A)$ in $M$,

then $M \simeq C M'$

This result generalizes Proposition 4.6 in [1]. In fact, it is easy to check that when the hypothesis of that proposition are satisfied then the replacing and the replaced conjunction are always C-equivalent to each other and that the replacing conjunction is always not-slower than the replaced one (under an appropriate set of variables).

The applicability conditions in the previous Theorem are weaker than the ones in Theorems 4.6 and 4.10. This reflects the fact that some replacement operations which are correct wrt C-congruence may not be so wrt the operational one. A typical example of a replacement operation which always satisfies the hypothesis of Theorem 5.5, but which is possibly not operationally correct, and therefore does not satisfy the hypothesis of Theorems 4.6 and 4.10, is the elimination of duplicate atoms in the body of a clause. Indeed, consider a program $M$ consisting the following clause

$c_1 : p(x, y) \leftarrow q(x, y), q(x, y)$.

$q(a, w)$.

$q(w, b)$.

If we eliminate one of the atoms in the body of $c_1$ then we lose the answer $\{ x=a \land Y=b \}$ to the query $p(x, y)$. For this reason the operation is not operationally correct. However it is C-correct, in fact the most "general" answers to the query $p(x, y)$ (which are $\{ x=a \}$ and $\{ Y=b \}$) are not lost.

5.2 Correctness wrt M-congruence

In this subsection we give the M-counterpart of the results stated in the previous one. We formulate the applicability conditions for the replacement operation for the case in which we want to preserve the M-congruence. First, we need to adapt to the new context the concepts of equivalent and of not-slower query.

Definition 5.6 Let $M = (P, \pi)$ be a module, $c_1 \square \tilde{C}_1$ and $c_2 \square \tilde{C}_2$ be two queries and $\bar{x}$ be a tuple of variables. Then we say that

$$c_1 \square \tilde{C}_1$$

is M-equivalent to $c_2 \square \tilde{C}_2$ under $\bar{x}$ in $M$

iff for each $\pi$-derivation $\xi_1 : c_1 \square \tilde{C}_1 \xRightarrow{\pi} b_i \square \tilde{B}_i$ there exists a solution $\vartheta_i$ of $b_i$, there exists a derivation $c_1 \square \tilde{C}_1 \xRightarrow{\pi} b_i \square \tilde{B}_i$ such that $D \models \exists_{-} b_i \square \tilde{B}_i \to \exists_{-} b_j \square \tilde{B}_j \:(i \neq j, i, j \in [1, 2])$. Moreover, we say that

$c_2 \square \tilde{C}_2$ is M-not-slower than $c_1 \square \tilde{C}_1$ under $\bar{x}$ in $M$

iff for each $\pi$-derivation $\xi_1 : c_1 \square \tilde{C}_1 \xRightarrow{\pi} b_i \square \tilde{B}_i$ there exists a solution $\vartheta_i$ of $b_i$, there exists a derivation $c_1 \square \tilde{C}_1 \xRightarrow{\pi} b_i \square \tilde{B}_i$ such that $|\xi_2| \leq |\xi_1|$ and $D \models \exists_{-} b_i \square \tilde{B}_i \to \exists_{-} b_j \square \tilde{B}_j \:(i \neq j, i, j \in [1, 2])$. Moreover, we say that

in this definitions all the derivations are supposed to be renamed apart wrt $\bar{x}$.

The M-equivalence is the weakest of the three congruences we have introduced. This is due to the fact that it checks only the "ground" derivations.

Theorem 5.7 (M-correctness) Let $cl : A \leftarrow c \square \tilde{C}, \tilde{E}$ be a clause of the module $M : (P, \pi)$, and $M' : (P', \pi)$ be the result of replacing $c \square \tilde{C}$ by $d \square \tilde{D}$ in $cl$. So $P' = P \backslash \{cl\} \cup \{cl' : A \leftarrow d \square \tilde{D}, \tilde{E}\}.

- either $d \square \tilde{D}$ is M-equivalent to $c \square \tilde{C}$ under $\text{Var}(A, \tilde{E})$ in $M$ and
- or no predicate in $\tilde{D}$ depends on $\text{Pred}(A)$ in $M'$,

then $M \simeq M'$

This result generalizes Theorem 4.7 in [1]. In fact, it is easy to check that when the hypothesis of that theorem are satisfied then the replacing and the replaced conjunction are always M-equivalent to each other and that the replacing conjunction is always not-slower than the replaced one (under an appropriate set of variables).

The applicability conditions in the previous Theorem are weaker than the ones in Theorems 4.6 and 4.10. This reflects the fact that some replacement operations which are correct wrt M-congruence may not be so wrt the operational one. A typical example of a replacement operation which always satisfies the hypothesis of Theorem 5.7, but which is possibly not operationally correct, and therefore does not satisfy the hypothesis of Theorems 4.6 and 4.10, is the elimination of duplicate atoms in the body of a clause. Indeed, consider a program $M$ consisting the following clause

$c_1 : p(x, y) \leftarrow q(x, y), q(x, y)$.

$q(a, w)$.

$q(w, b)$.

If we eliminate one of the atoms in the body of $c_1$ then we lose the answer $\{ x=a \land Y=b \}$ to the query $p(x, y)$. For this reason the operation is not operationally correct. However it is M-correct, in fact the most "general" answers to the query $p(x, y)$ (which are $\{ x=a \}$ and $\{ Y=b \}$) are not lost.
The non-modular case
From the definitions it is clear that the smaller is the set of open predicates, the weaker become the applicability conditions needed to ensure correctness of replacement, for all the three congruences considered. In particular, if we assume that the set of open predicates is empty we obtain (much) weaker conditions adequate for a non-modular setting in which programs are viewed as stand-alone units (or, equivalently, only compositions of predicate disjoint modules are allowed). Therefore, the non-modular case can be naturally regarded as a particular instance of the general one: the correctness results in this specific case can be obtained by just setting $\pi = \emptyset$ in Theorems 4.6, 4.10, 5.5, and 5.7.

6 Conclusions
We have investigated optimizations of CLP modules based on the replacement transformation.

Our results extend previous ones in the field of transformations for logic programs in that we have defined applicability conditions for replacement which guarantee that the original and the transformed module are semantically equivalent under any $\psi$-context. These conditions have been instantiated to consider three different semantic notions. To the best of our knowledge, the only other papers which consider transformations for modular logic programs are [22, 10]. However, our notion of module composition is more general than the one considered in [22], since the latter assumes that each predicate is defined within a single module and does not allow mutual recursion among modules. On the other hand, [10] considers only fold/unfold systems which, as previously mentioned, are quite different from those based on replacement.

Also when restricting to the non-modular setting our results generalize previous ones in the field. More specifically, we extend those in the original paper [29] (which introduced replacement) by considering CLP equipped with three different semantics (the method in [29] is devised for pure logic programs and the least Herbrand model semantics) and by providing a different applicability condition to avoid loops (the one relative to condition (b) above). We also believe that our setting is more suitable for practical applications, as it does not rely on bottom-up concepts as [29] does.

In the literature we find only two other papers which investigated replacement for CLP: one by Maher ([22]) which refers (when restricted to programs without negation) to the $\mathcal{M}$-congruence, and one by Bensaou and Guessarian ([1]) which considers the $C$-semantics.

We extend the part of the results of Maher relative to definite programs\footnote{Although Maher [22] considers also negated atoms in the body of the clauses, which are beyond the scope of this paper.} by allowing the replacement to introduce recursion in the predicate's definition and by weakening the requirements of the applicability conditions: each time that the requirements of [22] are satisfied also the hypothesis of of Theorem 5.7 are satisfied.

On the other hand, Theorem 5.5 provides us with a generalization of Proposition 4.6 in [1]: each time that the applicability conditions given in that paper are satisfied we can also apply the replacement. The converse is not true, even in the non-modular case. For instance the replacements performed in Example 2.2 are not feasible using the tools of [1]. As previously said, the paper by Bensaou and Guessarian does not considers modules, so their replacement operation in general does not transform a program into a congruent one.

Finally, we have proved correctness wrt the operational congruence which, we believe, is the natural notion to be considered for practical applications and which was not taken into account in [22, 1].
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