The book presents a cross-section of state-of-the-art research on multimodal corpora, a highly interdisciplinary area that is a prerequisite for various specialized disciplines. A number of the papers included are revised and expanded versions of papers accepted to the International Workshop on Multimodal Corpora: From Models of Natural Interaction to Systems and Applications, held in conjunction with the 6th International Conference for Language Resources and Evaluation (LREC) on May 27, 2008, in Marrakech, Morocco. This international workshop series started in 2000 and has since then grown into a regular satellite event of the bi-annual LREC conference, attracting researchers from fields as diverse as psychology, artificial intelligence, robotics, signal processing, computational linguistics and human–computer interaction. To complement the selected papers from the 2008 workshop, we invited well-known researchers from corpus collection initiatives to contribute to this volume. We were able to obtain seven invited research articles, including contributions from major international multimodal corpus projects like AMI and SmartWeb, which complement the six selected workshop contributions. All papers underwent a special review process for this volume, resulting in significant revisions and extensions based on the experts’ advice. While we were pleased that the 2006 edition of the workshop resulted in a special issue of the Journal of Language Resources and Evaluation, published in 2007, we felt that this was the time for another major publication, given not only the rapid progress and increased interest in this research area but especially in order to acknowledge the difficulty of disseminating results across discipline borders. The Springer LNAI series is the perfect platform for doing so. We also created the website www.multimodal-corpora.org to serve as a permanent information hub for the workshop series, including links to research in multimodality and a mailing list for the announcement of future events.

Empirically based research in multimodality can be viewed as a work pipeline. It starts with collecting video data that are relevant for a specific research question (e.g., how do people express emotions using gestures?), either by filming interactions in a controlled (both technically and scenario-wise) setup or by taking existing material from TV or the movies. These data must then be enriched by human coders, who annotate the corpus with concepts only human competence can recognize and apply (if possible supported by automatic devices such as trackers), and who also explore the potential interconnections between modalities (face, gesture, speech, posture etc.). Since these data will potentially be distributed to a wide spectrum of consumers for research and development, the human-encoded data must be validated for consistency using quantitative measures. Systematic analysis of the observed multimodal behaviors is the central characteristic of multimodal corpora. This allows for the subsequent use of the corpora in creating analytic or generative models. For analysis and
modeling tasks, exploratory qualitative and quantitative analysis tools are needed for browsing, viewing, extraction and modeling. Finally, since multimodal interaction is always embedded in a social setting, the intercultural dimension must be taken into account. This means investigating how multimodal interactions change across cultures with different social protocols and possibly different standards and norms.

In this volume, we have carefully selected representative contributions for each step in this pipeline. Accordingly, we have organized the papers along this pipeline and, for the sake of clarity, not assembled all invited papers in one section, but freely interspersed papers from both categories according to their contents. For the topic of collection and distribution of corpora, we have two invited contributions about the SmartWeb corpus (Schiel) and the IFADV corpus (van Son et al.). In the area of coding and analyzing corpora, we invited Blache et al. for an account of the ToMA project. Additionally, three extended workshop papers deal with the multimodal behavior of children (Colletta et al.), politicians (Poggi and Vincze), and multiparty meetings (Matsusaka et al.). Two further included workshop papers deal with the important topic of validating multimodal corpora: Cavicchio and Poesio discuss how to assess coding scheme reliability and Reidsma et al. discuss agreement scores in conjunction with contextual information as part of the AMI project. As multimodal behavior must often be differentiated with regard to the intercultural dimension, we invited Rehm et al. to report on standardized video recordings for this purpose. This is complemented by an analysis of intercultural differences in information and communication technology by Allwood and Ahlsén. In an era of growing availability of large resources, tools for browsing, coding and exchanging data are becoming ever more important. We have therefore included three contributions that present existing tools for visualizing conversational-speech interaction (Campbell), for accessing a large multimodal corpus (Popescu-Belis et al.), and for exchanging data between different special purpose tools (Schmidt et al.).

Overall, we hope that this “overview by example” volume will provide a unique opportunity for researchers of all related disciplines to gain insight into this active research area where empiricism meets application, and the humanities meet technology. We would like to especially thank all reviewers who contributed their precious time to the excellent quality of the papers.
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