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Abstract. In this paper we study the optimizability of infinite-dimensional systems with admissible control operators. We show that under a weak condition such a system is optimizable if and only if the system can be split into an exponentially stable subsystem and an unstable subsystem that is exactly controllable in finite time. The state space of the unstable subsystem equals the span of all unstable (generalized) eigenvectors of the original system. This subsystem can be infinite-dimensional. Furthermore, the unstable poles satisfy a summability condition. The state space of the exponentially stable subsystem is given by all vectors for which the action of the original \( C_0 \)-semigroup is stable.
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1. Introduction. This paper is concerned with the stabilization of infinite-dimensional systems with a finite-dimensional input space described by the following abstract differential equation:

\[
\begin{align*}
\dot{x}(t) &= Ax(t) + Bu(t), & t \geq 0 \\
x(0) &= x_0,
\end{align*}
\]

where \( A \) is the infinitesimal generator of the \( C_0 \)-semigroup \( T(t) \) on the separable Hilbert space \( H \) and \( B \) is the control operator.

Since the early days of infinite-dimensional systems theory, researchers have tried to characterize conditions under which (1) is stabilizable; see, e.g., the survey articles by Pritchard and Zabczyk [23] and by Russell [29]. In the early 1970s Datko [4] found a characterization in terms of the cost functional

\[
J(x_0, u) := \int_0^\infty \|x(t)\|^2 + \|u(t)\|^2 \, dt.
\]

He proved that if \( B \) is a bounded operator, then there exists a bounded feedback \( F \) such that \( A + BF \) generates an exponentially stable semigroup if and only if for every \( x_0 \in H \) there exists an input \( u \) such that \( J(x_0, u) < \infty \).

It was only in the mid-1980s that for the class of bounded control operators other necessary and sufficient conditions were found; see Desch and Schappacher [5], Jacobson and Nett [17], and Nefedov and Sholokhovich [20]. Independently of each other, they showed the following result. Here \( \mathcal{L}(X_1, X_2) \) denotes the class of linear, bounded operators from \( X_1 \) to \( X_2 \).
Theorem 1.1. Consider the system (1) with $B \in \mathcal{L}(\mathbb{C}^m, H)$. Then the following conditions are equivalent.

1. There exists an $F \in \mathcal{L}(H, \mathbb{C}^m)$ such that $A + BF$ generates an exponentially stable $C_0$-semigroup.

2. It is possible to split the state space as $H = H_u \oplus H_s$ such that $T(t)|_{H_s}$ is exponentially stable, $H_u$ is finite-dimensional and the restriction of (1) to $H_u$ is exactly controllable in finite time.

Looking at the proof of this theorem, we observe that from the fact that $B$ and $F$ are bounded, finite-rank operators it was obtained that there are only finitely many unstable eigenvalues. Furthermore, $H_u$ is the span over the eigenspaces corresponding to these eigenvalues.

In the eighties the first results for unbounded control operators were found. In general, the class of unbounded control operators consists of those operators $B$ for which

$$
\int_0^{t_1} T(t_1-\rho)Bu(\rho)\,d\rho
$$

defines a bounded linear operator from $L_2(0, t_1; \mathbb{C}^m)$ to $H$. Following Weiss [32], we call $B$ an admissible control operator for $T(t)$. If $B$ is such an admissible control operator for $T(t)$, then for every $x_0$ and for every $u \in L_2^{\text{loc}}(0, \infty; \mathbb{C}^m)$, (1) has a unique solution $x(\cdot)$ which lies in $H$ and is continuous; see Weiss [33].

Flandoli, Lasiecka, and Triggiani [8] extended the result of Datko to the class of admissible control operators for $T(t)$. Among others, they showed the following.

Theorem 1.2. Consider the system (1), where the operator $B$ is an admissible control operator for $T(t)$. Then the following conditions are equivalent.

1. System (1) is optimizable; i.e., for every element $x_0 \in H$ there exists an input $u \in L_2(0, \infty; \mathbb{C}^m)$ such that the cost functional $J(x_0, u)$, given by (2), is finite.

2. There exist an exponentially stable semigroup $T_F(t)$ with infinitesimal generator $A_F : D(A_F) \to H$, and an $F \in \mathcal{L}(D(A_F), \mathbb{C}^m)$ such that

(a) $FT_F(\cdot) : D(A_F) \to L_2(0, \infty; \mathbb{C}^m)$ extends to a bounded linear operator from $H$ to $L_2(0, \infty; \mathbb{C}^m)$;

(b) For every $t > 0$ and $x_0 \in H$ there holds

$$
T_F(t)x_0 = T(t)x_0 + \int_0^t T(t-\rho)BFT_F(\rho)x_0\,d\rho.
$$

The extension of Theorem 1.1 for the case that $B$ is an admissible control operator for $T(t)$ and $F$ is a bounded operator can be found in Rebarber [25]. The aim of this paper is to show that Theorem 1.1 can be extended to admissible control operators for $T(t)$ and to feedback operators satisfying condition 2 of Theorem 1.2. The implication part 2 to part 1 is relatively easy, so we will concentrate on the other direction.

Before we summarize our results, we have to introduce some notation. We say that the generator $A$ of a $C_0$-semigroup satisfies the spectrum decomposition assumption (SDA) at $g$, $g \in \mathbb{R}$, if there exist real numbers $g_1 < g < g_2$ such that there is no spectrum of $A$ with real part between $g_1$ and $g_2$. In particular, we say that $A$ satisfies the SDA if $A$ satisfies SDA at $0$. Hence the SDA states that the spectrum can be split into a “stable” and an “unstable” part. The main result that we prove in this paper is the following.
Theorem 1.3. Consider the system (1), where the operator $B$ is an admissible finite-rank control operator for $T(t)$. If the system is optimizable and $A$ satisfies the SDA, then it is possible to split the state space as $H = H_s \oplus H_u$, where

\[
\begin{align*}
H_s &= \{ x_0 \in H \mid T(t)x_0 \in L_2(0, \infty; H) \}, \\
H_u &= \text{span} \{ \lambda \in \sigma(A) \mid \text{Re}(\lambda) \geq 0 \}.
\end{align*}
\]

Here $P_\lambda H$ denotes the spectral subspace corresponding to the eigenvalue $\lambda$.

Moreover, $H_s$ as well as $H_u$ is a $T(t)$-invariant subspace, $T(t)|_{H_s}$ is exponentially stable, $T(t)|_{H_u}$ is a group and the restriction of (1) to $H_u$ is exactly controllable in finite time.

A result similar to those of Theorem 1.3 holds if the system $(A + gI, B)$ is optimizable and if $A + gI$ satisfies the SDA. So one sees that the only difference between bounded and unbounded control operators lies in the fact that $H_u$ may be infinite-dimensional and that we have to assume the SDA.

One may interpret this theorem as follows. If the system is optimizable and the spectrum can be split into a stable and unstable part, then the state space can be split in the corresponding way. Note that for general infinite-dimensional systems such a splitting of the state space is not always possible, even if one can split the spectrum. There exist infinitesimal generators whose spectrum lies in the left-half plane and is bounded away from the imaginary axis, but they generate an unstable semigroup; see, e.g., Zabczyk [39].

It may seem that the spectrum decomposition assumption is very strong. However, in Rebarber and Zwart [28, Theorem 2.11] the following result can be found.

Theorem 1.4. Assume that system (1) is optimizable where the operator $B$ is an admissible finite-rank control operator for $T(t)$. Then there exists an $\varepsilon > 0$ such that all elements in the spectrum of $A$ with real part larger than $-\varepsilon$ are eigenvalues of $A$ with finite algebraic multiplicity and all accumulation points of the spectrum of $A$ have real part less than or equal to $-\varepsilon$.

Hence this result gives a necessary condition for the system (1) to be optimizable. Looking now at the class of systems that satisfies this necessary condition, i.e., in the closed right-half plane there is only point spectrum, it is much harder to find an example that does not satisfy the SDA. All delay and partial differential equations that satisfy the necessary condition on its spectrum also satisfy the SDA at $-\varepsilon$ for some $\varepsilon > 0$.

We construct an example that is optimizable, but it is not possible to split the state space in a direct sum as given in Theorem 1.3. The generator does not satisfy the SDA at any negative number.

If $A$ is a Riesz-spectral operator, then we are able to prove Theorem 1.3 without assuming that $A$ satisfies SDA. The SDA at $-\varepsilon$, for some $\varepsilon > 0$, will automatically be satisfied if the system is stabilizable by a bounded feedback $BF$, since then there can only be finitely many eigenvalues with real part larger than $-\varepsilon$ for some $\varepsilon > 0$.

From Rebarber and Zwart [28] we have that the unstable part of the spectrum is pure point spectrum; see Theorem 1.4. Here we show an extra property concerning the distribution of this point spectrum.

Theorem 1.5. Assume that system (1) is optimizable where the operator $B$ is an admissible finite-rank control operator for $T(t)$. Let $\{ \lambda_n \}$ denote the set of eigenvalues with real part greater than 0 and let $m_a(\lambda_n, A)$ denote the algebraic multiplicity of $\lambda_n$. 

Then we have
\[ \sum_{n \in \mathbb{N}} \frac{m_n(\lambda_n, A)}{|\lambda_n|^2} < \infty. \]

From Theorem 1.3 we obtain some consequences as easy corollaries. For instance, if the spectrum of \( A \) lies in the left-half plane and is bounded away from the imaginary axis, but \( A \) generates an unstable semigroup, then it is never optimizable, for any admissible finite-rank control operator for \( T(t) \). Thus these systems will never be exactly controllable in finite time either. Examples of such generators can be found in, e.g., Zabczyk [39] and Greiner, Voigt, and Wolff [11]. This result can be found in [28] for the case of one-dimensional, not necessarily admissible, input operators.

Another consequence is the following. Suppose that \( A \) generates a \( C_0 \)-group. If (1) is exactly controllable in finite time for some \( B \) where \( B \) is an admissible finite-rank control operator for \( T(t) \), then the (generalized) eigenfunctions of \( A \) must span \( H \). This follows easily from Theorem 1.3 by using the fact that \( A + \gamma I \) is exactly controllable in finite time for every \( \gamma \in \mathbb{R} \). Now choose \( \gamma \) so large that the corresponding “stable” subspace \( H_s \) is empty, which is possible since \( A \) generates a \( C_0 \)-group.

A third consequence is the following. Suppose that \( A \) generates a completely unstable \( C_0 \)-semigroup, that \( \Sigma(A, B) \) is optimizable, and that \( B \) is an admissible finite-rank control operator for \( T(t) \). Then \( A \) generates a \( C_0 \)-group, and \( \Sigma(A, B) \) is exactly controllable in finite time. This is an extension of the result found by Russell in [29]. Reversing the argument gives that the right-shift semigroup on \( L_2(0, \infty) \) will never be optimizable nor exactly controllable in finite time by a finite-rank admissible control operator for \( T(t) \). The reason is that the right-shift semigroup is completely unstable, but it is not a \( C_0 \)-group.

The organization of the paper is as follows. In the next two sections we introduce the necessary background and notation. In section 4, we show that if the state space can be split into two \( T(t) \)-invariant subspaces, then we can write the system (1) into two corresponding subsystems. Theorem 1.3 will be proved in section 5, apart from the characterization of \( H_s \) and \( H_u \). That will be done in section 7. Theorem 1.5 will be the subject of section 6. Finally, in section 8 we present an example that is optimizable, but it is not possible to split the state space of this example in a direct sum as given in Theorem 1.3.

2. System description. In this section, we describe the general class of systems discussed in this paper. First we need to introduce some notation.

\[
\begin{align*}
\mathbb{C}^+_{\alpha} & = \{ z \in \mathbb{C} : \text{Re}(z) > \alpha \}, \quad \alpha \in \mathbb{R}, \\
\mathbb{C}^-_{\alpha} & = \{ z \in \mathbb{C} : \text{Re}(z) < \alpha \}, \quad \alpha \in \mathbb{R}, \\
H & \text{ separable, complex Hilbert space}, \\
\sigma(A) & \text{ spectrum of } A, \\
\sigma^+_{\alpha}(A) & = \sigma(A) \cap \mathbb{C}^+_{\alpha}, \\
\sigma_{p}(A) & \text{ point spectrum of } A, \\
\rho(A) & \text{ resolvent set of } A, \\
\rho_{\infty}(A) & \text{ largest connected subset of } \rho(A) \text{ that contains an interval of the form } [r, \infty), \\
N(A) & = \{ x \in D(A) \mid Ax = 0 \}.
\end{align*}
\]
\[
\text{Im}(A) \quad \{ x \in H \mid \exists y \in D(A) : Ay = x \},
\]
\[
H_\infty(\mathbb{C}_\alpha^+; H) \quad \text{set of holomorphic and bounded functions from } \mathbb{C}_\alpha^+ \text{ to } H,
\]
\[
H_2(\mathbb{C}_\alpha^+; H) \quad \text{set of holomorphic functions } f : \mathbb{C}_\alpha^+ \to H \text{ with}\]
\[
\sup_{x > \alpha} \left( \int_{-\infty}^{\infty} |f(x+iy)|^2 \, dy \right)^{1/2} < \infty.
\]

We deal with infinite-dimensional, time-invariant systems of the following kind:

\[
\dot{x}(t) = Ax(t) + Bu(t).
\]

Here \( A : D(A) \to H \) is the generator of a \( C_0 \)-semigroup \( T(t) \) on the separable, complex Hilbert space \( H \), and \( B \) will be our (unbounded) control operator. The input function \( u \) is assumed to be in \( L_2^{\text{loc}}(0, \infty; \mathbb{C}^m) \).

In order to define our class of control operators we have to introduce some notation. We define the space \( H_{-1} \) to be the completion of \( H \) with respect to the norm

\[
\| x \|_{-1} := \| (\beta I - A)^{-1} x \|
\]

and the space \( H_1 \) to be \( D(A) \) with the norm

\[
\| x \|_1 := \| (\beta I - A)x \|,
\]

where \( \beta \in \rho(A) \), the resolvent set of \( A \). It is easy to verify that \( H_{-1} \) and \( H_1 \) do not depend on \( \beta \in \rho(A) \). Moreover, \( \| \cdot \|_1 \) is equivalent to the graph norm on \( D(A) \), so \( H_1 \) is complete. In Weiss [33, Remark 3.4] it is shown that \( T(t) \) has a restriction to a \( C_0 \)-semigroup on \( H_1 \) whose generator is the restriction of \( A \) to \( D(A) \), and \( T(t) \) can be extended to a \( C_0 \)-semigroup on \( H_{-1} \) whose generator is an extension of \( A \) with domain \( H \). Therefore we get

\[
A \in \mathcal{L}(H_1, H) \quad \text{and} \quad A \in \mathcal{L}(H, H_{-1}).
\]

\( H_{-1} \) equals the dual of \( D(A^*) \), where we have equipped \( D(A^*) \) with the graph norm (see [33]). Following [33] we introduce admissible control operators for \( T(t) \).

**Definition 2.1.** Let \( B \in \mathcal{L}(\mathbb{C}^m, H_{-1}) \). For \( t \geq 0 \) we define the operator \( B_t : L_2(0, \infty; \mathbb{C}^m) \to H_{-1} \) by

\[
B_t u := \int_0^t T(t - \rho)Bu(\rho) \, d\rho.
\]

Then \( B \) is called an admissible control operator for \( T(t) \), if for some (and hence any) \( t > 0 \), \( B_t \in \mathcal{L}(L_2(0, \infty; \mathbb{C}^m), H) \).

By a solution of (4) with initial condition \( x(0) = x_0 \in H \) we mean the function defined by the variation of parameters formula

\[
x(t) = T(t)x_0 + \int_0^t T(t - \rho)Bu(\rho) \, d\rho, \quad t \geq 0.
\]

Note that the admissibility of \( B \) guarantees \( x(t) \in H \) for \( t \geq 0 \) and in [33] it is shown that \( x \) is continuous. We will denote system (4) by \( \Sigma(A, B) \).
In the following the concept of admissible observation operators for \( T(t) \) also will be needed (see also Weiss [34]).

**Definition 2.2.** Let \( C \in \mathcal{L}(H_1, \mathbb{C}^p) \). Then \( C \) is called an admissible observation operator for \( T(t) \), if for some (and hence any) \( t > 0 \), there is some \( K > 0 \) such that

\[
\| C T(\cdot) x \|_{L^2(0,t; \mathbb{C}^p)} \leq K \| x \|, \quad x \in D(A).
\]

If the semigroup \( T(t) \) is exponentially stable, then the constant \( K \) does not depend on \( t \geq 0 \) (see Grabowski and Callier [10]). We end this section with some simple properties of admissible control and observation operators for \( T(t) \).

**Remark 2.3.** \( B \) is an admissible control operator for the \( C_0 \)-semigroup \( T_\tau(t) \) given by

\[
T_\tau(t) := e^{\tau t} T(t)
\]

where \( \tau \in \mathbb{R} \) is arbitrary. Moreover, if the operator \( C \in \mathcal{L}(H_1, \mathbb{C}^p) \) is an admissible observation operator for \( T(t) \), then \( C \) also is an admissible observation operator for \( T_\tau(t) \).

**3. Optimizability, LQ-stabilizing feedbacks, and exact controllability.**

In this section we introduce the notions of optimizability, LQ-stabilizing feedbacks, and exact controllability. Furthermore, we investigate relationships between these notions. With the system \( \Sigma(A,B) \) we associate the cost functional

\[
J(x_0, u) := \int_0^\infty \| x(t) \|^2 + \| u(t) \|^2 \, dt.
\]

**Definition 3.1.** We call the system \( \Sigma(A,B) \) \( g \)-optimizable, \( g \in \mathbb{R} \), if for every \( x_0 \in H \) there exists an input \( u \in L^2_{loc}(0, \infty; \mathbb{C}^m) \) such that

\[
J^g(x_0, u) := \int_0^\infty \left[ \| e^{-gt} x(t) \|^2 + \| e^{-gt} u(t) \|^2 \right] \, dt < \infty.
\]

In particular, we call the system \( \Sigma(A,B) \) \( g \)-optimizable, if it is \( 0 \)-optimizable.

Thus the system \( \Sigma(A,B) \) is \( g \)-optimizable if for every \( x_0 \in H \) there exists an input \( u \in L^2_{loc}(0, \infty; \mathbb{C}^m) \) such that the cost functional \( J(x_0, u) \) is finite. Optimizability is also known as the finite cost condition. Note further that if the system \( \Sigma(A,B) \) is \( g \)-optimizable for some \( g \in \mathbb{R} \), then the system is \( g' \)-optimizable for every \( g' \geq g \).

**Definition 3.2.** Let \( F : D(F) \rightarrow \mathbb{C}^m \). We call \( F \) an LQ-stabilizing feedback at \( g \) for the system \( \Sigma(A,B) \) if there exists a \( C_0 \)-semigroup \( T_F(t) \) on \( H \) with generator \( A_F : D(A_F) \rightarrow H \) such that \( F \in \mathcal{L}(D(A_F), \mathbb{C}^m) \), \( F \) is an admissible observation operator for \( T_F(t) \),

\[
T_F(t)x_0 = T(t)x_0 + \int_0^t T(t - \rho)B F_T(\rho)x_0 \, d\rho
\]

for every \( t \geq 0 \) and any \( x_0 \in H \), and \( \| T_F(t) \| \leq M e^{(g - \delta)t} \) for all \( t \geq 0 \) and some \( M, \delta > 0 \). We call the feedback \( F \) LQ-stabilizing, if it is \( LQ \)-stabilizing at zero.

Since \( F \) is assumed to be an admissible observation operator for \( T_F(t) \), we have that \( FT_F(\cdot)x \in L^2_{loc}(0, \infty; \mathbb{C}^m) \) for all \( x \in H \). Thus the integral in (7) is well-defined. If an operator \( F \) is stabilizing in the sense given in Rebarber [26] and Weiss and Curtain [37], then it is easy to see that it is also an LQ-stabilizing feedback. The
difference between their definition and our Definition 3.2 is that we do not assume that \( F \) is an admissible observation operator for \( T(t) \). Therefore, in general we do not have the second perturbation equation

\[
T_F(t)x = T(t)x + \int_0^t T_F(t - \rho)BFT(\rho)x \, d\rho, \quad t \geq 0, x \in H,
\]

which holds if \( F \) is stabilizing in their sense; see Weiss [36]. At the present it is unknown whether LQ-stabilizing feedbacks and stabilizing feedbacks in the sense of Rebarber are equivalent.

The following theorem shows that in our situation the system \( \Sigma(A, B) \) is \( g \)-optimizable if and only if there exists a feedback which is LQ-stabilizing at \( g \). So, we have equivalence between the boundedness of the LQ-cost functional (5) and our notion of stability. This inspired us to call our notion “LQ-stabilizing.”

**Theorem 3.3.** The following statements are equivalent.

1. The system \( \Sigma(A, B) \) is \( g \)-optimizable.
2. There exists a feedback which is LQ-stabilizing at \( g \) for the system \( \Sigma(A, B) \).

**Proof.** By choosing \( u(t) = F T_F(t)x_0 \) it is easy to see that part (2) implies part (1). Thus it remains to prove that part (1) implies part (2). For \( g \) equals zero, this implication is proved in Flandoli, Lasiecka, and Triggiani [8, Corollary 4.3 and Theorem 4.4]; see also Zwart [41]. For general \( g \in \mathbb{R} \), it is easy to see that the cost \( J^g(x_0, u) \) for the system \( \Sigma(A, B) \) equals the cost \( J(x_0, e^{-g} u) \) for the system \( \Sigma(A - gI, B) \). Hence, the system \( \Sigma(A, B) \) is \( g \)-optimizable if and only if the system \( \Sigma(A - gI, B) \) is optimal. For the system \( \Sigma(A - gI, B) \) we use the result that we already have, and thus there exist an exponentially stable \( C_0 \)-semigroup \( T_F(t) \) and an admissible observation operator \( F \) for \( T_F(t) \) such that

\[
T_F(t)x_0 = e^{-gt}T(t)x_0 + \int_0^t e^{-g(t-\rho)}T(t - \rho)BFT(\rho)x_0 \, d\rho
\]

\[
= e^{-gt} \left[ T(t)x_0 + \int_0^t T(t - \rho)BFe^{g\rho}T_F(\rho)x_0 \, d\rho \right].
\]

This proves that \( F \) is an LQ-stabilizing feedback at \( g \) for the system \( \Sigma(A, B) \). \( \square \)

For a \( C_0 \)-semigroup \( T(t) \) we define by \( g_b(T) \) the growth bound of \( T(t) \), i.e.,

\[
g_b(T) := \lim_{t \to \infty} \frac{1}{t} \log \| T(t) \|.
\]

If the system \( \Sigma(A, B) \) is LQ-stabilizable, then we have the existence of an exponentially stable \( C_0 \)-semigroup \( T_F(t) \). The growth bound of this semigroup is denoted by \( g_b^F \), i.e.,

\[
g_b^F := g_b(T_F).
\]

We call \( g_b^F \) the closed-loop growth bound of the LQ-stabilizing feedback. If the system is optimizable, then \( g_b^F \) depends on the LQ-stabilizing feedback \( F \). However, \( g_b^F \) will always be negative, and this is the essential property of the closed-loop growth bound that we will use in the following.

**Proposition 3.4.** Assume that \( F \) is an LQ-stabilizing feedback for the system \( \Sigma(A, B) \), and let \( g_b^F \) be the corresponding closed-loop growth bound. Then we have the following.
(1) For every $\varepsilon \in [0, -g_0^F]$ the feedback $F$ is LQ-stabilizing for the system $\Sigma(A + \varepsilon I, B)$.

(2) For every $\varepsilon \in [0, -g_0^F]$ the feedback $F$ is LQ-stabilizing at $-\varepsilon$ for the system $\Sigma(A, B)$.

Proof. Let $\varepsilon \in [0, -g_0^F)$. By Remark 2.3 $B$ is an admissible control operator for $e^{\varepsilon t}T(t)$. Let $F$ and $T^F(t)$ be as in Definition 3.2. Then Remark 2.3 implies that $F$ is an admissible observation operator for $e^{\varepsilon t}T^F(t)$. By the definition of $g_0^F$, the $C_0$-semigroup $T^F(t) := e^{\varepsilon t}T^F(t)$ is exponentially stable.

1. From (7) we have that

$$T^F_{\varepsilon}(t)x_0 = e^{\varepsilon t}T_F(t)x_0$$

$$= e^{\varepsilon t}T(t)x_0 + \int_0^t e^{\varepsilon (t-\rho)}T(t - \rho)BF e^{\varepsilon \rho}T_F(\rho)\,d\rho$$

$$= e^{\varepsilon t}T(t)x_0 + \int_0^t e^{\varepsilon (t-\rho)}T(t - \rho)BF \varepsilon T^F(\rho)\,d\rho.\)$$

Since $A + \varepsilon I$ is the infinitesimal generator of the $C_0$-semigroup $e^{\varepsilon t}T(t)$, we see that $F$ is LQ-stabilizing for the system $\Sigma(A + \varepsilon I, B)$.

2. For all $\gamma > 0$, there exists a $M_\gamma > 0$ such that

$$\|T_F(t)\| \leq M_\gamma e^{(g_0^F + \gamma)t}.$$ 

We choose $\gamma > 0$ such that $g_0^F + \gamma < -\varepsilon$ holds, and we define $\delta := \varepsilon - g_0^F - \gamma$. Then $\delta > 0$ and $g_0^F + \gamma = \varepsilon - \delta$, and hence by Definition 3.2 the feedback $F$ is LQ-stabilizing at $-\varepsilon$ for the system $\Sigma(A, B)$. □

Next, we show that the spectral subset $\sigma^+_F(A)$ is of a special form if $F$ is a LQ-stabilizing feedback.

**Proposition 3.5.** Assume that $F$ is an LQ-stabilizing feedback for the system $\Sigma(A, B)$, and let $g_0^F$ be the closed-loop growth bound. Then the spectral subset $\sigma^+_F(A)$ consists only of point spectrum with finite algebraic multiplicity, and the possible finite accumulation points of the set $\sigma^+_F(A)$ must lie on the line with real part equal to $g_0^F$.

Proof. Let $\tau \in (g_0^F, 0)$ and $\varepsilon \in (-\tau, -g_0^F)$. Then Proposition 3.4 and Theorem 3.3 imply that system $\Sigma(A, B)$ is $\varepsilon$-optimizable. Now Rebarber and Zwart [28, Theorem 2.11] imply that the spectral subset $\sigma^+_F(A)$ consists only of point spectrum with finite algebraic multiplicity and contains no finite accumulation point. Since $\tau \in (g_0^F, 0)$ is arbitrary, this implies the statement. □

Note that it is possible that the spectrum of $A$ possesses an accumulation point $\lambda_0$ with $\text{Re}(\lambda_0) = g_0^F$.

In the following proposition we rewrite LQ-stabilizability in an equivalent way in the frequency domain. We show that LQ-stabilizability implies a useful representation of $x_0 \in H$, the so-called $(\xi, \omega)$-representation. This was introduced for finite-dimensional systems by Hautus [12] and for infinite-dimensional systems by Zwart [40].

**Proposition 3.6.**

1. If for every $x_0 \in H$ there exist $\xi \in H_2(C_0^+; H)$ and $\omega \in H_2(C_0^+; \mathbb{C}^m)$ such that

$$x_0 = (sI - A)\xi(s) - B\omega(s), \quad s \in C_0^+,$$

(9)
then the system $\Sigma(A, B)$ is optimizable, and hence there exists an LQ-stabilizing feedback.

2. Assume that there exists an LQ-stabilizing feedback for the system $\Sigma(A, B)$, and let $g_0^F$ be its closed-loop growth bound. Then for every $\sigma \in (g_0^F, 0)$ there exists a constant $C > 0$ such that for every $x_0 \in H$ there exist $\xi \in H_\infty(C^+_0; H) \cap H_2(C^+_0; H)$ and $\omega \in H_\infty(C^+_0; C^m) \cap H_2(C^+_0; C^m)$ with

$$
(10) \quad x_0 = (sI - A)\xi(s) - B\omega(s), \quad s \in C^+_0,
$$
and

$$
\max\{||\xi||_{H_\infty(C^+_0; H)}, ||\xi||_{H_2(C^+_0; H)}, ||\omega||_{H_\infty(C^+_0; C^m)}, ||\omega||_{H_2(C^+_0; C^m)} \} \leq C||x_0||_H.
$$

Proof. By [33, Remark 3.12] it follows that for every $u \in L_2(0, \infty; C^m)$ the function $\Phi_u(t) := \int_0^t T(t - \rho)Bu(\rho) \, d\rho$ is Laplace-transformable with Laplace transform $\hat{\Phi}_u(s) = (sI - A)^{-1}B\omega(s)$, $\Re(s) \geq r$ for some $r \in \mathbb{R}$, where $\omega$ is the Laplace transform of $u$.

1. Let $x_0 \in H$ be arbitrary. Since $\xi \in H_2(C^+_0; H)$ and $\omega \in H_2(C^+_0; C^m)$, by the Paley–Wiener theorem (see, e.g., [3, Theorem A.6.21]) there exist unique $u \in L_2(0, \infty; C^m)$ and $x \in L_2(0, \infty; H)$ such that $\omega$ is the Laplace transform of $u$ and $\xi$ is the Laplace transform of $x$. Applying Laplace transforms to the function

$$
T(t)x_0 + \int_0^t T(t - \rho)Bu(\rho) \, d\rho, \quad t \geq 0,
$$
we get

$$
(sI - A)^{-1}x_0 + (sI - A)^{-1}B\omega(s), \quad \Re(s) \geq r \text{ for some } r \in \mathbb{R}.
$$

Since $\xi(s) = (sI - A)^{-1}x_0 + (sI - A)^{-1}B\omega(s)$, $\Re(s) > \max\{r, 0\}$, the uniqueness of the Laplace transform implies

$$
x(t) = T(t)x_0 + \int_0^t T(t - \rho)Bu(\rho) \, d\rho.
$$

This proves that $x$ is the state trajectory corresponding to $x_0$ and $u$ and thus the system $\Sigma(A, B)$ is optimizable. By Theorem 3.3 we have the existence of an LQ-stabilizing feedback.

2. Let $F$ be a LQ-stabilizing feedback from Definition 3.2. Taking the Laplace transform of (7), we get

$$
(11) \quad (sI - A_F)^{-1}x_0 = (sI - A)^{-1}x_0 + (sI - A)^{-1}BF(sI - A_F)^{-1}x_0.
$$

Since $T_F(t)$ has growth bound $g_0^F$, it is easy to see that

$$
||(sI - A_F)^{-1}x_0||_{H_\infty(C^+_0; H)} \leq C_1||x_0||_H,
$$
and by using the Paley–Wiener theorem [3, Theorem A.6.21] we get

$$
||(sI - A_F)^{-1}x_0||_{H_2(C^+_0; H)} \leq C_2||x_0||_H.
$$

Since $F$ is an admissible observation operator for $T_F(t)$, similar results hold for $F(sI - A_F)^{-1}x_0$. Define $\xi(s) := (sI - A_F)^{-1}x_0$ and $\omega(s) := F(sI - A_F)^{-1}x_0$. Multiplying (11) with $(sI - A)$ and using the definition of $\xi$ and $\omega$, we obtain (10). □
We end this section with the definition and some simple properties of exact controllability in finite time.

**Definition 3.7.** The system \( \Sigma(A, B) \) is called exactly controllable in finite time if there exists a time \( t_0 \in (0, \infty) \) such that for every \( x \in H \) we can find an input \( u \in L_2(0, t_0; \mathbb{C}^m) \) such that

\[
x = \int_0^{t_0} T(t_0 - \rho) Bu(\rho) \, d\rho.
\]

**Lemma 3.8.** Assume that the system \( \Sigma(A, B) \) is exactly controllable in finite time. Then for every \( \tau \in \mathbb{R} \) the system \( \Sigma(A + \tau I, B) \) also is exactly controllable in finite time.

The following proposition shows that exact controllability in finite time implies \( g \)-optimizability for every \( g \in \mathbb{R} \).

**Proposition 3.9.** If the system \( \Sigma(A, B) \) is exactly controllable in finite time, then it also is \( g \)-optimizable for every \( g \in \mathbb{R} \).

The proof of Lemma 3.8 and Proposition 3.9 is quite easy and left to the reader. We conclude this section by proving that the spectrum of an exactly controllable system is of a very special form.

**Theorem 3.10.** If the system \( \Sigma(A, B) \) is exactly controllable in finite time, then the spectrum of \( A \) is pure point spectrum and it contains no (finite) accumulation point.

**Proof.** Let \( \gamma \in \mathbb{R} \) be arbitrary. Then by Lemma 3.8 we see that the system \( \Sigma(A + \gamma I, B) \) is exactly controllable in finite time as well. Proposition 3.9 implies that \( \Sigma(A + \gamma I, B) \) is optimizable. Now from Theorem 3.3 and Proposition 3.5 we obtain that \( \sigma^+(A + \gamma I) \) consists only of point spectrum with no finite accumulation point. Since \( \sigma^+(A) = \sigma^+(A + \gamma I) \), and since \( \gamma \) is arbitrary, the assertion follows.

### 4. Decompositions of \( C_0 \)-semigroups

For the formulation of Theorem 5.3 we need to write our system into two subsystems. Properties of such a decomposition are given next.

**Definition 4.1.** We call a closed subspace \( V \) of \( H \) \( T(t) \)-invariant, if \( T(t)V \subset V \), for all \( t \geq 0 \).

In Kurtz [19] it is shown that a closed subspace \( V \) is \( T(t) \)-invariant if and only if \( (\lambda I - A)^{-1}V \subset V \) for all \( \lambda \in \rho_\infty(A) \); see also Curtain and Zwart [3, Lemma 2.5.6].

**Lemma 4.2.** Let \( V \) be a \( T(t) \)-invariant subspace of \( H \) and let \( P_V \in \mathcal{L}(H) \) be a projection from \( H \) onto \( V \). Define \( W := N(P_V) \) and \( P_W := I - P_V \). Then the following hold:

1. The operator \( T_V(t)x := T(t)x, \quad t \geq 0, x \in V, \)

defines a \( C_0 \)-semigroup on \( V \) with its generator \( A_V \) given by

\[
A_V x := Ax, \quad x \in D(A_V) := D(A) \cap V.
\]

Furthermore, \( \rho_\infty(A) \subset \rho(A_V) \), and for every \( v \in V \) and \( s \in \rho_\infty(A) \) we have \( (sI - A_V)^{-1}v = (sI - A)^{-1}v \).

2. Let \( V_{-1} \) be the completion of \( V \) with respect to the norm \( \|(\beta I - A_V)^{-1} \cdot \| \). Then \( V_{-1} \subset H_{-1} \) and \( \|v\|_{V_{-1}} = \|v\|_{H_{-1}} \) for every \( v \in V_{-1} \).
3. The operator

\[ T_W(t)x := P_W T(t)x, \quad t \geq 0, x \in W, \]

defines a $C_0$-semigroup on $W$.

**Proof.**

1. Follows immediately from Pazy [22, page 123] and [19].

2. From the first part it follows that $\| (sI - A_V)^{-1} v \| = \| (sI - A)^{-1} v \|$ for every $v \in V$. Now the definition of a completion of a normed vector space shows that $V_1 \subset H_1$ and $\| v \|_{V_1} = \| v \|_{H_1}$ for every $v \in V_1$.

3. It is easy to see that $T_W(0) = I_W$ holds. Since $V$ is a $T(t)$-invariant subspace, we have $P_W T(t) P_V = 0$. Thus, for $t, s \geq 0$ and $x \in W$ we obtain

\[
T_W(t)T_W(s)x = P_W T(t) P_W T(s)x = P_W T(t) T(s)x - P_W T(t) (I - P_W) T(s)x = P_W T(t + s)x - P_W T(t) P_V T(s)x = T_W(s + t)x.
\]

Since the strong continuity of $T(t)$ immediately implies that $T_W(t)$ is strongly continuous, $T_W(t)$ is a $C_0$-semigroup on $W$. \[\square\]

**Lemma 4.3.** Let $V$ be a $T(t)$-invariant subspace of $H$, and let $P_V \in \mathcal{L}(H)$ be a projection from $H$ onto $V$. Define $W := N(P_V)$ and $P_W := I - P_V$. Then there exists a unique admissible control operator $B_W \in \mathcal{L}(\mathbb{C}^m, W_{-1})$ for $T_W(t)$ on $W$, where $T_W(t) := P_W T(t)x$ for $t \geq 0$ and $x \in W$, with the property that

\[
\int_0^t T_W(t - \rho) B_W u(\rho) \, d\rho = P_W \int_0^t T(t - \rho) B u(\rho) \, d\rho
\]

for every $t \geq 0$ and $u \in L_2(0, t; \mathbb{C}^m)$. This unique operator $B_W$ is given by

\[
B_W u := \lim_{\tau \to 0} \frac{1}{\tau} P_W \int_0^\tau T(\tau - \rho) B u \, d\rho, \quad u \in \mathbb{C}^m,
\]

where the limit is taken in $W_{-1}$.

Additionally, if $\Sigma(A, B)$ is exactly controllable in finite time, then $\Sigma(A_W, B_W)$ also is exactly controllable in finite time. Here $A_W$ is the generator of the $C_0$-semigroup $T_W(t)$.

**Proof.** Let $B_t \in \mathcal{L}(L_2(0, \infty; \mathbb{C}^m), H)$ be the operator as introduced in Definition 2.1. For $u, v \in L_2(0, \infty; \mathbb{C}^m)$ we define $u \circ v$ as

\[
(u \circ v)(t) = \begin{cases} u(t), & t \in [0, \tau], \\ v(t - \tau), & t > \tau. \end{cases}
\]

The admissibility of $B$ for the $C_0$-semigroup $T(t)$ implies (see [33]) that

\[ B_{\tau + t} (u \circ v) = T(t) B_{\tau} u + B_t v. \]

Define $B_W^t \in \mathcal{L}(L_2(0, \infty; \mathbb{C}^m), W), t \geq 0$, by

\[ B_W^t := P_W B_t. \]

Since $V$ is a $T(t)$-invariant subspace of $H$, we have that $P_W T(t) P_V = 0$, $t \geq 0$. Thus for every $\tau, t \geq 0$ and every $u, v \in L_2(0, \infty; \mathbb{C}^m)$ we obtain

\[
B_{\tau + t}^W (u \circ v) = P_W B_{\tau + t} (u \circ v) = P_W T(t) B_{\tau} u + P_W B_t v = P_W T(t) B_{\tau} u + B_t^W v = P_W T(t) P_W B_{\tau} u + P_W T(t) P_V B_{\tau} u + B_t^W v = T_W(t) B^W_{\tau} u + B_t^W v.
\]
Now [33, Theorem 3.9] implies that there exists a unique \( B_W \in \mathcal{L}(\mathbb{C}^m, W_{-1}) \) such that
\[
B^W_t u = \int_0^t T_W(t - \rho) B_W u(\rho) \, d\rho,
\]
for \( t \geq 0 \) and \( u \in L_2(0, \infty; \mathbb{C}^m) \), and this unique operator \( B_W \) is given by (13). Thus \( B_W \) is an admissible control operator for \( T_W(t) \) and (12) holds.

If \( \Sigma(A, B) \) is exactly controllable in finite time, then there exists a time \( t_0 > 0 \) such that for every \( x \in W \) there is an input \( u \in L_2(0, t_0; \mathbb{C}^m) \) such that
\[
x = \int_0^{t_0} T(t_0 - \rho) Bu(\rho) \, d\rho.
\]

From (12) it follows directly that the system \( \Sigma(A_W, B_W) \) is exactly controllable in finite time as well. \( \square \)

If \( P \) is a projection that commutes with the \( C_0 \)-semigroup \( T(t) \), we have \( H = N(P) \oplus \text{Im}(P) \) and both \( N(P) \) and \( \text{Im}(P) \) are closed \( T(t) \)-invariant subspaces. In the following we denote by \( T_a(t) \) and \( T_s(t) \) the restricted \( C_0 \)-semigroups on \( H_a := N(P) \) and \( H_s := \text{Im}(P) \), respectively. Moreover, the generators of the \( C_0 \)-semigroups \( T_a(t) \) and \( T_s(t) \) are denoted by \( A_a \) and \( A_s \). By \( [H_a]_{-1} ([H_s]_{-1}) \) we denote the completion of \( H_a (H_s) \) with respect to the norm \( \| (\beta I - A_a)^{-1} \|_{H_a} \) and \( \| (\beta I - A_s)^{-1} \|_{H_s} \).

The existence of such a projection \( P \) is very helpful since it reduces the semigroup into two (possibly simpler) semigroups \( T_a(t) \) and \( T_s(t) \).

Lemma 4.4. Let \( T(t) \) be a \( C_0 \)-semigroup on \( H \) and \( B \in \mathcal{L}(\mathbb{C}^m, H_{-1}) \) an admissible control operator for \( T(t) \). Moreover, let \( P \in \mathcal{L}(H) \) be a projection that commutes with \( T(t), t \geq 0 \). Then we have the following.

1. \( P \) has a unique continuous extension \( \tilde{P} \) in \( \mathcal{L}(H_{-1}) \) with \( \text{Im}(\tilde{P}) = [H_s]_{-1} \) and \( N(\tilde{P}) = [H_a]_{-1} \). Moreover, \( \tilde{P} \) is a projection and \( \tilde{P} \) commutes with \( T(t) \) and \( A \).
2. \( \tilde{P} B \in \mathcal{L}(\mathbb{C}^m, [H_s]_{-1}) \) is an admissible control operator for \( T_s(t) \) on \( H_s \) with the property
\[
\left( \int_0^t T_s(t - \rho) \tilde{P} Bu(\rho) \, d\rho \right) = P \left( \int_0^t T(t - \rho) Bu(\rho) \, d\rho \right),
\]
for \( t \geq 0 \) and \( u \in L_2(0, t; \mathbb{C}^m) \).
3. \( (I - \tilde{P}) B \in \mathcal{L}(\mathbb{C}^m, [H_a]_{-1}) \) is an admissible control operator for \( T_a(t) \) on \( H_a \) with the property
\[
\left( \int_0^t T_a(t - \rho) (I - \tilde{P}) Bu(\rho) \, d\rho \right) = (I - P) \left( \int_0^t T(t - \rho) Bu(\rho) \, d\rho \right),
\]
for \( t \geq 0 \) and \( u \in L_2(0, t; \mathbb{C}^m) \).

Proof. 1. Choose \( \beta \in \rho(A) \) with \( \text{Re} \beta > g_b(T) \), where \( g_b(T) \) is the growth bound of \( T(t) \). Then we have
\[
(\beta I - A)^{-1} x = \int_0^{\infty} e^{-\beta t} T(t) x \, dt.
\]
Thus \( P \) commutes with \( (\beta I - A)^{-1} \), and hence also with \( A \). Now [33, Proposition 3.3] shows that \( P \) has a unique continuous extension \( \tilde{P} \) in \( \mathcal{L}(H_{-1}) \) and
that \( \hat{P} \) commutes with \( T(t) \) and \( A \). It is now easy to see that \( \hat{P} \) again is a projection.

In order to prove \( \text{Im}(\hat{P}) = [H_s]_{-1} \), we first choose \( x \in [H_s]_{-1} \). Then there exists a sequence \( \{x_n\}_n \subset H_s \) with \( x_n \to x \), as \( n \to \infty \), in \( [H_s]_{-1} \). Since \( \hat{P} \) is continuous, we get \( \hat{P} x_n \to \hat{P} x \). On the other hand, \( \hat{P} x_n = Px_n = x_n \to x \), and thus \( x \in \text{Im}(\hat{P}) \). Conversely, we choose \( x \in \text{Im}(\hat{P}) \). Then there exists an element \( z \in H_{-1} \) with \( \hat{P} z = x \) and a sequence \( \{z_n\}_n \subset H \) with \( z_n \to z \), as \( n \to \infty \), in \( H_{-1} \). Since \( Pz_n \in H_s \) and \( Pz_n = \hat{P} z_n \to \hat{P} z = x \), we get \( x \in [H_s]_{-1} \). This proves \( \text{Im}(\hat{P}) = [H_s]_{-1} \). Finally, \( N(\hat{P}) = [H_u]_{-1} \) can be proved in a similar manner.

2. By Lemma 4.3 there is a unique admissible control operator \( B_s \in \mathcal{L}(\mathbb{C}^m, [H_s]_{-1}) \) for \( T_s(t) \) with the property that

\[
\int_0^t T_s(t-\rho) B_s u(\rho) \, d\rho = P \int_0^t T(t-\rho) Bu(\rho) \, d\rho,
\]

for every \( t \geq 0 \) and \( u \in \mathcal{L}_2(0, t; \mathbb{C}^m) \). Using [33], we see that \( B \) is given by

\[
Bu = \lim_{\tau \to \infty} \frac{1}{\tau} \int_0^\tau T(t-\rho) Bu(\rho) \, d\rho, \quad u \in \mathbb{C}^m,
\]

where the limit is taken in \( H_{-1} \). Since \( \hat{P} \in \mathcal{L}(H_{-1}) \), we get

\[
\hat{P} Bu = \lim_{\tau \to \infty} \frac{1}{\tau} \int_0^\tau T(t-\rho) Bu(\rho) \, d\rho, \quad u \in \mathbb{C}^m.
\]

By Lemma 4.2, \([H_s]_{-1} \subset H_{-1}\) and the norms coincide. Now by Lemma 4.3 we get \( B_s = \hat{P} B \), which completes the proof.

3. The proof for \( T_u(t) \) is similar to the proof of part 2. \( \square \)

5. Equivalent conditions for optimizability. In this section, we develop equivalent conditions for optimizability. We will see that under a weak assumption the system \( \Sigma(A, B) \) is optimizable if and only if we can split it into a part that is exponentially stable and a part that is exactly controllable in finite time. This sufficient condition of optimizability was obtained fairly early in 1975 by Triggiani [31] for infinite-dimensional systems with a bounded control operator, under the extra assumption of finitely many unstable eigenvalues. We now show that this holds for admissible control operators for \( T(t) \).

**Theorem 5.1.** Assume that there exists a projection \( P \in \mathcal{L}(H) \) such that

1. \( P \) commutes with the semigroup \( T(t) \);
2. \( T_s(t) := PT(t) \) is an exponentially stable \( C_0 \)-semigroup on \( H_s := \text{Im}(P) \);
3. \( \Sigma(A_u, (I-\hat{P})B) \) is exactly controllable in finite time. Here \( A_u \) is the generator of the \( C_0 \)-semigroup \( T_u(t) := (I-\hat{P})T(t) \) on \( H_u := N(\hat{P}) \).

Then the system \( \Sigma(A, B) \) is optimizable.

**Proof.** Let \( x_0 \in H \) be arbitrary. Since \( \Sigma(A_u, (I-\hat{P})B) \) is exactly controllable in finite time there exist a number \( t_0 > 0 \) and an input \( \tilde{u} \in \mathcal{L}_2(0, t_0; \mathbb{C}^m) \) such that

\[
-T_u(t_0)(I-\hat{P})x_0 = \int_0^{t_0} T_u(t_0-\rho)(I-\hat{P})B\tilde{u}(\rho) \, d\rho.
\]

Define \( u \in \mathcal{L}_2(0, \infty; \mathbb{C}^m) \) by

\[
u(s) := \begin{cases} \tilde{u}(s), & s \leq t_0, \\ 0, & s > t_0. \end{cases}
\]
Then for \( t \geq t_0 \) the state trajectory corresponding to the initial state \( x_0 \) and the input function \( u \) satisfies

\[
x(t) = T(t)x_0 + \int_0^t T(t - \rho)Bu(\rho)\,d\rho
\]

\((14)\) and \((15)\)

\[
\begin{align*}
T_u(t)(I - P)x_0 + Ts(t)Px_0 &+ \int_0^t T_u(t - \rho)(I - \tilde{P})Bu(\rho)\,d\rho + \int_0^t Ts(t - \rho)\tilde{P}Bu(\rho)\,d\rho \\
&= T_u(t - t_0)T_u(t_0)(I - P)x_0 + Ts(t)Px_0 \\
&\quad + T_u(t - t_0)\int_0^{t_0} T_u(t_0 - \rho)(I - \tilde{P})B\tilde{u}(\rho)\,d\rho \\
&\quad + Ts(t - t_0)\int_0^{t_0} Ts(t_0 - \rho)\tilde{P}B\tilde{u}(\rho)\,d\rho \\
&= Ts(t)Px_0 + Ts(t - t_0)\int_0^{t_0} Ts(t_0 - \rho)\tilde{P}B\tilde{u}(\rho)\,d\rho.
\end{align*}
\]

\((17)\)

Now the exponential stability of \( T_s(t) \) implies \( x \in L_2(0, \infty; H) \), and thus the system \( \Sigma(A, B) \) is optimizable. \( \square \)

To show that the converse of Theorem 5.1 holds, we need an extra assumption.

**Definition 5.2.** We say that the operator \( A \) satisfies the spectrum decomposition assumption at \( g \) (SDA\( g \)), if there exist numbers \( g_1 < g < g_2 \) such that

\[
\mathbb{C}^+_{g_1} \cap \mathbb{C}^-_{g_2} \subset \rho(A).
\]

We say that \( A \) satisfies the SDA, if it satisfies SDA\( (0) \).

If an operator \( A \) satisfies the SDA\( g \) in the sense given in Curtain and Zwart [3], then \( A \) satisfies the SDA at \( g \) in the sense of Definition 5.2. The difference between their definition and Definition 5.2 is that we do not assume that \( \sigma_{g}^{+}(A) \) is compact.

The result that we want to prove in this section is the following.

**Theorem 5.3.** Assume that the system \( \Sigma(A, B) \) is optimizable and that \( A \) satisfies SDA. Then there exists a projection \( P \) such that

1. \( P \) commutes with the semigroup \( T(t) \),
2. \( T_s(t) := PT(t) \) is an exponentially stable \( C_0 \)-semigroup on \( H_s := \text{Im}(P) \),
3. \( T_u(t) := (I - P)T(t) \) is a \( C_0 \)-group on \( H_u := N(P) \),
4. \( -A_u \) generates an exponentially stable \( C_0 \)-semigroup,
5. \( \Sigma(A_u,(I - \tilde{P})B) \) is exactly controllable in finite time.

**Remark 5.4.** There are examples of optimizable systems \( \Sigma(A, B) \) for which \( A \) does not satisfy the SDA, but for every \( g < 0 \) there exists an \( \varepsilon \in (0, -g) \) such that \( A \) satisfies the SDA at \( -\varepsilon \). If this is the case, then using Theorem 3.3, Proposition 3.4, and Theorem 5.3, we get a result similar to that in Theorem 5.3; namely, there exists a projection \( P \) such that 1–3 and 5 of Theorem 5.3 are satisfied and additionally \( -A_u - \varepsilon I \) generates an exponentially stable \( C_0 \)-semigroup.

A projection \( P \in \mathcal{L}(H) \) satisfying properties (1)–(4) of Theorem 5.3 is also known as dichotomic projection; see [24]. The proof of Theorem 5.3 is given at the end of this section.

Desch and Schappacher [5], Jacobson and Nett [17] and Nefedov and Sholokhovich [20] have proved Theorem 5.3 for bounded control operators \( B \), i.e., \( B \in \mathcal{L}(\mathbb{C}^m, H) \). In this situation, for every \( (LQ) \)-stabilizing feedback \( F \), the spectral subset \( \sigma_{g}^{+}(A) \)
consists only of finitely many points. Hence, the SDA is satisfied or at least SDA \((g)\) is satisfied for \(g\) arbitrarily close to zero. Example 5.11 shows that the assumptions made in Theorem 5.1 do not imply that \(A\) satisfies the SDA at \(g\) for some \(g \leq 0\). In the following we will see that the assumption that \(A\) satisfies the SDA is not very restrictive, because there are a lot of situations where this assumption holds automatically; see Proposition 5.9.

**Definition 5.5.** We call the \(C_0\)-semigroup \(T(t)\) completely unstable if

\[
\{x \in H : T(\cdot)x \in L_2(0, \infty; H)\} = \{0\}.
\]

For example, if \(A\) generates a \(C_0\)-group \(T(t)\) and \(-A\) generates a bounded \(C_0\)-semigroup, then \(T(t)\) is completely unstable.

As a corollary of Theorem 5.3 we show that under the assumption that \(A\) generates a completely unstable \(C_0\)-semigroup, the system \(\Sigma(A, B)\) is optimizable if and only if the system \(\Sigma(A, B)\) is exactly controllable in finite time.

**Corollary 5.6.** If \(A\) generates a completely unstable \(C_0\)-semigroup, then the following statements are equivalent.

1. The system \(\Sigma(A, B)\) is optimizable.
2. There exists an LQ-stabilizing feedback for the system \(\Sigma(A, B)\).
3. The system \(\Sigma(A, B)\) is exactly controllable in finite time.

Moreover, if one of these statements holds, then \(T(t)\) is a \(C_0\)-group on \(H\), and \(A\) satisfies the SDA at any point between the closed-loop growth bound and zero.

**Proof.** The equivalence between part 1 and part 2 is proved in Theorem 3.3. Proposition 3.9 shows that part 3 implies part 1. We now prove that part 2 implies part 3. Let \(F\) be an LQ-stabilizing feedback for the system \(\Sigma(A, B)\). Proposition 3.5 implies that the spectral subset \(\sigma^+_g\{A\}\) consists only of point spectrum. Let us assume that there is a \(\lambda \in \mathbb{C}^+_g \cap \mathbb{C}_g \cap \sigma(A)\) and \(x_\lambda\) a corresponding eigenvector. In [22, p. 46] it is shown that \(e^{\lambda t}\) is an eigenvalue of \(T(t)\) with eigenvector \(x_\lambda\). This implies that \(T(\cdot)x_\lambda = e^{\lambda t}x_\lambda \in L_2(0, \infty; H)\), which is in contradiction with the fact that \(T(t)\) is completely unstable. Thus \(\mathbb{C}^+_g \cap \mathbb{C}_g \subset \rho(A)\) and so \(A\) satisfies the SDA(\(-\varepsilon\)) for any \(\varepsilon \in (0, -g_f^E)\). Remark 5.4 now implies the existence of a projection \(P\) such that 1–3 and 5 of Theorem 5.3 are satisfied. Since \(T_s(t) = PT(t) = T(t)P\), we get \(T(\cdot)x \in L_2(0, \infty; H)\) for every \(x \in H_s\). Using the complete instability of our system this can only happen if \(H_s = 0\). Therefore, \(H_u = H\) and \(T(t)\) equals \(T_u(t)\) which implies that \(T(t)\) is a \(C_0\)-group and that the system \(\Sigma(A, B)\) is exactly controllable in finite time.

The result presented in the previous corollary is closely related to Russell’s principle on exact controllability. Russell [29] proved exact controllability for a system governed by the wave equation by showing that the system was stabilizable and backwards stabilizable. The definition of stabilizability used in [29] is stronger than the definition used in this paper. Rebarber and Weiss [27] extended Russell’s result to our notion of stabilizability. Their result is closely related to the corollary above, but it is neither a consequence nor a generalization of our result.

**Example 5.7.** Consider the right-shift semigroup \(T(t)\) on \(L_2(0, \infty)\) with generator \(A\). This semigroup satisfies \(\|T(t)x_0\| = \|x_0\|\) for every \(x_0 \in L_2(0, \infty)\). Hence the right shift semigroup on \(L_2(0, \infty)\) is completely unstable. Since this \(C_0\)-semigroup is not a \(C_0\)-group, Corollary 5.6 implies that there cannot exist an admissible finite-rank control operator \(B\) for \(T(t)\) such that the system \(\Sigma(A, B)\) is optimizable.
Let $\phi_n, \psi_n \in H$, with $\langle \phi_n, \psi_m \rangle = \delta_{n,m}$, such that
\[
Az := \sum_{n \in \mathbb{N}} \lambda_n \langle z, \psi_n \rangle \phi_n, \quad z \in H,
\]
\[
D(A) := \left\{ z \in H \mid \sum_{n \in \mathbb{N}} |\lambda_n|^2 |\langle z, \psi_n \rangle|^2 < \infty \right\}.
\]

Let $T_F(t)$ and $F$ be the operators given by Definition 3.2. Defining $S := \{ n \in \mathbb{N} \mid \text{Re}(\lambda_n) \leq g \}$, it is easy to see that
\[
Pz := \sum_{n \in S} \langle z, \psi_n \rangle \phi_n
\]
is a projection operator on $H$ which commutes with $A$ and $T(t)$, $t \geq 0$. Moreover, by [3, Theorem 2.3.5] we get that

1. $T_s(t) := PT(t)$ is an exponentially stable $C_0$-semigroup on $H_s := \text{Im}(P)$,
2. $T_n(t) := (I - \tilde{P})T(t)$ is a $C_0$-group on $H_n := N(\tilde{P})$,
3. $\|T_n(t)x\| \leq M e^{\sigma t}\|x\|$ for all $x \in H_u$, $t \leq 0$,

where $M > 0$ is independent of $x$ and $t$. Lemma 4.4 now shows that $(I - \tilde{P})B$ is an admissible control operator for $T_n(t)$. Thus it remains to prove that $\Sigma(A_u, (I - \tilde{P})B)$ is exactly controllable in finite time. Since $T_{g,F}(t) := e^{-\sigma t}T_F(t)$ is exponentially stable and $T_n(t)$ satisfies the inequality in outcome (3), the operator $T_u(-t)(I - \tilde{P})T_F(t)|_{H_u} \in \mathcal{L}(H_u)$ satisfies the estimate
\[
\|T_u(-t)(I - \tilde{P})T_F(t)|_{H_u}\| = \| e^{\sigma t}T_u(-t)(I - \tilde{P})T_{g,F}(t)|_{H_u}\| \leq Ce^{-\tau t}, \quad t \geq 0,
\]
for some constants $\tau > 0$ and $C > 0$, which are independent of $t$. Using the positivity of $\tau$, we can choose a $t_0 > 0$ (sufficiently large) such that $\|T_u(-t_0)(I - \tilde{P})T_F(t_0)|_{H_u}\| < 1$. Thus, the assertion follows.

In the special case where $A$ is a Riesz-spectral operator we are able to prove Theorem 5.3 without the assumption that $A$ satisfies the SDA. For the definition of a Riesz-spectral operator we refer the reader to [3, Definition 2.3.4].

**Theorem 5.10.** Assume that $F$ is an LQ-stabilizing feedback for the system $\Sigma(A, B)$ and that $A$ is a Riesz-spectral operator. Let $g$ be negative and larger than the closed-loop growth bound. Then there exists a projection $P \in \mathcal{L}(H)$ such that 1–3 and 5 of Theorem 5.3 are satisfied and additionally the growth bound of the $C_0$-semigroup generated by $-A_u$ is at most $-g$.

**Proof.** By the definition of a Riesz-spectral operator, there exist sequences $(\lambda_n)_n \subset \mathbb{C}$, $(\phi_n)_n \subset H$, and $(\psi_n)_n \subset H$, with $\langle \phi_n, \psi_m \rangle = \delta_{n,m}$, such that
\[
\sum_{n \in \mathbb{N}} \lambda_n \phi_n, \quad z \in H,
\]
\[
D(A) := \left\{ z \in H \mid \sum_{n \in \mathbb{N}} |\lambda_n|^2 |\langle z, \psi_n \rangle|^2 < \infty \right\}.
\]

Let $T_F(t)$ and $F$ be the operators given by Definition 3.2. Defining $S := \{ n \in \mathbb{N} \mid \text{Re}(\lambda_n) \leq g \}$, it is easy to see that
\[
Pz := \sum_{n \in S} \langle z, \psi_n \rangle \phi_n
\]
is a projection operator on $H$ which commutes with $A$ and $T(t)$, $t \geq 0$. Moreover, by [3, Theorem 2.3.5] we get that

1. $T_s(t) := PT(t)$ is an exponentially stable $C_0$-semigroup on $H_s := \text{Im}(P)$,
2. $T_n(t) := (I - \tilde{P})T(t)$ is a $C_0$-group on $H_n := N(\tilde{P})$,
3. $\|T_n(t)x\| \leq M e^{\sigma t}\|x\|$ for all $x \in H_u$, $t \leq 0$,

where $M > 0$ is independent of $x$ and $t$. Lemma 4.4 now shows that $(I - \tilde{P})B$ is an admissible control operator for $T_n(t)$. Thus it remains to prove that $\Sigma(A_u, (I - \tilde{P})B)$ is exactly controllable in finite time. Since $T_{g,F}(t) := e^{-\sigma t}T_F(t)$ is exponentially stable and $T_n(t)$ satisfies the inequality in outcome (3), the operator $T_u(-t)(I - \tilde{P})T_F(t)|_{H_u} \in \mathcal{L}(H_u)$ satisfies the estimate
\[
\|T_u(-t)(I - \tilde{P})T_F(t)|_{H_u}\| = \| e^{\sigma t}T_u(-t)(I - \tilde{P})T_{g,F}(t)|_{H_u}\| \leq Ce^{-\tau t}, \quad t \geq 0,
\]
for some constants $\tau > 0$ and $C > 0$, which are independent of $t$. Using the positivity of $\tau$, we can choose a $t_0 > 0$ (sufficiently large) such that $\|T_u(-t_0)(I - \tilde{P})T_F(t_0)|_{H_u}\| < 1$. Thus, the assertion follows.
1, and thus the operator \( I\|H_u - T_u(-t_0)(I - P)T_F(t_0)\|_{H_u} \) is invertible in \( \mathcal{L}(H_u) \). Let \( x_0 \in H_u \) be arbitrary and define

\[
\begin{align*}
  z_0 &:= [I - T_u(-t_0)(I - P)T_F(t_0)]_{H_u}^{-1} T_u(-t_0)x_0, \\
  u(\rho) &:= -FT_F(\rho)\beta_0.
\end{align*}
\]

Thus \( u \in L_2(0, t_0; \mathbb{C}^n) \). By (7) and (15) we get

\[
(I - P)T_F(t_0)z_0 = T_u(t_0)z_0 - (I - P)\int_0^{t_0} T(t_0 - \rho)Bu(\rho)\,d\rho,
\]

which is equivalent to

\[
T_u(t_0)\{z_0 - T_u(-t_0)(I - P)T_F(t_0)z_0\} = \int_0^{t_0} T_u(t_0 - \rho)(I - \bar{P})Bu(\rho)\,d\rho,
\]

and thus

\[
x_0 = \int_0^{t_0} T_u(t_0 - \rho)(I - \bar{P})Bu(\rho)\,d\rho.
\]

Consequently, \( \Sigma(A_u, (I - \bar{P})B) \) is exactly controllable in finite time. \( \square \)

The following example shows that there exist optimizable systems \( \Sigma(A, B) \) for which \( A \) does not satisfy SDA\( (g) \) at any \( g \leq 0 \), but there is a projection \( P \) that fulfills (1)–(3) of Theorem 5.1.

**Example 5.11.** Let \( \{e_n\}_{n \in \mathbb{Z}} \cup \{f_n\}_{n \in \mathbb{Z}} \) be an orthonormal basis of \( \ell_2 \), \( \{\alpha_n\}_{n \in \mathbb{Z}} = \mathbb{Q} \cap [-1, 0) \), \( \{\beta_n\}_{n \in \mathbb{Z}} = \mathbb{Q} \cap (-\infty, -1) \), \( \alpha_n := \alpha_n + in \) and \( \nu_n := \beta_n + in, n \in \mathbb{Z} \). We define \( A : D(A) \to H \) by

\[
A := \sum_{n \in \mathbb{Z}} \mu_n \langle \cdot, e_n \rangle e_n + \sum_{n \in \mathbb{Z}} \nu_n \langle \cdot, f_n \rangle f_n,
\]

\[
D(A) := \{ x \in H \mid \sum_{n \in \mathbb{Z}} |\mu_n|^2 |\langle x, e_n \rangle|^2 + \sum_{n \in \mathbb{Z}} |\nu_n|^2 |\langle x, f_n \rangle|^2 < \infty \}
\]

and \( B : \mathbb{C} \to H_{-1} \) by

\[
B := \sum_{n \in \mathbb{Z}} e_n.
\]

Clearly, \( A \) is a Riesz-spectral operator, and \( A \) does not satisfy SDA\( (g) \) for any \( g \leq 0 \).

\( A \) is the generator of the \( C_0 \)-semigroup \( T(t) \) given by

\[
T(t) := \sum_{n \in \mathbb{Z}} e^{\mu_n t} \langle \cdot, e_n \rangle e_n + \sum_{n \in \mathbb{Z}} e^{\nu_n t} \langle \cdot, f_n \rangle f_n.
\]

Weiss [32] shows that \( B \) is an admissible control operator for \( T(t) \). It is easy to see that

\[
P \beta := \sum_{n \in \mathbb{Z}} \langle z, f_n \rangle f_n
\]

is a projection operator on \( H \) which commutes with \( A \) and \( T(t), t \geq 0 \). Moreover, by [3, Theorem 2.3.5] we get that
u and thus it is easy to show that
\[
\{e^{\mu_n t}\}_{n \in \mathbb{Z}} \quad \implies \quad \{e^{n t}\}_{n \in \mathbb{Z}}
\]
is a Riesz basis of \(L^2_\mathbb{R}\). By Young [38, Corollary 2, p. 196] we get that \(e^{\mu_n t}\}_{n \in \mathbb{Z}} \quad \implies \quad \{e^{n t}\}_{n \in \mathbb{Z}}\) is a Riesz basis for \(L^2_\mathbb{R}\). This implies that \(g_n \in \mathbb{C} \quad \implies \quad \{g_n\}_{n \in \mathbb{Z}} \quad \implies \quad \{e^{n t}\}_{n \in \mathbb{Z}}\) is a Riesz basis for \(L^2_\mathbb{R}\). Let \(\{h_n\}_{n \in \mathbb{Z}} \quad \implies \quad \{h_n\}_{n \in \mathbb{Z}}\) be the biorthogonal sequence of \(g_n \quad \implies \quad \{g_n\}_{n \in \mathbb{Z}}\) in \(L^2_\mathbb{R}\) [38, p. 29], which again is a Riesz basis of \(L^2_\mathbb{R}\) [38, p. 36]. By definition, the biorthogonality of \(\{g_n\}_{n \in \mathbb{Z}}\) and \(\{h_n\}_{n \in \mathbb{Z}}\) implies that
\[
\int_0^{2\pi} g_m(t) \overline{h_n(t)} \, dt = \delta_{nm}, \quad n, m \in \mathbb{Z}.
\]
Thus we get
\[
\int_0^{2\pi} T_u(2\pi - \rho) B \overline{h_n(\rho)} \, d\rho = \int_0^{2\pi} \sum_{m \in \mathbb{Z}} e^{\mu_m (2\pi - \rho)} \overline{h_m(\rho)} e_m \, d\rho
\]
\[
= \sum_{m \in \mathbb{Z}} \int_0^{2\pi} g_m(\rho) \overline{h_m(\rho)} \, d\rho e_m
\]
\[
= \sum_{m \in \mathbb{Z}} \int_0^{2\pi} g_m(\rho) \overline{h_n(\rho)} \, d\rho e_m
\]
\[
\int_0^{2\pi} T(2\pi - \rho) Bu(\rho) \, d\rho = x.
\]
This shows that system \(\Sigma(A_u, (I - \hat{P})B)\) is exactly controllable in finite time. Finally, Theorem 5.1 implies that system \(\Sigma(A, B)\) is optimizable.

For the proof of Theorem 5.3 we need the following lemma.

**Lemma 5.12.** Assume that system \(\Sigma(A, B)\) is optimizable. Let \((s_n)\) be a sequence in \(\rho(A) \cap \mathbb{C}^+\) and \(\delta > 0\) be a constant such that
\[
\{ s \in \mathbb{C} \mid |s - s_n| < \delta \} \subset \rho(A)
\]
for every \(n \in \mathbb{N}\). Then
\[
\sup_{n \in \mathbb{N}} \| (s_n I - A)^{-1} B \| < \infty \quad \text{and} \quad \sup_{n \in \mathbb{N}} \| (s_n I - A)^{-1} \| < \infty.
\]

**Proof.** First we prove that \(\sup_{n \in \mathbb{N}} \| (s_n I - A)^{-1} B \| < \infty\) holds. Since the system is optimizable, there exists an LQ-stabilizing feedback \(F\). Let \(g_n^F\) be the (negative) closed-loop growth bound, let \(\sigma \in (g_n^F, 0)\), and define \(\tau := \frac{1}{2} \min\{-\sigma, \delta\}\). If
\[ \sup_{n \in \mathbb{N}} \| (s_n I - A)^{-1} B \| = \infty, \] then the principle of uniform boundedness implies that there exist a vector \( u \in \mathbb{C}^m \) and an element \( y \in H \) such that
\[ \sup_{n \in \mathbb{N}} \| (s_n I - A)^{-1} B u, y \| = \infty. \]

Since \( B \) is an admissible control operator for \( T(t) \), there exists a constant \( \gamma > \tau \) such that
\[ (-I - A)^{-1} B \in H_{\infty}(\mathbb{C}_\gamma^+; H) \]

[35, Proposition 2.3]. Since \( s_n \in \overline{\mathbb{C}}_0^+ \), we get \( s_n + 2\gamma \in \mathbb{C}_\gamma^+ \).

We define \( B \) as \([b_1, \ldots, b_m]\). By Proposition 3.6, for every \( n \in \mathbb{N} \) and all \( k \in \{1, \ldots, m\} \) there exist \( \xi_{s_n, k} \in H_\infty(\mathbb{C}_\gamma^+; H) \) and \( \omega_{s_n, k} \in H_\infty(\mathbb{C}_\gamma^+; \mathbb{C}^m) \) such that
\[ ((s_n + 2\gamma) I - A)^{-1} B_k = (s I - A)\xi_{s_n, k}(s) - B\omega_{s_n, k}(s), \quad s \in \mathbb{C}_\gamma^+. \]

Moreover, using (22) and Proposition 3.6, the functions \( \xi_{s_n, k} \) and \( \omega_{s_n, k} \) can be chosen in such a way that there exists a constant \( M > 0 \) with
\[ \| \xi_{s_n, k} \|_{H_\infty(\mathbb{C}_\gamma^+; H)} \leq M \quad \text{and} \quad \| \omega_{s_n, k} \|_{H_\infty(\mathbb{C}_\gamma^+; \mathbb{C}^m)} \leq M \]
for \( n \in \mathbb{N} \) and \( k \in \{1, \ldots, m\} \). Defining \( \Xi_{s_n}(s) := [\xi_{s_n, 1}(s), \ldots, \xi_{s_n, m}(s)] \) and \( \Omega_{s_n}(s) := [\omega_{s_n, 1}(s), \ldots, \omega_{s_n, m}(s)] \), we obtain
\[ ((s_n + 2\gamma) I - A)^{-1} B = (s I - A)\Xi_{s_n}(s) - B\Omega_{s_n}(s), \quad s \in \mathbb{C}_\gamma^+. \]

The functions \( \Xi_{s_n} \) and \( \Omega_{s_n} \) also are holomorphic on \( \mathbb{C}_\gamma^+ \) and there exists a number \( \tilde{M} > 0 \) with
\[ \| \Xi_{s_n} \|_{H_\infty(\mathbb{C}_\gamma^+; \mathbb{C}^m)} \leq \tilde{M} \quad \text{and} \quad \| \Omega_{s_n} \|_{H_\infty(\mathbb{C}_\gamma^+; \mathbb{C}^m \times \mathbb{C}^m)} \leq \tilde{M}. \]

Now for \( s \in \mathbb{C}_\gamma^+ \), we define the functions
\[ \tilde{\Xi}_{s_n}(s) := \Xi_{s_n}(s_n + s) \quad \text{and} \quad \tilde{\Omega}_{s_n}(s) := \Omega_{s_n}(s_n + s). \]

Since \( \text{Re}(s_n) \geq 0 \), the functions \( \tilde{\Xi}_{s_n} \) and \( \tilde{\Omega}_{s_n} \) also are holomorphic and bounded (with the same estimates) on \( \mathbb{C}_\gamma^+ \). Multiplying equation (23) (with \( s_n + s \) instead of \( s \)) by
\[ ((s_n + s) I - A)^{-1} B \left[ \tilde{\Omega}_{s_n}(s) - \frac{I}{s - 2\gamma} \right] = \tilde{\Xi}_{s_n}(s) - \frac{1}{s - 2\gamma} ((s_n + 2\gamma) I - A)^{-1} B. \]

Note that the existence of \( ((s_n + s) I - A)^{-1} B \), \( |s| < \tau \), is guaranteed by (20). Since \( \{\tilde{\Omega}_{s_n}\}_{n} \) is a uniformly bounded set in \( H_\infty(\mathbb{C}_\gamma^+; \mathbb{C}^m \times \mathbb{C}^m) \), there exists a subsequence \( \{\tilde{\Omega}_{s_{n_j}}\}_{j} \) of \( \{\tilde{\Omega}_{s_n}\}_{n} \) which converges uniformly on compact subsets of \( \mathbb{C}_\gamma^+ \) to a holomorphic function \( \tilde{\Omega} \in H_\infty(\mathbb{C}_\gamma^+; \mathbb{C}^m \times \mathbb{C}^m) \) (see Hille and Phillips [13, Theorem 3.14.2]). We denote this subsequence again by \( \{\tilde{\Omega}_{s_{n_j}}\}_{n_j} \).

For \( \beta \in (0, \tau] \) we define \( B(\beta) := \{s \in \mathbb{C} : |s| \leq \beta\} \). We now prove that there exists a number \( \tilde{\tau} \in (0, \tau] \) such that
\[ \det \left( \tilde{\Omega}(s) - \frac{I}{s - 2\gamma} \right) \neq 0 \]
for all \( s \in B(\tilde{\tau}) \setminus \{0\} \). If it were not true, then there would exist a sequence \((\delta_n)_n \subset B(\tau) \setminus \{0\}\), tending to 0 as \( n \) tends to \( \infty \), such that

\[
\det \left( \tilde{\Omega}(\delta_n) - \frac{I}{\delta_n - 2\gamma} \right) = 0, \quad n \in \mathbb{N}.
\]

Now

\[
\det \left( \tilde{\Omega}(\delta_n) - \frac{I}{\delta_n - 2\gamma} \right) = \det \left( (\delta_n - 2\gamma)\tilde{\Omega}(\delta_n) - I \right) \det \left( \frac{I}{\delta_n - 2\gamma} \right)
\]

implies that

\[
\det \left( (\delta_n - 2\gamma)\tilde{\Omega}(\delta_n) - I \right) = 0, \quad n \in \mathbb{N}.
\]

In other words, \( \det ((s - 2\gamma)\tilde{\Omega}(s) - I) \) would have a converging sequence of zeros in \( B(\tau) \). By the holomorphicity of \( \tilde{\Omega} \) on \( \mathbb{C}_+^+ \) and of the determinant on \( \mathbb{C}^{m \times m} \), we get that \( \det ((s - 2\gamma)\tilde{\Omega}(s) - I) \) is holomorphic on \( \mathbb{C}_+^+ \). Since \( -\tau > \sigma \), this would imply that the function \( \det ((s - 2\gamma)\tilde{\Omega}(s) - I) \) would be equal to zero everywhere on \( \mathbb{C}_+^+ \).

Taking \( s = 2\gamma \) (note that \( 2\gamma \in \mathbb{C}_+^+ \)), we get a contradiction. Therefore, there exists a number \( \tilde{\tau} \in (0, \tau] \) such that

\[
(26) \quad \det \left( \tilde{\Omega}(s) - \frac{I}{s - 2\gamma} \right) \neq 0 \quad \text{for all} \quad s \in B(\tilde{\tau}) \setminus \{0\}.
\]

On \( B(\tilde{\tau}) \) we now define the functions

\[
f_n(s) := \langle ((s + s_n)I - A)^{-1}Bu, y \rangle, \quad n \in \mathbb{N},
\]

where \( u \) and \( y \) are the vectors from (21). Since \( \tilde{\tau} < \delta \), we get by (20) that \( f_n \) is holomorphic, and so by the maximum principle there exists a number \( \theta_n \in [0, 2\pi) \) such that

\[
(27) \quad |f_n(\tilde{\tau}e^{i\theta_n})| \geq |f_n(0)|.
\]

Since (by (21)) \( \sup_{n \in \mathbb{N}} |f_n(0)| = \infty \), equation (27) implies

\[
(28) \quad \sup_{n \in \mathbb{N}} |f_n(\tilde{\tau}e^{i\theta_n})| = \infty.
\]

There now exists a subsequence of \( \{\theta_n\}_{n=1}^\infty \) which converges to \( \theta \in [0, 2\pi] \). Again we rename the subsequence \( \{\theta_n\}_{n=1}^\infty \). By the choice of \( \tilde{\tau} \), we have that

\[
\det \left( \tilde{\Omega}(\tilde{\tau}e^{i\theta}) - \frac{I}{\tilde{\tau}e^{i\theta} - 2\gamma} \right) \neq 0.
\]

The set of invertible matrices is open and \( \tilde{\Omega}_{s_n}(\tilde{\tau}e^{i\theta_n}) - \frac{I}{\tilde{\tau}e^{i\theta_n} - 2\gamma} \) converges to \( \tilde{\Omega}(\tilde{\tau}e^{i\theta}) - \frac{I}{\tilde{\tau}e^{i\theta} - 2\gamma} \). Thus there exists a number \( N \in \mathbb{N} \) such that

\[
\det \left( \tilde{\Omega}_{s_n}(\tilde{\tau}e^{i\theta_n}) - \frac{I}{\tilde{\tau}e^{i\theta_n} - 2\gamma} \right) \neq 0, \quad n \geq N.
\]
Multiplying (25) (with \( s := \tilde{\tau}e^{i\theta_n} \)) by \( [\tilde{\Omega}_{s_n}(\tilde{\tau}e^{i\theta_n}) - \frac{I}{\tilde{\tau}e^{i\theta_n} - 2\gamma}]^{-1}u \) and taking the inner product with \( y \), we obtain

\[
 f_n(\tilde{\tau}e^{i\theta_n}) = \left\langle \tilde{\Omega}_{s_n}(\tilde{\tau}e^{i\theta_n}) - \frac{I}{\tilde{\tau}e^{i\theta_n} - 2\gamma}, ((s_n + 2\gamma)I - A)^{-1}B \right\rangle u, y \right⟩. \tag{29} \]

Now \([\tilde{\Omega}_{s_n}(\tilde{\tau}e^{i\theta_n}) - \frac{I}{\tilde{\tau}e^{i\theta_n} - 2\gamma}]^{-1}\) converges to \([\tilde{\Omega}(\tilde{\tau}e^{i\theta}) - \frac{I}{\tilde{\tau}e^{i\theta} - 2\gamma}]^{-1}\). Thus using (22) and (24), we see that the right-hand side of (29) is bounded. However, this is in contradiction with (28) and so

\[
 \sup_{n \in \mathbb{N}} \|(s_nI - A)^{-1}B\| < \infty. \tag{30} \]

It now remains to prove that \(\sup_{n \in \mathbb{N}} \|(s_nI - A)^{-1}\| < \infty. \) Assume that \(\sup_{n \in \mathbb{N}} \|(s_nI - A)^{-1}\| = \infty. \) By the principle of uniform boundedness there exists a \( z \in H \) such that

\[
 \sup_{n \in \mathbb{N}} \|(s_nI - A)^{-1}z\| = \infty. \tag{31} \]

By Proposition 3.6 there exist \( \omega_z \in H_\infty(C_\sigma^+; \mathbb{C}^m) \) and \( \xi_z \in H_\infty(C_\sigma^+; H) \) such that we have

\[
 \xi_z(s_n) = (s_nI - A)^{-1}z + (s_nI - A)^{-1}B\omega_z(s_n), \quad n \in \mathbb{N}. \]

Since \( \{\|\xi_z(s_n)\|\}_n \) and \( \{\|\omega_z(s_n)\|\}_n \) are bounded sets, it follows with (31) that

\[
 \sup_{n \in \mathbb{N}} \|(s_nI - A)^{-1}B\| = \infty \]

which is in contradiction with (30). This completes the proof. \( \Box \)

**Corollary 5.13.** Assume that \( \Sigma(A, B) \) is optimizable and let \( A \) satisfy the SDA. Then

\[
 (I - A)^{-1} \in L_\infty(i\mathbb{R}; \mathcal{L}(H)) \quad \text{and} \quad (I - A)^{-1}B \in L_\infty(i\mathbb{R}; \mathcal{L}(C^m, H)). \]

**Proof.** Since \( A \) satisfies the SDA, there exists a \( \delta > 0 \) such that \( C_\delta^+ \cap C_\delta^- \subset \rho(A) \). Now it is easy to see that \((I - A)^{-1} : i\mathbb{R} \to \mathcal{L}(H) \) and \((I - A)^{-1}B : i\mathbb{R} \to \mathcal{L}(C^m, H) \) are continuous. If the statement does not hold, then there exists a sequence \( (s_n)_n \in i\mathbb{R} \) such that

\[
 \lim_{n \to \infty} \|(s_nI - A)^{-1}\| = \infty \quad \text{or} \quad \lim_{n \to \infty} \|(s_nI - A)^{-1}B\| = \infty, \]

which is in contradiction with Lemma 5.12. \( \Box \)

By \( g_{\sigma_p}(A) \) we denote the **bound for the point spectrum** of \( A \), i.e.,

\[
 g_{\sigma_p}(A) := \sup\{\Re(\lambda) \mid \lambda \in \sigma_p(A)\}. \]

It is easy to see that \( g_{\sigma_p}(A) \leq g_b(T) \). The following theorem shows that for an optimizable system \( \Sigma(A, B) \) we cannot have \( g_{\sigma_p}(A) < 0 \leq g_b(T) \). For one-dimensional control operators this result also can be found in [28].
Theorem 5.14. Assume that $\Sigma(A, B)$ is optimizable and that $\sigma_p(A) \subset \mathbb{C}_{-\tau}$ for some $\tau > 0$. Then $T(t)$ is exponentially stable.

Proof. If $T(t)$ is not exponentially stable, then Huang [14] shows that $\|(sI - A)^{-1}\|$ is not bounded in $\mathbb{C}_0^+$. Therefore, there exists a sequence $(s_n)_n \subset \mathbb{C}_0^+$ such that

$$\lim_{n \to \infty} \|(s_n I - A)^{-1}\| = \infty.$$  

(32)

Since $\Sigma(A, B)$ is optimizable, by Theorem 3.3 there exists an LQ-stabilizing feedback $F$. By Proposition 3.5 we get that $\sigma^+_p(A)$ consists of only point spectrum. Thus, for $-\delta := \max\{-\tau, g^F_0\}$ we obtain $\sigma^+_{-\delta}(A) = \emptyset$. From the fact $\sigma^-_{-\delta}(A) = \emptyset$, we see that the sequence $(s_n)_n$ satisfies equation (20). Hence equation (32) is in contradiction with the result of Lemma 5.12.

Remark 5.15. There are many cases where a generator satisfies $g_{\sigma_p}(A) < 0$ and $g_0(T) \geq 0$. This can happen, for example, when the spectrum consists solely of eigenvalues, but the multiplicity of the eigenvalues is not bounded (see Zabczyk [39]) or for certain shift semigroups (see Greiner, Voigt, and Wolff [11] or Curtain and Zwart [3, Example 5.1.4]). This means that for such generators $A$ there exists no admissible finite-rank control operator $B$ for $T(t)$ such that the system $\Sigma(A, B)$ is optimizable.

We are now going to prove the main result of this section.

Proof of Theorem 5.3. Since $\Sigma(A, B)$ is optimizable, we have from Theorem 3.3 the existence of an LQ-stabilizing feedback $F$. Let $T_F(t)$ be as in Definition 3.2, and let $g^F_0$ be the (negative) growth bound of $T_F(t)$. By the SDA we have the existence of $g_1 < 0 < g_2$ such that (18) holds. Since (18) remains valid if we increase $g_1$ ($g_1$ must remain negative), without loss of generality we may assume that $g^F_0 < g_1$ holds. Let $g \in (g_1, g_2)$ be arbitrary. By Theorem 3.3 and Proposition 3.4 the system $\Sigma(A - gI, B)$ is optimizable. The choice of $g$ implies the existence of $\delta > 0$ such that

$$\mathbb{C}_{-\delta}^- \cap \mathbb{C}_{-\delta}^- \subset \rho(A - gI),$$

and thus Corollary 5.13 shows

$$((\cdot + g)I - A)^{-1} \in L_\infty(i\mathbb{R}; \mathcal{L}(H)).$$

Therefore Prüss [24, Corollary 5] shows that

$$\{\lambda \in \mathbb{C} \mid |\lambda| = e^g\} \subset \rho(T(1))$$

holds. Since $g \in (g_1, g_2)$ is arbitrary, this implies

$$\{\lambda \in \mathbb{C} \mid e^{g_1} < |\lambda| < e^{g_2}\} \subset \rho(T(1)).$$

Let $c \in (g_1, g_2)$ be arbitrary and define $P \in \mathcal{L}(H)$ by

$$P := \int_{|s| = ce} (sI - T(1))^{-1} \, ds.$$ 

It is easy to see that $P^2 = P$ holds, i.e., $P$ is a projection, and that $P$ commutes with the $C_0$-semigroup $T(t)$. Thus part (1) is satisfied. Define $H_\delta := \text{Im}(P)$ and $H_u := \text{N}(P)$. Then the spectrum of the $C_0$-semigroup $T_u(t) := PT(t)$ on $H_\delta$ satisfies

$$\sigma(T_u(1)) \subset \{\lambda \in \mathbb{C} \mid |\lambda| < e^{g_1}\},$$
and thus we get that the spectral radius of $T_u(1)$ is less than 1. Therefore, $T_u(t)$ is an exponentially stable $C_0$-semigroup on $H_u$, which proves part 2. Similarly, the spectrum of the $C_0$-semigroup $T_u(t) := (I - P)T(t)$ on $H_u$ satisfies

$$\sigma(T_u(1)) \subset \{ \lambda \in \mathbb{C} | e^{\| \lambda \|} < 1 \},$$

and thus $0 \notin \sigma(T_u(1))$. Then Pazy [22, Theorem 6.5] shows that $T_u(t)$ can be embedded in a $C_0$-group, and so part 3 follows. Since

$$\sigma(T_u(-1)) = \sigma((T_u(1))^{-1}) \subset \{ \lambda \in \mathbb{C} | |\lambda| < e^{-\| \lambda \|} \},$$

we get that the spectral radius of $T_u(-1)$ is less than 1. Thus $-A_u$ generates an exponentially stable $C_0$-semigroup on $H_u$, and so part 4 follows.

Lemma 4.4 now shows that $(I - \tilde{P})B$ is an admissible control operator for $T_u(t)$. Thus it remains to prove that $\Sigma(A_u, (I - \tilde{P})B)$ is exactly controllable in finite time. Since $T_F(t)$ and $T_u(-t)$ are exponentially stable, the operator $T_u(-t)(I - P)T_F(t)|_{H_u} \in L(H_u)$ satisfies the estimate

$$\|T_u(-t)(I - P)T_F(t)|_{H_u}\| \leq Ce^{-\tau t}, \quad t \geq 0,$$

for some $C, \tau > 0$. The proof that $\Sigma(A_u, (I - \tilde{P})B)$ is exactly controllable in finite time now exactly follows the proof of Theorem 5.10.

6. More information on the spectrum of $A$. In this section, we show that the spectrum of the generator $A$ has to be of a special form for the system $\Sigma(A, B)$ to be optimizable. In Proposition 3.5 we saw already that for any LQ-stabilizing feedback $F$, the spectrum of $A$ in the right-half plane $\mathbb{C}^+_{\text{g}}$ consists only of point spectrum with finite multiplicity and contains no finite accumulation point. We now prove that the eigenvalues cannot go too slowly to infinity if the system $\Sigma(A, B)$ is optimizable.

Let $\lambda_0$ be an isolated point of $\sigma(A)$ and an eigenvalue of $A$. Then $P_{\lambda_0} \in L(H)$, given by

$$P_{\lambda_0}x := \frac{1}{2\pi i} \int_{\Gamma} (\lambda I - A)^{-1}x d\lambda,$$

where $\Gamma$ is a simple closed contour in $\mathbb{C}$ with $\lambda_0$ the only point of $\sigma(A)$ in its interior and no points of $\sigma(A)$ on $\Gamma$, is a projection onto the spectral subspace corresponding to $\lambda_0$; see [3, Lemma 2.5.7]. The dimension of $P_{\lambda_0}H$ is called the algebraic multiplicity, denoted by $m_a(\lambda_0, A)$, and the geometric multiplicity is given by $m_g(\lambda_0, A) := \dim(N(\lambda_0I - A))$. If there exists a number $p(\lambda_0, A) > 0$ such that $(A - \lambda_0I)^{p(\lambda_0, A)} - 1P_{\lambda_0} \neq 0$, while $(A - \lambda_0I)^pP_{\lambda_0} = 0$ for all $p \geq p(\lambda_0, A)$, then the point $\lambda_0$ is called pole of $(A - \lambda_0I)^{-1}$ of order $p(\lambda_0, A)$. In [1, p. 73] it is shown that

$$\max\{m_g(\lambda_0, A), p(\lambda_0, A)\} \leq m_a(\lambda_0, A) \leq p(\lambda_0, A)m_g(\lambda_0, A)$$

holds. The main result of this section is the following theorem.

THEOREM 6.1. Assume that the system $\Sigma(A, B)$ is optimizable. Then for any LQ-stabilizing feedback $F$, the spectral subset $\sigma^+_{g}(A) = \{\lambda_n\}_{n \in \mathbb{N}}$ satisfies

$$m_g(\lambda_n, A) \leq m, \quad n \in \mathbb{N},$$
where $m$ is the dimension of the input space, and for every $g > g^*_0$ we have

$$\sum_{n \in \mathbb{N}, \text{Re}(\lambda_n) > g} \frac{m_a(\lambda_n, A)}{|\lambda_n - g|^2} < \infty.$$  

Moreover, the finite-dimensional systems $\Sigma(A | p_{\lambda_n} H, \tilde{P}_{\lambda_n} B)$ are controllable.

In [7], Fattorini proved a result that is similar to equation (34). He considers systems $\Sigma(A, B)$ with bounded control operators and assumes that there exists a nonzero holomorphic function $f$, being the Laplace transform of a function with compact support, such that for every $x \in \text{Im}(f(A))$ there exists an input $u$, which may be a $\sigma$-additive measure with compact support, such that

$$x = \int_0^t T(t - \rho)Bu(d\rho).$$

In this situation Fattorini proved that

$$\sum_{\lambda \in \sigma^+(A)} \frac{m_a(\lambda, A)\text{Re}(\lambda)}{1 + |\lambda|^2} < \infty.$$ 

For the proof of Theorem 6.1 we need the following lemma.

**Lemma 6.2.** Let $\lambda$ be an isolated point of $\sigma(A)$ and an eigenvalue of $A$. Then $A^\ast$ is an isolated point of $\sigma(A^\ast)$ and an eigenvalue of $A^\ast$ with $m_g(\lambda, A^\ast) = m_g(\lambda, A)$, $m_a(\lambda, A^\ast) = m_a(\lambda, A)$, and $p(\lambda, A^\ast) = p(\lambda, A)$.

**Proof.** The proof follows directly from Kato [18, Remark III 6.23]. \qed

**Proof of Theorem 6.1.** In Proposition 3.5 it is shown that $\sigma^+_F(A)$ consists only of point spectrum with finite multiplicity and contains no finite accumulation point in $\sigma_{g^*_0}^+(A)$. Thus we can write $\sigma^+_F(A)$ as $\{\lambda_n\}_{n \in \mathbb{N}}$. That the finite-dimensional systems $\Sigma(A | p_{\lambda_n} H, \tilde{P}_{\lambda_n} B)$ are controllable follows directly from [28].

1. We prove that $m_g(\lambda_n, A) \leq m$ for all $n \in \mathbb{N}$. Let $n \in \mathbb{N}$. By Proposition 3.6, for every $x_0 \in \mathcal{H}$ there exist a vector $\xi \in \mathcal{H}$ and $\omega \in \mathbb{C}^m$ such that

$$x_0 = (\lambda_n I - A)\xi - B\omega.$$ 

Since $\tilde{P}_{\lambda_n}$ commutes with $A$, this implies

$$P_{\lambda_n} x_0 = (\lambda_n I - A)P_{\lambda_n} \xi - \tilde{P}_{\lambda_n} B\omega$$

and therefore $(\lambda_n I - A)P_{\lambda_n} H + \tilde{P}_{\lambda_n} B\mathbb{C}^m \supset P_{\lambda_n} H$. Thus we have

$$m_a(\lambda_n, A) = \dim(P_{\lambda_n} H) \leq \dim((\lambda_n I - A)P_{\lambda_n} H) + \dim(\tilde{P}_{\lambda_n} B\mathbb{C}^m) \leq m_a(\lambda_n, A) - m_g(\lambda_n, A) + m,$$

which shows $m_g(\lambda_n, A) \leq m$.

2. We prove

$$\sum_{n \in \mathbb{N}, \text{Re}(\lambda_n) > g} \frac{m_a(\lambda_n, A)(\text{Re}(\lambda_n) - g)}{1 + |\lambda_n - g|^2} < \infty.$$
for every $g > g_0^p$. Let $g > g_0^p$ and $\tau \in (g_0^p, g)$. Then there exists $\alpha \in \rho(A)$ with $\Re(\alpha) \in (\tau, g)$. We write $B$ as $B = [b_1, \ldots, b_m]$. By Proposition 3.6, for every $k \in \{1, \ldots, m\}$ there exist $\xi_k \in H_\infty(C_\tau^+; H)$ and $\omega_k \in H_\infty(C_\tau^+; \mathbb{C}^m)$ such that

$$(\alpha I - A)^{-1}b_k = (sI - A)\xi_k(s) - B\omega_k(s), \quad s \in C_\tau^+.$$  

Defining $\Xi(s) := [\xi_1(s), \ldots, \xi_m(s)]$ and $\Omega(s) := [\omega_1(s), \ldots, \omega_m(s)]$ we obtain

$$(\alpha I - A)^{-1}B = (sI - A)\Xi(s) - B\Omega(s), \quad s \in C_\tau^+.$$  

The functions $\Xi$ and $\Omega$ also are holomorphic and bounded on $C_\tau^+$. Multiplying (35) by $(sI - A)^{-1}$ and using the resolvent identity, we obtain

$$\frac{1}{s - \alpha}(\alpha I - A)^{-1}B = \Xi(s) - (sI - A)^{-1}B\left[\Omega(s) - \frac{1}{s - \alpha}I\right], \quad s \in C_\tau^+ \setminus \sigma(A).$$

Since the term on the left-hand side and the first term of the right-hand side are holomorphic on $C_\tau^+$, the function $(sI - A)^{-1}B[\Omega(s) - \frac{1}{s - \alpha}I]$ also is holomorphic on $C_\tau^+$. Defining

$$F(s) := \left[\Omega(s) - \frac{1}{s - \alpha}I\right], \quad s \in C_\tau^+,$$

it is easy to see that $F(s)^{-1}\det(F(s))$ is holomorphic on $C_\tau^+$. Thus

$$G(s) := (sI - A)^{-1}B\det(F(s))$$

$$= (sI - A)^{-1}B\left[\Omega(s) - \frac{1}{s - \alpha}I\right] \cdot F(s)^{-1}\det(F(s))$$

is holomorphic on $C_\tau^+$. Next we show that every $\lambda \in \sigma_\tau^+(A)$ is a zero of $\det(F(s))$ with order at least $p(\lambda, A)$. Let us assume that this is not true. Then there is one $\lambda_0 \in \sigma_\tau^+(A)$ such that $\lambda_0$ is no zero of $\det(F(s))$ or $\lambda_0$ is a zero of $\det(F(s))$, but the order of $\lambda_0$ as zero of $\det(F(s))$ is less than $p := p(\lambda_0, A)$. By $f^{(i)}$ we denote the $i$th derivative of $f$. Let $k_0 \in \{0, \ldots, p - 1\}$ be such that $\det(F(\lambda_0))^{(k_0)} = 0$, $i = 0, \ldots, k_0 - 1$, while $\det(F(\lambda_0))^{(k_0)} \neq 0$ and let $\delta > 0$ be such that $B(\lambda_0) := \{s \in \mathbb{C} \mid 0 < |s - \lambda_0| < \delta\} \subset \rho(A)$. Since $P_{\lambda_0}$ commutes with the resolvent $(\cdot I - A)^{-1}$, by Lemma 4.2 we obtain that

$$G_{\lambda_0}(s) := P_{\lambda_0}G(s)$$

$$= (sI - A|_{P_{\lambda_0}H})^{-1}\tilde{P}_{\lambda_0}B\det(F(s))$$

is holomorphic on $C_\tau^+$. Since $(sI - A|_{P_{\lambda_0}H})^{-1} = (sI - A)^{-1}$ on $P_{\lambda_0}H$ (see Lemma 4.2), we get $p = p(\lambda_0, A|_{P_{\lambda_0}H})$. Expressing $(\cdot I - A|_{P_{\lambda_0}H})^{-1}$ in its Laurent series, we obtain

$$G_{\lambda_0}(s) = \tilde{G}_{\lambda_0}(s) + \sum_{k=0}^{p-1} \frac{\det(F(s))}{(s - \lambda_0)^{k+1}}(\lambda_0 I - A|_{P_{\lambda_0}H})^k\tilde{P}_{\lambda_0}B, \quad s \in B(\lambda_0),$$
where $\tilde{G}_{\lambda_0}(s)$ is a holomorphic function on $B(\lambda_0) \cup \{\lambda_0\}$. Since $\lambda_0$ is a zero of $\det(F(s))$ with order $k_0$, we get
\[
\sum_{k=0}^{k_0-1} \frac{\det(F(s))}{(s-\lambda_0)^{k+1}} (\lambda_0 I - A|_{P_{\lambda_0} H})^k \tilde{P}_{\lambda_0} B
\]
is holomorphic at $\lambda_0$. Since $G_{\lambda_0}(s)$ is holomorphic at $\lambda_0$, this would imply that
\[
\sum_{k=k_0}^{p-1} \frac{\det(F(s))}{(s-\lambda_0)^{k+1}} (\lambda_0 I - A|_{P_{\lambda_0} H})^k \tilde{P}_{\lambda_0} B
\]
is holomorphic on $\mathbb{C}^+_g$. Thus using the definition of a pole, we get that
\[
(\lambda_0 I - A|_{P_{\lambda_0} H})^{p-k_0-1} \sum_{k=k_0}^{p-1} \frac{\det(F(s))}{(s-\lambda_0)^{k+1}} (\lambda_0 I - A|_{P_{\lambda_0} H})^k \tilde{P}_{\lambda_0} B = \frac{\det(F(s))}{(s-\lambda_0)^{k_0+1}} (\lambda_0 I - A|_{P_{\lambda_0} H})^{p-1} \tilde{P}_{\lambda_0} B
\]
is holomorphic at $\lambda_0$. However, this can only happen if $(\lambda_0 I - A|_{P_{\lambda_0} H})^{p-1} \tilde{P}_{\lambda_0} B = 0$. By the definition of a pole there is a $x \in P_{\lambda_0} H$ such that $(\lambda_0 I - A|_{P_{\lambda_0} H})^{p-1} x \neq 0$. The optimizability of system $\Sigma(A, B)$ implies that there are elements $y \in H$ and $u \in \mathbb{C}^m$ such that
\[
x = (\lambda_0 I - A)y - Bu.
\]
Since $x \in P_{\lambda_0} H$, this implies $x = (\lambda_0 I - A|_{P_{\lambda_0} H})P_{\lambda_0} y - \tilde{P}_{\lambda_0} Bu$. Multiplying both sides with $(\lambda_0 I - A|_{P_{\lambda_0} H})^{p-1}$, we get
\[
0 \neq (\lambda_0 I - A|_{P_{\lambda_0} H})^{p-1} x = (\lambda_0 I - A|_{P_{\lambda_0} H})^p y - (\lambda_0 I - A|_{P_{\lambda_0} H})^{p-1} \tilde{P}_{\lambda_0} Bu = 0,
\]
which is a contradiction. Thus

\[
f(s) := \det(F(s)), \quad s \in \mathbb{C}^+_g,
\]
is holomorphic and bounded on $\mathbb{C}^+_g$ and every $\lambda \in \mathbb{C}^+_g \cap \sigma(A)$ is a zero of $f$ with order at least $p(\lambda, A)$.

Next we show that $f$ is not identically zero. Assume that $f$ is identical to zero on $\mathbb{C}^+_g$. Using (36), (37),
\[
f(s) = \det((s-\alpha)\Omega(s) - I) \det\left(\frac{1}{s-\alpha} I\right), \quad s \in \mathbb{C}^+_g,
\]
it would imply that
\[
\det((s-\alpha)\Omega(s) - I) = 0, \quad s \in \mathbb{C}^+_g.
\]
Now the holomorphicity of $\det((s-\alpha)\Omega(s) - I)$ on $\mathbb{C}^+_g$ implies
\[
0 = \det((\alpha-\alpha)\Omega(\alpha) - I) = \det(I) = 1,
\]
which is a contradiction. Thus \( f \neq 0 \) on \( \mathbb{C}_g^+ \).

Applying now Duren [6, Theorem 11.3] to \( f \in H_\infty(\mathbb{C}_g^+) \) shows

\[
\sum_{n \in \mathbb{N}, \text{Re}(\lambda_n) > g} \frac{p(\lambda_n, A)(\text{Re}(\lambda_n) - g)}{1 + |\lambda_n - g|^2} < \infty.
\]

Therefore, using (33) and \( m_g(\lambda_n, A) \leq m \), we get

\[
\sum_{n \in \mathbb{N}, \text{Re}(\lambda_n) > g} \frac{m_a(\lambda_n, A)(\text{Re}(\lambda_n) - g)}{1 + |\lambda_n - g|^2} < \infty.
\]

3. It remains to prove that

\[
\sum_{n \in \mathbb{N}, \text{Re}(\lambda_n) > g} \frac{m_a(\lambda_n, A)}{|\lambda_n - g|^2} < \infty
\]

for every \( g > g^* \). Let \( k_n := m_a(\lambda_n, A), g > g^* \) and \( \hat{g} \in (g^*, g) \). By part (2), we have

\[
\sum_{n \in \mathbb{N}, \text{Re}(\lambda_n) > g} \frac{k_n(\text{Re}(\lambda_n) - g)}{1 + |\lambda_n - g|^2} < \infty \quad \text{and} \quad \sum_{n \in \mathbb{N}, \text{Re}(\lambda_n) > g} \frac{k_n(\text{Re}(\lambda_n) - \hat{g})}{1 + |\lambda_n - \hat{g}|^2} < \infty.
\]

For any \( \lambda \in \mathbb{C} \) with \( |\lambda - g| \geq 1 \) we get

\[
\frac{1}{1 + |\lambda - g|^2} = \frac{1}{1 + |\lambda - \hat{g}|^2} \frac{1 + |\lambda - \hat{g}|^2}{1 + |\lambda - g|^2} \leq \frac{1}{1 + |\lambda - \hat{g}|^2} \frac{1 + (|\lambda - g| + |g - \hat{g}|)^2}{1 + |\lambda - g|^2} = \frac{(1 + g - \hat{g})^2}{1 + |\lambda - \hat{g}|^2}.
\]

Let \( J_1 := \{ n \in \mathbb{N} \mid \lambda_n \in \sigma_g^+(A) \text{ and } |\lambda_n - g| \geq 1 \} \) and \( J_2 := \{ n \in \mathbb{N} \mid \lambda_n \in \sigma_g^+(A) \text{ and } |\lambda_n - g| < 1 \} \). Since \( J_2 \) consists only of finitely many points, we get

\[
\sum_{n \in J_2} \frac{k_n}{|\lambda_n - g|^2} < \infty.
\]

Thus the statement follows directly from the calculation

\[
\sum_{n \in J_1} \frac{k_n}{|\lambda_n - g|^2}
\]

\[
\leq 2 \sum_{n \in J_1} \frac{k_n}{1 + |\lambda_n - g|^2}
\]

\[
= \frac{2}{g - \hat{g}} \left[ \sum_{n \in J_1} \frac{\text{Re}(\lambda_n - \hat{g})}{1 + |\lambda_n - g|^2} - \sum_{n \in J_1} \frac{\text{Re}(\lambda_n - g)}{1 + |\lambda_n - g|^2} \right]
\]

\[
\overset{(38)}{\leq} \frac{2(1 + g - \hat{g})}{g - \hat{g}} \sum_{n \in J_1} \frac{k_n \text{Re}(\lambda_n - \hat{g})}{1 + |\lambda_n - g|^2} - \frac{2}{g - \hat{g}} \sum_{n \in J_1} \frac{k_n \text{Re}(\lambda_n - g)}{1 + |\lambda_n - g|^2}
\]

\[
< \infty. \quad \square
\]
The next proposition gives a simple necessary condition for optimizability of a system Σ(A, B).

**Proposition 6.3.** Assume that the system Σ(A, B) is optimizable, and let F be an LQ-stabilizing feedback. Then for every \( g > g_b^F \) there exist constants \( M_1, M_2 > 0 \) such that

\[
M_1 \leq \| B^* \psi \| \leq M_2
\]

for every \( \psi \in N(\overline{\lambda I - A^*}) \) with \( \| \psi \| = 1 \), where \( \lambda \) is an eigenvalue of \( A \) with \( \text{Re}(\lambda) > g \).

**Proof.** Let \( g > g_b^F \). Using Proposition 3.6 there exists \( M'_1 > 0 \), such that for every \( \psi \in H \) with \( \| \psi \| = 1 \) and every \( \lambda \in \mathbb{C}^+ \) there is a \( \xi_\psi \in H \) and \( \omega_\psi \in \mathbb{C}^m \) such that

\[
(39) \quad \psi = (\lambda I - A)\xi_\psi - B\omega_\psi
\]

and \( \| \xi_\psi \|_H, \| \omega_\psi \| \leq M'_1 \). We now choose \( \psi \in N(\overline{\lambda I - A^*}) \) with \( \| \psi \| = 1 \), where \( \lambda \) is an eigenvalue of \( A \) with \( \text{Re}(\lambda) > g \). Note that by Lemma 6.2 there exists such a \( \psi \).

Taking the inner product of (39) with \( \psi \), we obtain

\[
1 = \langle \xi_\psi, (\lambda I - A^*)\psi \rangle - \langle B\omega_\psi, \psi \rangle = -\langle \omega_\psi, B^* \psi \rangle
\]

and thus

\[
1 \leq M'_1 \| B^* \psi \|.
\]

Next we prove that there exists a constant \( M_2 > 0 \) such that \( \| B^* \psi \| \leq M_2 \). Since \( B \) is an admissible control operator for \( T(t) \), there exist \( t_1 > 0 \) and \( M > 0 \) such that

\[
\left\| \int_0^{t_1} T(t_1 - \rho)Bu(\rho) \, d\rho \right\| \leq M \| u \|_{L_2(0, t_1; \mathbb{C}^m)}
\]

for every \( u \in L_2(0, t_1; \mathbb{C}^m) \). Let \( K := \sup_{\lambda \in \sigma(A)} \text{Re}(\lambda) < \infty \) and define

\[
f(\mu) := \begin{cases} 
1 - e^{-2\mu t_1}, & \mu \in [g, K]\{0\}, \\
\frac{1 - e^{-2\mu t_1}}{t_1}, & \mu = 0.
\end{cases}
\]

By l'Hôpital's rule, \( f \) is continuous on \([g, K]\) and so

\[
\sup_{\mu \in [g, K]} |f(\mu)| < \infty.
\]

Let \( \psi \in N(\overline{\lambda I - A^*}) \) with \( \| \psi \| = 1 \), where \( \lambda \) is an eigenvalue of \( A \) with \( \text{Re}(\lambda) > g \). We define \( u_\lambda \in L_2(0, t_1; \mathbb{C}) \) by

\[
u_\lambda(\rho) := \frac{1}{t_1} e^{-\lambda(t_1 - \rho)}, \quad \rho \in [0, t_1].
\]

This implies

\[
\| B^* \psi \| = \sup_{\| u \| = 1} |\langle u, B^* \psi \rangle| = \sup_{\| u \| = 1} |\langle Bu, \psi \rangle| = \sup_{\| u \| = 1} \left| \int_0^{t_1} u_\lambda(\rho) e^{\lambda(t_1 - \rho)} \, d\rho \langle Bu, \psi \rangle \right|
\]

\[
= \sup_{\| u \| = 1} \left| \int_0^{t_1} \langle Bu_\lambda(\rho), e^{\lambda(t_1 - \rho)} \psi \rangle \, d\rho \right| = \sup_{\| u \| = 1} \left| \int_0^{t_1} \langle Bu_\lambda(\rho), T^*(t_1 - \rho) \psi \rangle \, d\rho \right|
\]
exponentially stable part and an exactly controllable part. We now give a precise
that every optimizable system \( \Sigma(\lambda, \sigma) \) with \( \lambda \) satisfying SDA can be split into an
exponentially stable part and an exactly controllable part. We now give a precise
definition of the spaces \( H_u \) and \( H_s \). We now give a precise
definition of the spaces \( H_u \) and \( H_s \) appearing in Theorem 5.3. Note that by the
definition of \( H_u \) and \( H_s \) we have \( H = H_u \oplus H_s \). The main result of this section is the
following theorem.

**Theorem 7.1.** Suppose \( \Sigma(A, B) \) is optimizable and let \( A \) satisfy the SDA. Then
the spaces \( H_u \) and \( H_s \) in Theorem 5.3 are given by

\[
H_u = \overline{\text{span}}_{n \in \mathbb{N}} P_{\lambda^n} H,
H_s = \{ x \in H | T(\cdot) x \in L_2(0, \infty; H) \},
\]

where \( \sigma(A) \cap \mathbb{C}_+^* = \{ \lambda_n \}_{n \in \mathbb{N}} \) (see Theorem 6.1).

In order to prove this theorem we need a series of lemmas.

**Lemma 7.2.** Suppose that \( \Sigma(A, B) \) is optimizable and let \( A \) satisfy the SDA. Then
there exists a constant \( C > 0 \) such that

\[
\|(I - A)^{-1} x\|_{L_2(\mathbb{R}; H)} \leq C \| x \|
\]

for every \( x \in H \).

**Proof.** Let \( F \) be an LQ-stabilizing feedback, and choose a negative \( \sigma \) larger than \( g_F^\circ \). Then by Proposition 3.6 there exists a constant \( \tilde{C} > 0 \) such that for every \( x \in H \)
there exist \( \xi_x \in H_2(\mathbb{C}_+^*, H) \) and \( \omega_x \in H_2(\mathbb{C}_+^*, \mathbb{C}^m) \) such that

\[
(itI - A)^{-1} x = \xi_x(it) - (itI - A)^{-1} B \omega_x(it), \quad t \in \mathbb{R},
\]

\[
\| \xi_x \|_{H_2(\mathbb{C}_+^*, H)} \leq \tilde{C} \| x \|_H \quad \text{and} \quad \| \omega_x \|_{H_2(\mathbb{C}_+^*, \mathbb{C}^m)} \leq \tilde{C} \| x \|_H.
\]

Using Corollary 5.13, we obtain \( (I - A)^{-1} B \in L_\infty(\mathbb{R}; L(\mathbb{C}^m, H)) \) and thus for \( x \in H \)
(40) implies

\[
\|(I - A)^{-1} x\|_{L_2(\mathbb{R}; H)} \leq \| \xi_x(\cdot) \|_{L_2(\mathbb{R}; H)} + \| (I - A)^{-1} B \|_{L_\infty(\mathbb{R}; L(H, H))} \| \omega_x(\cdot) \|_{L_2(\mathbb{R}; \mathbb{C}^m)} \leq C \| x \|_H
\]

for some \( C > 0 \) independent of \( x \). \( \square \)

**Lemma 7.3.** Suppose that \( \Sigma(A, B) \) is exactly controllable in finite time and that
\( A \) generates a \( C_0 \)-group \( T(t) \) on \( H \). Then

\[
H = \overline{\text{span}}_{n \in \mathbb{N}} P_{\lambda^n} H,
\]

where \( \lambda_n \) are the eigenvalues of \( A \).

**Proof.** For a \( C_0 \)-group there is a real constant \( \gamma \) such that \( -A + \gamma I \) generates
an exponentially stable \( C_0 \)-semigroup. Since the assumptions made in the theorem
also hold for \( A - \gamma I \), we may without loss of generality assume that \( -A \) generates

\[
\int_0^{t_1} (t_1 - \rho) Bu \psi(d\rho) = \sup_{\| u \|_1 = 1} \left| \int_0^{t_1} T(t_1 - \rho) Bu \psi(d\rho) \right|
\]

\[
\leq \sup_{\| u \|_1 = 1} \left| \int_0^{t_1} T(t_1 - \rho) Bu \psi(d\rho) \right|
\]

\[
\leq M \sup_{\| u \|_1 = 1} \| u \|_{L_2(0, t_1; \mathbb{C}^m)}
\]

\[
\leq \frac{M}{t_1} f(\text{Re}(\lambda))^{1/2} \leq \frac{M}{t_1} \sup_{\mu \in [g, K]} |f(\mu)|^{1/2} := M_2.
\]
an exponentially stable \(C_0\)-semigroup. By Theorem 3.10 we have that the spectrum of \(A\) is purely point spectrum without (finite) accumulation points. We denote this spectrum by \(\{\lambda_n\}\).

Define \(V := \text{span}_{n \in \mathbb{N}} P_{\lambda_n} H\) and \(W := V^\perp\), and assume that \(W \neq \emptyset\). It is easy to see that \(V = T(t)\)-invariant. By Lemmas 4.2 and 4.3 we obtain that the system \(\Sigma(A_W, B_W)\) is exactly controllable in finite time. The corresponding \(C_0\)-semigroup on \(W\) is given by

\[
T_W(t) x = P_W T(t) x, \quad x \in W.
\]

Since \(W\) is the orthogonal complement of \(V\), it follows that \(W\) is \(T(t)^*\)-invariant, and

\[
T_W(t) x = T(t)^* x, \quad x \in W.
\]

The generator of \(T_W(t)\) is given by \(A_W^* := A^*|_W\). From the fact that the spectrum of \(A\) consists of only point spectrum with finite multiplicity and without an accumulation point, it follows that \(\sigma(A^*) = \{\lambda_n\}_n\), and \(\rho_{\infty}(A^*) = \rho(A^*)\). Using part (1) of Lemma 4.2 and (41), we have that

\[
\sigma(A_W^*) \subset \sigma(A^*) = \{\lambda_n\}_n.
\]

Let \(\varepsilon > 0\) be arbitrary. If \(\sigma_{\varepsilon}^+(A_W^*) \neq \emptyset\), then there exist a \(x \in W\) and an \(n \in \mathbb{N}\) such that \((sI - A_W^*)^{-1} x\) is not holomorphic at \(\lambda_n\) [18, p. 174]. Since \((sI - A_W^*)^{-1} x = (sI - A^*)^{-1} x\), \(s \in \rho(A^*)\), we get \((sI - A^*)^{-1} x\) is not holomorphic at \(\lambda_n\). This implies that

\[
\int_{\Gamma} (sI - A^*)^{-1} x \, ds \neq 0,
\]

where \(\Gamma\) is a simple closed contour in \(\mathbb{C}\) with only one point of \(\sigma(A^*)\) in its interior, namely \(\lambda_n\), and no points of \(\sigma(A^*)\) on \(\Gamma\). Now there is a \(y \in H\) such that

\[
\langle P_{\lambda_n} y, x \rangle = \left\langle y, \int_{\Gamma} (sI - A^*)^{-1} x \, ds \right\rangle \neq 0.
\]

This is in contradiction with \(P_{\lambda_n} y \in V\) and \(x \in W = V^\perp\). Thus \(\sigma_{\varepsilon}^+(A_W^*) = \emptyset\), and therefore \(\sigma_{\varepsilon}^-(A_W^*) = \emptyset\). Since \(\Sigma(A_W, B_W)\) is exactly controllable in finite time it is LQ-stabilizable as well. Thus Theorem 5.14 shows that there is a constant \(M > 0\) such that

\[
\|T_W(t)\| \leq M, \quad t \geq 0.
\]

This implies

\[
\|T(-t)\| \geq \|T_W(-t)\| \geq \frac{1}{\|T_W(t)\|} \geq M^{-1}, \quad t \geq 0,
\]

which is in contradiction with the exponential stability of \(-A\). Thus the assumption \(W \neq \emptyset\) does not hold, and so we get \(H = \text{span}_{n \in \mathbb{N}} P_{\lambda_n} H\).

Since \(L_2(\mathbb{C}_0^+; H)\) is a closed subset of \(L_2(i\mathbb{R}; H)\), we can write

\[
L_2(i\mathbb{R}; H) = L_2(\mathbb{C}_0^+; H) \oplus H_2(\mathbb{C}_0^+; H)^\perp,
\]
where $H_2(C_0^+; H)^\perp$ is the orthogonal complement in $L_2(i\mathbb{R}; H)$ of $H_2(C_0^+; H)$. In [3, Theorem A.6.22] it is shown that

\begin{equation}
H_2(C_0^+; H)^\perp = \{ f : C_0^- \to H | f(-\cdot) \in H_2(C_0^+; H) \} .
\end{equation}

**Proof of Theorem 7.1.** By Theorem 5.3 there exists a projection $P \in \mathcal{L}(H)$ such that (1)–(5) of Theorem 5.3 are satisfied. Lemma 7.2 shows that $(\cdot I - A)^{-1} x \in L_2(i\mathbb{R}; H)$ for every $x \in H$. If we define

$$
\tilde{H}_s = \{ x \in H | (\cdot I - A)^{-1} x \in H_2(C_0^+; H) \}
$$

and

$$
\tilde{H}_u = \{ x \in H | (\cdot I - A)^{-1} x \in H_2(C_0^+; H)^\perp \},
$$

then (42) shows that

$$
\tilde{H}_s \cap \tilde{H}_u = \{0\} .
$$

1. We now prove that $\tilde{H}_s$ and $\tilde{H}_u$ are closed, linear subspaces of $H$. We will prove this result only for $\tilde{H}_s$, as the proof for $\tilde{H}_u$ is very similar. That $\tilde{H}_s$ is a linear subspace of $H$ follows immediately from the fact that $H_2(C_0^+; H)$ is a linear vector space. In order to prove the closedness we choose a sequence $(z_n)_n$ in $\tilde{H}_s$ which converges to $z \in H$. By Lemma 7.2 we get

$$
\lim_{n \to \infty} \|(\cdot I - A)^{-1} z_n - (\cdot I - A)^{-1} z\|_{L_2(i\mathbb{R}; H)} \leq C \lim_{n \to \infty} \|z_n - z\|_H = 0 .
$$

Since $H_2(C_0^+; H)$ is a closed subspace of $L_2(i\mathbb{R}; H)$, this implies that $(\cdot I - A)^{-1} z \in H_2(C_0^+; H)$, and so $\tilde{H}_s$ is closed.

2. We now prove that $H_u \subset \tilde{H}_u$. Since $\sigma^+_g(A)$ consists only of point spectrum with no (finite) accumulation point, we have that

$$
\rho_{\infty}(A) \cap C^+_g = \rho(A) \cap C^+_g .
$$

Since the imaginary axis is in the resolvent set, by Lemma 4.2 we have for all $t \in \mathbb{R}$ and $x \in H_u$

\begin{equation}
(\cdot I - A)^{-1} x = (\cdot I - A_u)^{-1} .
\end{equation}

The operator $-A_u$ generates an exponentially stable semigroup on $H_u$, and hence for $x \in H_u$ we get that $(\cdot I - A_u)^{-1} x$ is the Fourier transform of $-T_u(t)x$, $t \in (-\infty, 0)$. This last function is in $L_2(-\infty, 0; H)$. By the Paley–Wiener theorem [3, Theorem A.6.21], (43) and (44), this implies that $(\cdot I - A)^{-1} x \in H_2(C_0^+; H)^\perp$, and thus $x \in \tilde{H}_u$.

3. We now prove that $H_s \subset \tilde{H}_s$. Let $x \in H_s$ arbitrary. Then $T(\cdot)x \in L_2(0, \infty; H)$ and thus the Paley–Wiener theorem [3, Theorem A.6.21] implies that its Laplace transform $(\cdot I - A)^{-1} x$ is in $H_2(C_0^+; H)$. Thus $x \in \tilde{H}_s$.

4. We now prove $H_u = \tilde{H}_s$ and $H_s = \tilde{H}_u$. We prove this result only for $\tilde{H}_u$, as the proof for $\tilde{H}_u$ is very similar. Assume that $H_s = \tilde{H}_u$ does not hold. Then there exists an element $x \in \tilde{H}_s/\tilde{H}_u$. We can write $x$ as $x = x_u + x_s$ with $x_u \in H_u$ and $x_s \in H_s$. Since $x_u = x - x_s \in H_s$, we obtain $x_u \in H_u \cap H_s \subset H_u \cap H_s = \{0\}$, which is in contradiction with $x \in \tilde{H}_s/\tilde{H}_u$. 
5. We now prove that $V \subset H_u$, where

$$
V := \text{span}_{n \in \mathbb{N}} P_{\lambda_n} H,
$$
and $\{\lambda_n\}_n = \sigma(A) \cap \mathbb{C}_0^+$. First of all we choose $x \in P_{\lambda_n} H$ for some $n \in \mathbb{N}$. Then in [3, p. 99] it has been proven that

$$(itI - A)^{-1} x = \sum_{j=0}^{m_a(\lambda_n, A)} (-1)^j \frac{(\lambda_n I - A)^j x}{(it - \lambda_n)^j + 1}, \quad t \in \mathbb{R},$$

where $m_a(\lambda_n, A)$ is the algebraic multiplicity of the eigenvalue $\lambda_n$. Since $\text{Re}(\lambda_n) > 0$, we have

$$\frac{1}{(\cdot - \lambda_n)^j} \in H_2(\mathbb{C}_0^+, H)^\perp,$$

and so we obtain that $x \in \tilde{H}_u$. Now $H_u = \tilde{H}_u$ and $V$ are closed, linear subspaces of $H$ and thus the statement is proved.

6. In order to prove the theorem it now remains to show that $V = H_u$ holds. The system $\Sigma(A_u, (I - \tilde{P})B)$ is exactly controllable in finite time. Thus Lemma 7.3 proves $V = H_u$. \[\square\]

8. An example.

We now construct an example that is optimizable, but it is not possible to split the state space in a direct sum as given in Theorem 1.3. The generator in this example does not satisfy the SDA at any negative number. For the construction of this example the following lemmas will be useful. For background information on Carleson measures we refer to Garnett [9, p. 31].

**Lemma 8.1.** Let $\{q_n\}_{n \in \mathbb{N}} = \mathbb{Q} \cap (\frac{1}{2}, \infty)$ be chosen such that

$$q_{k+\frac{m(l-1)}{2}} \in [k-1, k], \quad l \in \mathbb{N}, k \in \{1, \ldots, l\},$$

and define $\{\gamma_n\}_{n \in \mathbb{N}} \subset \mathbb{C}_0^+$ by

$$\gamma_n := q_n + in^4, \quad n \in \mathbb{N}.$$ 

Then $\mu := \sum_{n \in \mathbb{N}} \text{Re}\gamma_n \delta_{\gamma_n}$ is a Carleson measure.

**Proof.** In order to prove this we define

$$S(h, y_0) := \{z \in \mathbb{C}_0^+ \mid 0 < \text{Re}z < h, y_0 < \text{Im}z < y_0 + h\}, \quad h > 0, y_0 \in \mathbb{R}.$$ 

Now $\mu$ is a Carleson measure if and only if there exists a constant $A > 0$ such that $\mu(S(h, y_0)) \leq Ah$ for every $h > 0$ and all $y_0 \in \mathbb{R}$ (see, for example, [9, p. 31]).

Clearly, $\mu(S(h, y_0)) = 0$ if $h \in [0, \frac{1}{2}]$. For $h > \frac{1}{2}$ and $y_0 < -h$, we have that $\mu(S(h, y_0)) = 0$ as well.

We now consider the situation $h > \frac{1}{2}$ and $y_0 \geq h^2$. Then for every $n \in \mathbb{N}$ with $y_0 < n^4 < y_0 + h$, we get

$$(n + 1)^4 > n^4 + n^2 > y_0 + \sqrt{y_0} \geq y_0 + h.$$ 

Thus $\#\{\gamma_n\}_{n \in \mathbb{N}} \cap S(h, y_0) \leq 1$. Combining this with the fact that if $\gamma_n \in S(h, y_0)$, then $q_n$ is less than $h$, shows that $\mu(S(h, y_0)) \leq h$. 

Finally, we have to consider the situation \( h > \frac{1}{2} \), \( y_0 \in (-h, h^2) \). Then

\[
S(h, y_0) \subset R(h) := \left\{ z \in \mathbb{C}_0^+ \mid 0 < \text{Re} z < h, -h < \text{Im} z < h^2 + h \right\}.
\]

Using \( h > \frac{1}{2} \), we see that

\[
h^2 + h \leq h^2 + 2h^2 < 16h^2.
\]

From this we get \( \#\{\{\gamma_n\}_{n \in \mathbb{N}} \cap R(h)\} \leq 2\sqrt{h} \). We now choose \( l_h \in \mathbb{N} \) such that

\[
\frac{l_h(l_h - 1)}{2} < 2\sqrt{h} < \frac{l_h(l_h + 1)}{2}.
\]

This implies immediately

\[
l_h \leq 1 + 4h^{1/4} < 6h^{1/4},
\]

where we have used that \( h > \frac{1}{2} \). Thus

\[
\mu(S(h, y_0)) \leq \mu(R(h)) \leq \sum_{n=1}^{[2\sqrt{h}]} q_n \leq \sum_{l=1}^{l_h} \sum_{k=1}^{l} k = \frac{1}{6} l_h(l_h + 1)(l_h + 2) \leq Ah^{3/4},
\]

where \( A > 0 \) is independent of \( h \). Thus \( \mu \) is a Carleson measure. \( \square \)

**Lemma 8.2.** Let \( \{q_n\}_{n \in \mathbb{N}} = \mathbb{Q} \cap (\frac{1}{2}, \infty) \) be chosen as in Lemma 8.1 and define \( \{\beta_n\}_{n \in \mathbb{N}} \) by

\[
\beta_{2n} := \gamma_n, \quad \beta_{2n-1} := \gamma_n + \frac{1}{n}, \quad n \in \mathbb{N}.
\]

Moreover, let \( \Theta \in H_\infty(\mathbb{C}_0^+) \) be the Blaschke product corresponding to the zeros \( \{\beta_n\} \), i.e.,

\[
\Theta(s) := \prod_{n=1}^{\infty} \frac{1 - \beta_n^2}{1 - \beta_n^2 s} \frac{s - \beta_n}{s + \beta_n}, \quad s \in \mathbb{C}_0^+.
\]

Then

\[
\sup_{0 < \text{Re} s < 1/4} |\Theta^{-1}(s)| < \infty. \tag{45}
\]

**Proof.** For \( x \in (0, \frac{1}{4}) \), \( y \in \mathbb{R} \), we get

\[
|\Theta(x + iy)^{-2}| = \prod_{n \in \mathbb{N}} \frac{(x + \text{Re} \beta_n)^2 + (y - \text{Im} \beta_n)^2}{(x - \text{Re} \beta_n)^2 + (y - \text{Im} \beta_n)^2} \\
= \prod_{n \in \mathbb{N}} \left( 1 + \frac{4x \text{Re} \beta_n}{(x - \text{Re} \beta_n)^2 + (y - \text{Im} \beta_n)^2} \right).
\]

Thus (45) is equivalent to

\[
\sup_{x \in (0, \frac{1}{4})} \sup_{y \in \mathbb{R}} \sum_{n \in \mathbb{N}} \ln \left( 1 + \frac{4x \text{Re} \beta_n}{(x - \text{Re} \beta_n)^2 + (y - \text{Im} \beta_n)^2} \right) < \infty. \tag{46}
\]
Using $\ln(1+z) \leq z$, $z \geq 0$, and
\[ 0 \leq \frac{4x \Re \beta_n}{(x - \Re \beta_n)^2 + (y - \Im \beta_n)^2}, \]
it is easy to see that
\[ \sum_{n \in \mathbb{N}} x \Re \beta_n < \infty \]
implies (46). Thus it remains to prove that
\[ h(x, y) := \sum_{n \in \mathbb{N}} \frac{x \Re \beta_n}{(x - \Re \beta_n)^2 + (y - \Im \beta_n)^2} \]
is uniformly bounded on $\mathbb{C}^+_0 \cap \mathbb{C}^+_1$.

Let $x + iy \in \mathbb{C}^+_0 \cap \mathbb{C}^+_1$ be arbitrary. Define $z := \frac{1}{2} - x$. From $\Re \beta_n > \frac{1}{2}$, we get
\begin{align*}
h(x, y) &= \sum_{n \in \mathbb{N}} \frac{(\frac{1}{2} - z) \Re \beta_n}{(\frac{1}{3} - z - \Re \beta_n)^2 + (y - \Im \beta_n)^2} \\
&\leq 3 \sum_{n \in \mathbb{N}} \frac{(\frac{1}{3} - z)(\Re \beta_n - \frac{1}{3})}{(\frac{1}{3} - z - \Re \beta_n)^2 + (y - \Im \beta_n)^2} \\
&\leq 3 \sum_{n \in \mathbb{N}} \Re \gamma_n |g_{z,y}(\gamma_n)|^2,
\end{align*}
where $\gamma_n := \beta_n - \frac{1}{3} \in \mathbb{C}^+_0$ and
\[ g_{z,y}(s) = \frac{\sqrt{\frac{1}{3} - z}}{s + z - iy} \in H_2(\mathbb{C}^+_0). \]

By Lemma 8.1 $\sum_{n \in \mathbb{N}} \Re 2 \beta_n \delta_{\beta_n}$ is a Carleson measure. Similarly, it can be shown that $\sum_{n \in \mathbb{N}} \Re 2 \beta_n + 1 \delta_{\beta_n+1}$ is a Carleson measure. From this it follows easily that $\sum_{n \in \mathbb{N}} \Re \gamma_n \delta_{\gamma_n}$ also is a Carleson measure. Hence, Avdonin and Ivanov [2, p. 56] or Garnett [9, Theorem 3.9] implies
\[ h(x, y) \leq C ||g_{z,y}||_{H_2(\mathbb{C}^+_0)}^2 = C \left( \frac{x}{\frac{1}{3} - x} \right)^2 = C \left( \frac{x}{\frac{1}{3} - x} \right)^2 \leq 3C. \]
Thus $|\Theta(s)^{-1}|$ is uniformly bounded on $\mathbb{C}^+_0 \cap \mathbb{C}^-_{1/4}$. \( \square \)

The following realization result can be found in Salamon [30] and in Ober and Wu [21]. The proof in the notation of this paper is documented in Jacob and Zwart [16].

**Lemma 8.3.** Let $\Theta$ be given as in Lemma 8.2. Then there exist a Hilbert space $V$, an exponentially stable $C_0$-semigroup $T(t)$ on $V$ with generator $A$, and an admissible control operator $B$ for $T(t)$ such that the system $\Sigma(A, B)$ is exactly controllable in finite time, every $-\frac{1}{\beta_n}$, $n \in \mathbb{N}$, is an eigenvalue of $A$, and the function $x_n(s) := \frac{1}{s + \beta_n}$ is a corresponding eigenvector.
Example 8.4. We now consider the system $\Sigma(A, B)$ given as in Lemma 8.3. Since $\Sigma(A, B)$ is exactly controllable in finite time, by Lemma 3.8 and Proposition 3.9 the system $\Sigma(A + I, B)$ is optimizable. Lemma 8.3 shows that $\{\lambda_n\}_{n \in \mathbb{N}} \subseteq \sigma(A + I)$ holds, where $\lambda_n := -\beta_n + 1$, and $x_{\lambda_n}(s) := \frac{1}{s - \lambda_n}$ is an eigenvector corresponding to the eigenvalue $\lambda_n$. Thus the spectrum of $A + I$ does not satisfy the SDA at any negative number.

Next, we show that it is not possible to decompose the state space $V$ as $V = V_s \oplus V_u$, where

\[
V_s := \{x_0 \in V \mid e^{-gT(\cdot)x_0} \in L_2(0, \infty; V)\},
\]

\[
V_u := \text{span}_{\lambda \in \sigma(A + I)} \text{ with } \text{Re}(\lambda) \geq g
\]

for some $g < 0$. Let $g < 0$ be arbitrary. It is easy to see that $x_{\lambda_n} \in V_u$ if $\text{Re}(\lambda_n) \geq g$. Next, we show that $x_{\lambda_n} \in V_s$ holds if $\text{Re}(\lambda_n) < g$. Let $n \in \mathbb{N}$ with $\text{Re}(\lambda_n) < g$ be arbitrary. Since $x_{\lambda_n}$ is an eigenvector of $A$ with eigenvalue $\lambda_n$, we have that

\[
T(t)x_{\lambda_n} = e^{\lambda_n t}x_{\lambda_n}.
\]

This shows $e^{-gT(\cdot)x_{\lambda_n}} \in L_2(0, \infty; V)$. By the construction of the sequence $\{\beta_n\}_{n \in \mathbb{N}}$ there now exist subsequences $\{\mu_n\}_{n \in \mathbb{N}}$, $\{\nu_n\}_{n \in \mathbb{N}} \subseteq \{\lambda_n\}_{n \in \mathbb{N}}$ such that

(1) $\text{Re}\mu_n < g < \text{Re}\nu_n$, $n \in \mathbb{N},$

(2) $\nu_n = \mu_n + \alpha_n$, $n \in \mathbb{N}$, with $\alpha_n > 0$ and $\lim_{n \to \infty} \alpha_n = 0$,

(3) $\lim_{n \to \infty} \text{Re}\mu_n = g$ and $\lim_{n \to \infty} \text{Im}\mu_n = \infty$.

Thus $x_{\mu_n} \in V_s$ and $x_{\nu_n} \in V_u$ for every $n \in \mathbb{N}$. It is now easy to see that

\[
\|x_{\nu_n}\|^2 = \frac{\pi}{|\text{Re}\nu_n|}, \quad n \in \mathbb{N},
\]

and

\[
\lim_{n \to \infty} \|x_{\mu_n} - x_{\nu_n}\| = 0.
\]

Let us now assume that $V = V_s \oplus V_u$ is satisfied. Then there would exist a projection $P \in \mathcal{L}(V)$ with $\ker P = V_s$ and $\text{Im} P = V_u$. Thus

\[
\frac{\pi}{|g|} = \lim_{n \to \infty} \|x_{\nu_n}\|^2 = \lim_{n \to \infty} \|Px_{\nu_n}\|^2 = \lim_{n \to \infty} \|P(x_{\nu_n} - x_{\mu_n})\|^2 \leq \|P\|^2 \lim_{n \to \infty} \|x_{\nu_n} - x_{\mu_n}\|^2 = 0,
\]

which is a contradiction. Hence $V = V_s \oplus V_u$ is not satisfied.

9. Conclusion. For an infinite-dimensional optimizable system with a finite-rank admissible control operator we showed that the system can be decomposed into an exponentially stable subsystem and an exactly controllable subsystem. For the proof we needed the spectrum to be able to be decomposed into a stable and an unstable part. The example in section 8 shows that without this SDA Theorem 1.3 does not hold. Since this example is very technical, we feel that every optimizable system encountered in practice satisfies the SDA. Note that Theorem 1.4 already shows that the unstable part of the spectrum of an optimizable system consists of isolated points.
We gave characterizations of the state spaces of the subsystems. The state space of the unstable part equals the span of all unstable (generalized) eigenvectors and the state space of the exponentially stable part is given by all vectors for which the action of the original semigroup is stable.

From our results we derived easy necessary conditions for a system to be optimizable; see, e.g., Example 5.7, Theorem 6.1, and Proposition 6.3 or Jacob and Zwart [15].
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