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Abstract

The Korteweg-de Vries type of equation (called KdV-top) for uni-directional waves over a slowly varying bottom that has
been derived by Van Groesen and Pudjaprasetya [E. van Groesen, S.R. Pudjaprasetya, Uni-directional waves over slowly
varying bottom. Part I. Derivation of a KdV-type of equation, Wave Motion 18 (1993) 345–370.] is used to describe the
splitting of solitary waves, running over shallower water, into two (or more) waves. Results of numerical computations with
KdV-top are presented; qualitative and quantitative comparisons between the analytical and numerical results show a good
agreement.c©1999 Elsevier Science B.V. All rights reserved.

1. Introduction

Consider a layer of ideal fluid (incompressible and irrotational) above topographyh(x). Let η(x, t) be the wave
height measured from an undisturbed water level. Forrather long and rather lowwaves, amplitudea = O(ε),
wavelengthl = O(1/

√
ε), and forslow bottom variationsh′(x) = O(εα), with α > 1, a model equation for uni-

directional waves was derived in [1]. The equation is a KdV-type of equation, which can be written as a Hamiltonian
system

∂tη = −Γ (x)δηH(η), (1)

correct up toO(ε2). The skew-symmetric operatorΓ (x) is given by

Γ (x) = 1
2(c(x)∂x + ∂xc(x)), (2)

with c(x) = √
gh(x) andg the gravitational acceleration. The Hamiltonian is

H(η) =
∫

1

2
η2 + ε

(
− 1

12
h2(x)η2

x + η3

4h(x)

)
dx, (3)
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which is the total energy of the system. Eq. (1) is called theKdV-topequation. Being the Hamiltonian, the total
energyH(η) is conserved. Another conserved functional is

C(η) =
∫

η√
c(x)

dx. (4)

This functional is conserved since the kernel of the operatorΓ (x) is exactlyδC(η) = 1/
√

c(x). The momentum
functional, defined as

I (η) =
∫

η2

2c(x)
dx, (5)

is notconserved, whenh is not constant.
When the bottom is flath(x) = h0, the KdV-top equation reduces to the standard KdV equation

∂tη = −c0∂xδηH̄ (h0, η). (6)

Note that the operatorΓ (x) reduces toc0∂x , with c0 = √
gh0. The HamiltonianH̄ (h0, η) is obtained from (3), by

replacingh with h0. The KdV equation (6) is a completely integrable system that has infinitely many conserved
functionals. The first two conserved functionals are mass and momentum, denoted byC̄(h0, η) andĪ (h0, η) which
are the functionals given in (4) and (5), respectively, withh, c replaced byh0, c0. Here we need one more conserved
functional, and that is

T̄ (h0, η) =
∫

η4 − 4

3
h3

0ηη2
x + 4

45
h6

0η
2
xxdx. (7)

Our aim is to study solitary wave deformations due to decreasing depth using the KdV-top equation (1). Previously,
the deformation of solitary waves due to a slowly decreasing depth has been studied in [2]. In that paper, the
deformation is approximated by a quasi-homogeneous (Q-H) succession of solitary waves plus a flat tail behind the
wave. While running up, the growing solitary waves could not take all the mass accumulated by decreasing depth;
and so this flat tail is supplemented to the solitary wave in order to maintain mass conservation.

In this paper, we restrict ourselves to a topography which is a smooth transition between two constant depths,
decreasing in the direction of wave propagation. A detail description of this problem can be found in the thesis by
Pudjaprasetya [3]. When the wave arrives at the region of a shallower constant depth, there will be no more mass
surplus, and since the tail travels slower than the main wave, the tail will split from the wave. Numerical computations
solving the KdV-top by Van Beckum [4] confirm this; further, it shows that above a shallower constant depth the
tail starts to deform like a solitary wave.

Motivated by that numerical result, which might be considered as the ‘exact’ description of the phenomenon,
here we describe the splitting process of a solitary wave as a quasi-homogeneous (Q-H) succession of two-soliton
shapes. The change of parameters determining the two-soliton shape is obtained from conservation of energy and
mass.

We will also show that the splitting of a solitary wave is also evident from the fact that the manifold of two-soliton
shapes can be viewed as an unfolding of the one-solitons manifold: starting with a one-soliton, bottom variations
will cause the values of the parameters to change, and to enter the region of two-solitons.

The Q-H two-soliton approximation and the numerical computation show qualitatively the same deformation of
solitary wave running up: amplitude is increasing, wavelength and velocity are decreasing and the wave splits into
two waves of solitary wave shape.

We also compare the splitting described here with the results of inverse scattering (IS) theory. The difference
between the Q-H approximation and the IS approach by Johnson [5] is that the Q-H approximation gives theevolution
of a solitary waveduring run up, in which is not the case in the IS approach. However, when the two-soliton are
already separated, the amplitudes, momenta and velocities of the two single-solitons obtained from both approaches
show a good agreement.
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Referring to those numerical results, we discuss the validity of the Q-H two-soliton approximation and give
suggestions for further approximations. We also discuss how this approximation relates to the Q-H approximation
based on solitary waves with tail described in [2].

The organization of this paper is as follows. In Section 2 we describe the unfolding of the manifold of two-solitons
from the manifold of one-solitons in the flat bottom case. The results of numerical computations for KdV-top are
presented in Section 3. In Section 4 we study the solitary wave deformation using the Q-H approximation based
on two-soliton shapes. In Section 5, a qualitative comparison between the Q-H approximation and numerical
calculations is given. Also, the Q-H approximation, the IS approach and numerical computations are compared
quantitatively. In Section 6 we discuss the validity of the Q-H two-soliton approximation.

2. Unfolding of one-soliton to two-soliton for KdV flat bottom

The KdV equation (6) has solitary wave solutions andN -soliton solutions, withN ≥ 2. A solitary wave shape
can be characterized as the extremizer of the energyH̄ (h0, η) on level set of momentum̄I (h0, η) = γ :

S(h0, γ ) ∈ Max
η

{H̄ (h0, η)|Ī (h0, η) = γ, η ∈ D}, (8)

with D the set of functions that decay sufficiently fast at infinity, together with their derivatives. The solitary wave
shape with the crest-position atϕ is given by

S(1)(h0, γ )(x − ϕ) = a sech2 b(x − ϕ),

with a andb functions ofh0 andγ . A solitary wave solution of the KdV equation is thenS(1)(h0, γ )(x − λt), with
λ a function ofh0 andγ .

A two-soliton shape of the KdV equation can be characterized analogously to the solitary wave shape in (8), but
with an additional constraint:

S̃(2)(h0, γ, τ, ϕ−, ϕ+) ∈ Max
η

{H̄ (h0, η)|Ī (h0, η) = γ, T̄ (h0, η) = τ, η ∈ D}. (9)

Here,T̄ (h0, η) is given by (7). Ast → ±∞ the two-soliton solution behaves, like two single-solitons far apart from
each other. When the two-soliton are separated, parametersϕ− andϕ+ denote the crest-positions of the small and the
high solitary wave respectively. SupposeS(1)(h0, γ−) andS(1)(h0, γ+) are the two single-solitons of momentum
γ−, γ+ respectively, that are the constituent waves of the two-soliton. Since the two functionalsT̄ (h0, η) andĪ (h0, η)

are conserved, their values evaluated at the two-solitonS(2) equal the sum of their values evaluated atS(1)(h0, γ−)

and atS(1)(h0, γ+). Hence we have a relation betweenγ, τ andγ−, γ+ as follows

γ = γ− + γ+, (10)

τ = T (h0, γ−) + T (h0, γ+), (11)

whereT (h0, γ±) ≡ T̄ (h0, η)|S(1)(h0,γ±); for a fixedh0, T is a convex function ofγ . To interpret (10) and (11), we
introduceξ = γ− and consider the right-hand side of (11) as a function ofξ :

f (ξ) : eT (h0, ξ) + T (h0, γ − ξ), with ξ ∈ [0, γ /2]. (12)

The functionf (ξ) is a convex function ofγ (sinceT is convex), see Fig. 1. Moreover,f (0) = f (γ ) andf is
symmetric aroundγ /2. Hence, for given values ofγ and τ we obtainγ+ andγ− as the points of intersection
of the horizontal lineτ with the curvef (ξ). If we denote the minimum off (ξ) by τ(h0; γ ) ≡ f (γ /2) =
(1/2)4/3T (h0, γ ), we conclude that for eachτ ∈ (τ (h0, γ ), T (h0, γ )) there exists a unique pair(γ−, γ+), with
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Fig. 1. The convex functionf symmetric aroundγ /2.

Fig. 2. The one-soliton curveT (h0, γ ) and below it the two-soliton region (shaded).

0 < γ− < γ+ < γ , that solves the relations (10) and (11). Therefore, we can replace the parametersγ, τ with
γ−, γ+, and we denote the two-soliton shape as

S̃(2)(h0, γ, τ, ϕ−, ϕ+) ≡ S(2)(h0, γ−, γ+, ϕ−, ϕ+).

We conclude that the manifold of solitary wave shapes and two-soliton shapes are given by

M1 = {S(h0, γ )(x − ϕ)|γ, ϕ ∈ R}, (13)

M2 = {S(2)(h0, γ−, γ+, ϕ+, ϕ−)|γ−, γ+, ϕ+, ϕ− ∈ R}. (14)

Consider the maximization problem (9) on level setT̄ (h0, η) = T (h0, γ ), for anyγ ∈ R. Clearly, it yields the
one-solitonS(h0, γ ). Other level sets of̄T (h0, η) in (9) that yield two-soliton shapes define a region inγ, τ -plane,
illustrated in Fig. 2. Hence,M2 is anunfoldingofM1. In this flat bottom case, for a fixedγ0 we can ‘switch’ from
a one-soliton to a two-soliton simply by varying the value ofτ .

3. Numerical simulations of soliton splitting

In this section we present numerical simulations of solitary waves during run up. In the numerical frame work,
we deal with a water tank of finite length, therefore as the initial wave we take a solitary wave which is composed
from a cnoidal wave; when the trough of cnoidal wave is very long and the wave is confined to a relatively small
region, the cnoidal wave resembles a solitary wave shape.
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For a fixed wavelengthl, the cnoidal wave shape with momentumγ̂ , above a flat bottom at depthh0, denoted as
Cn(c0, γ̂ ), can be characterized as a solution of the constrained maximization problem:

Cn(h0, γ̂ ) ∈ Max
η

{H̄ (h0, η)|Ī (h0, η) = γ̂ , C̄(h0, η) = 0, η ∈ C∞
per}, (15)

with C∞
per the functions set consists of infinitely differentiable periodic functions, with periodl. The conserved

functionals of KdV equation (6), i.e. energȳH(h0, η), massC̄(h0, η) and momentum̄I (h0, η), are integrals over
the interval [−l/2, l/2]. The constraint̄C(η) = 0 means that the cnoidal wave is constructed to have zero mass. In
finding the critical point of (15) we use the steepest descent method; a complete explanation of the algorithm can
be found in [4].

We then let this wave evolve according to the discretized KdV-top equation. The KdV-top equation is discretized
using a direct Fourier truncation method. Letη̂(t) denote the vector consisting of coefficients of a Fourier truncation
of η(x, t). The evolution ofη̂(t) is described by a Hamiltonian equation:

dη̂

dt
= Γ̂ ∇Ĥ (η̂), (16)

where∇Ĥ is obtained from the Hamiltonian (3), after substituting the Fourier truncation ofη, and taking the partial
derivatives with respect to elements ofη̂. The operatorΓ̂ is a square matrix, acting on the vector∇Ĥ . Observe that
the inhomogeneity from the topography, i.e.c(x), is treated in a special way in doing this. Eq. (16) is integrated
using the Runge–Kutta method. For the complete description, see [4].

The numerical programme solving the KdV-top equation, used in this paper and also the programme constructing
a cnoidal wave from (15), are taken from the software packagewavepack, composed by Van Beckum and Djohan
[6].

We choose a topography which is a smooth transition between two constant depths, decreasing linearly in the
direction of wave propagation fromh0 to h1. In these numerical simulations we expect that above the shallower
constant depth, the wave will split into two-soliton. In order to get simulations where the two single-solitons are
really separated, we need to have a numerical wave tank which is quite long, which means a long wavelength.
Increasing the wavelength for a steep cnoidal wave requires more Fourier modes. Since thewavepack code can use
64 Fourier modes at most, this limits the longest wavelength to a length ofl = 70 m, which is taken in the following
computation.

For all computations we use an initial solitary wave that is constructed from a cnoidal wave of amplitude 0.1 m,
above a layer of water with a constant depthh0 = 0.5 m; the cnoidal wave is lifted so that its troughs are on the zero
water level. This lifted cnoidal wave, in the limiting case (l → ∞), is a solitary wave of amplitude 0.1 m, above
a constant depthh0 = 0.5 m, see Lemma 4.1 in [3]; this lifted cnoidal wave is a good approximation of a solitary
wave that travels undisturbed in shape above a flat bottomh0 = 0.5 m.

The calculated waves are shown at subsequent stages of evolutiont = 0, 4, . . . , 28 in Fig. 3 (top), (middle) and
(bottom), using three choices of the constant depthsh1 = 0.3 m, 0.35 m and 0.4 m, respectively. In the evolution
equation we takeε = 0.7. (In [3] we show that the result of the KdV-top model forε = 0.7 matches best with those
of the full governing equations, over along rangeof wave amplitudes).

Referring to Fig. 3, the effect of decreasing depth on the wave is four-fold: the wave becomes higher and steeper,
its speed decreases and it splits into two waves with a shape that closely resembles that of a solitary wave. Besides
the two-soliton, we also observe an oscillating tail behind the small wave. A closer look at Fig. 3 (middle) and
(bottom), shows that the second soliton and the oscillating tail are not really separated, and that they form a dip
directly behind the second soliton. This dip is not clearly observable in Fig. 3 (top). We will explain this in Section 6.

4. Quasi-homogeneous two-soliton approximation

In this section we study the deformation of a solitary wave, say of momentumγ0, which is initially above a flat
bottom at depthh0, denoted byS0(h0, γ0), running up to a shallower constant depth. We use the Q-H approximation
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Fig. 3. Numerical simulations of soliton splitting due to a decreasing bottom with depths 0.3 m (top), 0.35 m (middle), 0.4 m (bottom).

based on two soliton shapes to describe the solitary wave deformation as a gradually developing separation process
of a two-soliton.

The idea of the Q-H approximation with two-soliton shapes is as follows. Suppose that at a certain time the wave
is at ‘position’x = ϕ; for givenγ andτ , its shape is approximated by a two-soliton shape above a constant bottom
at depthh(ϕ), denoted as̃S(2)(h ≡ h(ϕ), γ, τ, ϕ−, ϕ+), see Fig. 4. From now on the notationh is used to denote
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Fig. 4. The two-soliton shapẽS(2)(h, γ, τ, ϕ−, ϕ+) above a flat bottomh(x) = h(ϕ) approximates the wave shape atx = ϕ.

h(ϕ). The two-soliton shapẽS(2)(h, γ, τ, ϕ−, ϕ+) is characterized by the constrained maximization problem like
(9) with h0 replaced byh.

We define the positionϕ to be the ‘center of gravity’ of the wave, using the (generalized) mass density, as follows:

ϕ =
∫
(xη/

√
c(x)) dx∫

(η/
√

c(x)) dx
. (17)

Note that in (17) we use the Casimir as the mass-like functional, which is a constant of the motion in order to makes
the later calculations simple.

In Section 2 we showed that the parametersγ, τ can be replaced byγ−, γ+, and the two-soliton shape is denoted
asS(2)(h, γ−, γ+, ϕ−, ϕ+). Then the Q-H two-soliton approximation is

t 7→ S(2)(h(ϕ(t)), γ−(t), γ+(t), ϕ−(t), ϕ+(t)), (18)

where the evolution forϕ(t), γ−(t) and γ+(t) has to be determined. The parametersϕ−(t) and ϕ+(t) will be
determined through the velocity of each single-soliton.

4.1. Parameter dynamics from energy and mass conservation

For exact solutions of the KdV-top equation, the energyH(η) and massC(η) are conserved, therefore we invoke
energy and mass conservation for our Q-H approximation. LetE0 andM0 be the initial energy and mass evaluated
at the initial solitary waveS0(h0, γ0), so E0 ≡ H̄ (h0,S0) and M0 ≡ C̄(h0,S0). Invoking energy and mass
conservation for the Q-H two-soliton approximation (18) yields

H̄ (h,S(2)) = E0, C̄(h,S(2)) = M0. (19)

Eq. (19) have a clear geometrical interpretation, meaning that the evolution takes place in the intersection of the
level sets of energy and mass. In principal, Eq. (19) determine the dynamics of our Q-H approximation, i.e.γ− and
γ+ as functions ofh.

Recall that ast → ±∞, a two-soliton solution has the form of two solitary wavesS(h, γ−) andS(h, γ+),
separated far apart from each other. Since the functionalsH̄ (h, η) and C̄(h, η) are conserved functionals of the
KdV equation, so their values evaluated at the two-soliton equal the sum of their values evaluated atS(h, γ−) and
atS(h, γ+). Hence, the energy and mass conservation read

H(h, γ−) +H(h, γ+) = E0, C(h, γ−) + C(h, γ+) = M0, (20)

whereH(h, γ±) ≡ H̄ (h,S(h, γ±)) andC(h, γ±) ≡ C̄(h,S(h, γ±)) denote the energy and mass respectively of
each solitary waveS(h, γ−) andS(h, γ+). A simple, but interesting, geometrical interpretation of (20) can be found
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Fig. 5. Trajectories of a running up soliton in two parameter-planes of interest. The arrows show the directions for a decreasing depth. Point A
represents the initial solitary waveS0(h0, γ0).

in [7]. Explicit solutions can be written down when theε-term in the energy is neglected, and they read

γ±(h) = 1

8

(
h0

h

)11/4

γ0


1 ±

(
h0

h

)−2/3
√

4

3
− 1

3

(
h0

h

)9/4



3

, (21)

which are valid forh ∈ [(1/4)4/9h0, h0].
It turns out that solutions (21) are a good approximations on the interval of interest, therefore, later on we will

proceed with (21).
From (21) it is clear that the momentaγ− andγ+ are directly related to the depth ratio. For a depth ratio that is

close to one, i.e.h0/h ≈ 1, the term inside the square root in (21) is close to, but less than one; therefore,γ− is
very small which means that initially the second soliton is very small. To be more precise, forh < h0, but close to
h0, one can show thatγ− ≈ K (γ+ − γ0)

3, for some constantK.
Fig. 5 shows the evolution of a soliton running up, given by (21), in two sets of parameters, withh as the parameter

along the curves:

{(γ−(h), γ+(h))|h1 ≤ h ≤ h0}, (22)

{(γ, T (h, γ−) + T (h, γ+))|h1 ≤ h ≤ h0}. (23)

Here h1 = (1/4)4/9h0 is the limiting value at whichγ− becomes equal toγ+; the (ir)relevance of this limit
will be discussed in Section 6. Recall thatT (h, γ ) is the value ofT̄ (h, η) evaluated at a single-soliton; then
T (h, γ−) + T (h, γ+) is the actual value of̄T (h, η) evaluated at the two-solitonS(2).

Consider Fig. 5(b); recall that for each fixedh, the curveγ 7→ T (h, γ ) is the one-soliton curve; below this curve
we have a region of two-solitons. The trajectory (23) starts at the initial solitary waveS0 which is represented on
the curveT (h0, γ ) by A; then decreasing the parameterh to some valueh < h0, the final point lies below the curve
T (h, γ ), that it represents a two-soliton. In Section 5 we compare the momentum parameters given by (21) with
those obtained from the IS method.

Let us recapitulate what we already obtained: when the wave has a positionx = ϕ, we approximate the wave
profile with the two-soliton shapeS(2)(h, γ−(h), γ+(h), ϕ−, ϕ+) with γ−(h), γ+(h) given by (21) andh = h(ϕ).
The values of the parametersϕ−, ϕ+ follow from ϕ̇± ≡ λ±, the velocities of two single solitons when separated.
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We still have to find the dynamics ofϕ(t). This is obtained by differentiating (17) with respect tot ; for an exact
solution of KdV-top we have the following dynamics:

C(η)ϕ̇ = −
∫

x
Γ (x)δH√

c(x)
dx, = −

∫
x∂x(

√
c(x)δH)dx, =

∫ √
c(x)δHdx. (24)

Substitutingη = S(2)(h, γ−, γ+, ϕ−, ϕ+) into (24), the right-hand side can be calculated leading to

λ−C(h, γ−) + λ+C(h, γ+) +O(ε2). (25)

In this derivation, we approximatedS(2) ≈ S(1)(h, γ−) + S(1)(h, γ+), which is valid if the two single-solitons are
already separated. Moreover, since the CasimirC(η) is a constant of the motion, its value evaluated atS(2) equal
the sum of its value evaluated atS(1)(h, γ−) and atS(1)(h, γ+). Hence, the left-hand side of (24) reads

C(S(2))ϕ̇ = (C(h, γ−) + C(h, γ+))ϕ̇.

Taken together, we find that the dynamics for the center of gravity is a weighted average of the velocities of the two
constituent waves, with the fractions of the mass of the waves as weights:

ϕ̇ = λ−
C(h, γ−)

C(h, γ−) + C(h, γ+)
+ λ+

C(h, γ+)

C(h, γ−) + C(h, γ+)
, (26)

which correct up toO(ε2).
Finally, we present some simulations of solitary wave evolutions during run up, obtained from this Q-H method.

For any fixed timet , the ‘position’x = ϕ(t) is determined by (26), then the momentum parameters that charac-
terize the two-solitons areγ±(h(ϕ)), obtained from (21), and the wave profile at that time is a two-soliton shape
S(2)(h, γ−(h), γ+(h), ϕ−, ϕ+).

Here we use the configuration that was used for numerical computations in Section 3: an initial solitary wave of
amplitude 0.1 m above a constant depthh0 = 0.5 m; the topography is a smooth transition between two constant
depths, decreasing linearly in the direction of wave propagation fromh0 to three values ofh1 = 0.3 m, 0.35 m and
0.4 m. In Fig. 6 we plot the wave profiles at the subsequent stages of the evolutiont = 0, 4, . . . , 28. The regions
of decreasing depth are indicated in grey. The positions of the two wave-crests are represented by the thin lines;
their gradients represent the velocities of the two wavesλ±, and the gradient of the other line represents the linear
velocity c1 = √

gh1. For the same reason as in Section 3, for these simulations we takeε = 0.7. In Section 5 we
compare these analytical simulations with those obtained numerically.

5. Comparison of analytical, numerical and inverse scattering results

For a qualitative comparison between the analytical and numerical results, consider Figs. 6 and 3. Apart from the
oscillating tail, that is missing in the Q-H two-soliton approximation, the analytical description agrees qualitatively
very well with the numerical simulations.

For a quantitative comparison of observable quantities, such as amplitudes, momenta and velocities of the two
single-solitons, we will include the result of the IS approach. Therefore, here we describe briefly the IS approach
by Johnson [5].

Johnson [5] (see also [8]) approaches the same problem in a different way. Basically his approach consists of
two steps. Firstly, during run up fromh0 to h1 the wave is scaled in a simple way: fromη0 to (h0/h1)

1/4η0. This
‘evolution’ is not justified by any equation, nor does it take into account details of the changing topography between
the two constant depths. Nevertheless, this scaling evolutiondoessatisfy the property that mass and energy are
conserved during this transition. Secondly, the distortion of(h0/h1)

1/4η0 above the constant depthh1 is obtained
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Fig. 6. Analytical approximations of soliton splitting due to decreasing bottom with depthsh1 = 0.3 m (top),h1 = 0.35 m (middle),h1 = 0.4 m
(bottom).

by applying the IS method to the standard KdV equation. As a consequence, conservation of mass and energy holds
for the whole evolution. Introducing discrete values (eigendepths) as

~N ≡
(

2

N(N + 1)

)4/9

h0, for N ≥ 1, (27)
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Fig. 7. Two-soliton parameters obtain from the Q-H two-soliton approximation (solid lines), the IS results (dashed lines), and the numerical
computations (dots). The error bars around the dots show the possible deviations. The vertical linesh = ~2 indicate the eigendepth for the pure
two-soliton of the KdV model, obtained from IS.

the result of the inverse scattering theory is that the initial soliton will emerge toN -soliton with an oscillating tail if
h1 ∈ (~N, ~N−1), and it will emerge to exactlyN -soliton ifh1 = ~N . Hence, on an interval [~2, h0], with h0 = 0.5,
we have two-soliton with an oscillating tail, and we can calculate the amplitudes, momenta and velocities of each
single-soliton; the results are plotted as dashed-lines in Fig. 7 .

In Fig. 7 the momenta of the two single-solitons given by (21) are plotted as full lines. We also plot the corre-
sponding amplitudes and velocities. The two-soliton data obtained numerically are plotted in dots. Error bars around
the dots show the possible deviation caused by a simple method applied in finding the heights and the positions of
wave crests.
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Fig. 8. Solitary wave running up fromh0 = 0.5 m toh1 = ~2 = 0.3068 m, withL = 30 m (top) andL = 50 m (bottom).

From Fig. 7, apart from some differences in the amplitudes (and hence the momenta) of the larger waves for
h1 = 0.3 m andh1 = 0.35 m, we can still conclude that quantitatively the analytical (both the Q-H approximation
and the IS approach) and numerical results agree with each other quite well. Note that at the eigendepth~2 (indicated
by the vertical line), the Q-H approach and the IS method yield exactly the same two-soliton parameters. This is
because at~2 the actual profile is apuretwo-soliton (without an oscillating tail), therefore both approaches give the
same results. Since in the Q-H two-soliton approximation, the oscillating tail is neglected, we notice from Fig. 7
(top) that the total momentumγ+(c) + γ−(c) for h1 ∈ (~2, h0) is a bit larger than the total momentum obtain from
the IS approach.

6. Discussions on the validity of the quasi-homogeneous approximation

In order to have a better feeling about the dependence of the solitary waves evolution on the properties of the
topography, in this paragraph we present several other numerical computations. We compute a solitary wave running
up over a very mildly decreasing depth. LetL denote the length of region of decreasing depth. Previous computations
useL = 10 m, here we will useL = 30 m andL = 50 m. Just like the previous computations, the initial profile is
taken to be a solitary wave that is constructed from a lifted-cnoidal wave of amplitude 0.1 m. In order to have the
pure two-soliton or three-soliton emerge from the initial wave, we chooseh1 to be the eigendepths~2 or ~3.
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Consider Fig. 8 in which the wave is running up fromh0 = 0.5 m toh1 = ~2 = 0.3068 m, withL = 30 m (top)
andL = 50 m (bottom). We observe the appearance of a significant hump, like a ‘flat’ tail behind the wave, which
is clearly observable in Fig. 8 (bottom). When the wave arrives at the flat region with a depthh1, the tail starts to
separate form the wave, and it slowly deforms into a single-soliton profile.

Another computation that also shows the appearance of this tail was done usingh1 = ~3, the eigendepth for
three-soliton, and the results are plotted in Fig. 9. Despite the wiggles around the wave, caused by the technical
restriction to 64 Fourier modes, we again observe clearly the ‘flat’ tail behind the wave. After the wave arrives at
the flat region thethree-soliton emerge, see the last wave profile of Fig. 9 (top).

Fig. 10 shows the calculations usingh1 = ~2 andh1 = ~3 with L = 10 m. The results show clearly that the
initial solitary wave emerge into the pure two-soliton and three-soliton, despite the fact of the limited number of
Fourier modes that produce some wiggles in the steeper wave, see Fig. 10 (bottom).

In Fig. 8 we show that during a milder run up, the wave profile looks like a solitary wave with a ‘flat’ tail.
Nonetheless, it still make sense to approximate this profile with the two-soliton shape; look at Fig. 11 where we
plot the two-soliton shape at a characteristic instant after interaction.

The Q-H two-soliton approximation describes this phenomena as follows. The hump behind the wave is the
‘second’ solitary wave that starts to grow directly after the solitary wave enters a region of decreasing depth, recall
Fig. 5(a). The two parameters determining the wave profile,γ+ andγ− are changing as functions ofh = h(ϕ). So
while running up the two-soliton shapes are developing (the two constituent single-solitons remain in an interaction

Fig. 9. Solitary wave running up fromh0 = 0.5 m toh1 = ~3 = 0.2255 m, withL = 30 m (top) andL = 50 m (bottom).
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Fig. 10. Solitary wave running up to a flat bottom with a depthh1 = ~2 = 0.3068 m (top) and depthh1 = ~3 = 0.2255 m (bottom).

Fig. 11. A two-soliton shape at a time of interaction at which the shape looks like a solitary wave with a ‘flat’ tail.

process) till the wave enters the region where the bottom is flat again with a depthh1. At that time, the wave profile
is parameterized byγ−(h1) andγ+(h1), and then the two single-solitons start to separate.

This ‘flat’ tail will be observable if the bottom variation occurs over a long distance. For a depth change that
occurs over a short distance, the tail looks like a small disturbance attached on the left side of the wave, see Fig.
10. In both cases, when the waves arrive at the flat region, two-solitons (orN -solitons, withN > 2, see discussion
below) will emerge.

The minimal depth for which the Q-H two-soliton approximation is still valid is determined using the IS results:
for h1 ∈ [~2, h0), the solitary wave will develop into a two-soliton with an oscillating tail. Therefore, in the Q-
H approximation forh1 ∈ (~2, h0], it is reasonable to approximate the wave profile with the pure two-soliton
shape. We stress here that in applying the Q-H approximation, we need to choose a priori suitable base functions.
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Based on the IS result, forh1 ∈ [~N, ~N−1), with N ≥ 2, we should apply the Q-H approximation ofN -soliton
shapes.

The dip behind the second soliton in Fig. 3 (top), which is much smaller compared to those in Fig. 3 (middle)
and (bottom), can now be explained because the depthh1 = 0.3 m is close to the eigendepthh1 = ~2 compared
with h1 = 0.35 m andh1 = 0.4 m.

If for h1 < ~2 we still apply the two-soliton approximation, meaning that we distribute the total momentum
among the two single-solitons instead of with more solitons, we will make an error. But ifh1 ∈ [~2, h0) and
we applyN -soliton approximation, withN ≥ 3, this will be correct, since two-soliton shapes are special cases
of N -soliton shapes, i.e. the manifold ofN -soliton shapes is an unfolding of the manifold of two-soliton shapes.
Applying a Q-HN -soliton approximation, withN ≥ 3, in principle will be the same with the Q-H two-soliton, but
it will involve (2N + 1) parameters and determining the evolution of these parameters will be much more difficult.

When the wave is in the process of running up, one cannot tell which value ofN gives the best approximation for
describing the whole process. The knowledge of the depthh1 leads us to a value forN , in the sense that after the
wave enters the constant depthh1, the wave profile is approximatedbestwith (at least)N -soliton profile. Hence,
simply using the Q-HN -soliton approximation, even during the run up process, seems to be a good choice.

Concerning the applicability of the Q-H two-soliton approximation, observe the following. Note that the compu-
tation forh1 = 0.3 m in Section 3 turns out to be in the area of three-soliton with an oscillating tail, sinceh1 is less
than, although close to,~2 = 0.3068 m. But in the numerical result, Fig. 3 (top), the wave profiles still look very
much like two-solitons. Therefore, applying the Q-H based on two-soliton shapes is still reasonable. Moreover, the
amplitude of the large wave is approximately 0.15 m, see Fig. 7, which is half of the water depth. Whenh1 is less
than 0.3 m, in which theN -soliton approximation, withN ≥ 3, should be applied, the water depthh1 will be very
shallow compared with the wave amplitude. On the other hand, the KdV-top model is not a model for waves with
large amplitudes above very shallow water depths.
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