Chip based common-path optical coherence tomography system with an on-chip microlens and multi-reference suppression algorithm
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Abstract: We demonstrate an integrated optical probe including an on-chip microlens for a common-path swept-source optical coherence tomography system. This common-path design uses the end facet of the silicon oxynitride waveguide as the reference plane, thus eliminating the need of a space-consuming and dispersive on-chip loop reference arm, thereby obviating the need for dispersion compensation. The on-chip micro-ball lens eliminates the need of external optical elements for coupling the light between the chip and the sample. The use of this lens leads to a signal enhancement up to 37 dB compared to the chip without a lens. The light source, the common-path arm and the detector are connected by a symmetric Y junction having a wavelength independent splitting ratio (50/50) over a much larger bandwidth than can be obtained with a directional coupler. The signal-to-noise ratio of the system was measured to be 71 dB with 2.6 mW of power on a mirror sample at a distance of 0.3 mm from the waveguide end facet. Cross-sectional OCT images of a layered optical phantom sample are demonstrated with our system. A method, based on an extended Fourier-domain OCT model, for suppressing ghost images caused by additional parasitic reference planes is experimentally demonstrated.

©2016 Optical Society of America

OCIS codes: (130.0130) Integrated optics; (130.3120) Integrated optics devices; (130.3990) Micro-optical devices; (110.4500) Optical coherence tomography; (100.1830) Deconvolution.
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1. Introduction

Optical coherence tomography (OCT) [1] is an optical imaging technique which provides three-dimensional images with micrometer-resolution. OCT imaging of biological tissue has many clinical applications [2, 3]. More recently, OCT has also been increasingly used in industrial applications [4–8]. The state-of-the-art OCT systems are based on Fourier-domain OCT (FD-OCT) [9], which provides a sensitivity advantage over time-domain OCT (TD-OCT) [10]. FD-OCT is performed as either spectral-domain OCT (SD-OCT) with a broadband light source and a spectrometer or swept-source OCT (SS-OCT) with a narrow-bandwidth frequency-swept light source [2]. FD-OCT systems provide a one-dimensional depth image (known as an A-scan) with a Fourier transform of the measured spectrum. The cross-sectional images (known as B-scans) are commonly measured by scanning the beam over the sample (such as using a galvanometer scanner) [9]. Currently, most of the OCT systems are based on discrete free-space optical components and fibers. The development in integrated optical circuit technology provides the opportunity to develop chip-based OCT systems having the potential for considerable size and cost reduction. Recently, several chip-based FD-OCT systems have been demonstrated. Akca et al. demonstrated a SD-OCT with an $2 \times 2$ splitter and an integrated spectrometer based on silicon oxynitride (SiON) waveguides where the reference arm was not integrated on the chip [11]. Nguyen et al. demonstrated a SS-OCT system with a Si$_3$N$_4$ waveguide based interferometer and reference arm [12]. However, the length of their on-chip reference arm was not long enough to compensate the optical path introduced by a galvanometer scanner in the sample arm. Thus, the sample was translated to obtain B-scans. Yurtsever et al. demonstrated two different OCT systems [13, 14]. Both systems have a sufficiently long on-chip reference arm to accommodate a galvanometer scanner in the sample arm to obtain B-scans.

In systems with an on-chip reference arm, the dispersion difference between the reference arm and the sample path needs to be compensated using methods that may reduce the attainable axial resolution [14]. The on-chip reference arm has also relatively large dimensions in many OCT chips, especially in low-contrast waveguide technology where the minimum bending radius is the limiting factor for miniaturization. Another common practical challenge in chip-based systems is the design and fabrication of a broadband 50/50 coupler to be used in the interferometer, see e.g [15]. Directional couplers are wavelength-dependent devices of which the coupling ratio is strongly dependent on fabrication accuracy, as reported in [12]. Both deficiencies decrease the efficiency of the OCT system. In all of these chip-based OCT studies, external lenses are needed for the optical chip-to-sample coupling. These external elements can be much larger than the chip itself.

In this study we demonstrate a chip-based common-path SS-OCT system that addresses the problems of current designs. Firstly, by using a common-path OCT system we avoid the need of a separate reference arm. Advantages of common-path OCT compared to dual-arm OCT, such as greater ease of alignment, smaller sensitivity to vibration and better stability, have been demonstrated in several free-space-based or fiber-based OCT systems [16–19]. On our chip we exploit the back reflection from the end facet of the waveguide to act as the reference, thus obviating the need for a separate reference arm. This leads to a significantly smaller footprint of each OCT system which could be interesting for chip-based parallel OCT (see the discussions in the section of Conclusions and outlooks). This solution not only saves space on the chip, but also eliminates the decrease of axial resolution caused by dispersion [14]. Secondly, the three ports (the light source, the detector, and the common-path arm) of the chip are connected by a symmetric Y junction. Such junctions are intrinsically wavelength independent and their design and fabrication are less critical than for a directional coupler.
Thirdly, a directly integrated micro-ball lens [20] is positioned at a short distance from the waveguide facet for efficient coupling of the light between the chip and the sample. This micro-ball lens is the key component enabling the common-path configuration. Firstly, the lens significantly reduces the divergence angle of the light exiting from the waveguide, thus improving the lateral resolution and the chip-sample coupling compared to the case without a lens. Secondly, our SS-OCT has a maximum optical depth range of 5.1 mm (measured from the end facet of the waveguide, limited by the laser source and detector-determined spectrum resolution), of which the lens occupies only the first 0.2 mm, thereby leaving sufficient room for the sample.

The introduction of a lens causes additional reflections at the lens surface, which act as additional parasitic reference planes that reduce the image quality. This artifact has also been observed in a fiber-based common-path OCT system with a 500 μm diameter ball lens [19].

In the Appendix we present a mathematical proof that the effect of multiple references can be removed from the OCT image by using a deconvolution method after characterizing these reflections by measuring a mirror sample. We demonstrate the recovery of the image quality by using a deconvolution algorithm which is more generally applicable to other OCT systems suffering from the effects of multiple reference planes.

2. Experimental setup

The key components of the integrated optical circuit are a Y junction (200 μm long, 7 μm wide) and a polymer micro-ball lens (100 μm in diameter). The circuit was fabricated on a silicon substrate with SiON waveguide technology which was developed in the Integrated Optical MicroSystems group at the University of Twente [21]. The waveguide core is a 600 nm thick, 2 μm wide SiON channel embedded in a SiO₂ layer. The refractive index of the SiON and SiO₂ parts are 1.55 and 1.45, respectively, at λ = 1300 nm. The integration of the polymer micro-ball lens with the SiON waveguide chip is based on photolithography and thermal reflow of a photoresist polymer [20].

Fig. 1. Schematic of the SS-OCT experimental setup. (a) Light emitted by the swept laser source travels through an optical isolator (OI) and a fiber array unit (FAU) to the chip. The blue lines indicate optical fibers and the yellow lines represent the waveguides on the chip. (b) Microscope image of the end part of the chip showing the channel waveguide and the micro-ball lens. (c) Schematic of the side view of the structure in Fig. 1(b). The end facet is angled at 86 degrees (θ) with respect to the Si substrate plane.

The schematic layout of the SS-OCT system is shown in Fig. 1(a). Light emitted from the swept laser (Axsun Technologies, USA, 1312 nm center wavelength, 92 nm optical bandwidth, 20.9 mW output power, 50 kHz repetition rate) travels through an optical isolator (OI) and is coupled to the chip through a fiber array unit (FAU) with a 250 μm pitch. The splitting ratio of the Y junction has been measured to be between 48/52 and 52/48 in the wavelength range of 1170 nm to 1650 nm by a separate setup. The wavelength range is limited at the short wavelength side by the waveguide becoming multi-modal and at the long wavelength side by the available InGaAs detector. The in-coupled light propagates through
the Y junction with approx. 50% efficiency. The waveguide end facet, which back-reflects part of the light, acts as a reference plane as shown in Figs. 1(b) and Fig. 1(c). Due to the etching process, this facet is angled at 86 degrees (θ) with respect to the substrate plane, as shown in Fig. 1(c). Thus, only 60% (simulated with a beam propagation method [22]) of the Fresnel-reflected light (3.5%) couples to a guided waveguide mode, resulting in a calculated effective power reflection of 2%, which was experimentally verified. The light that is transmitted through the facet travels through the lens onto the sample. For the experiments reported here, we chose a micro-ball-lens arrangement (65 ± 0.5 µm facet-to-lens-center distance, lens radius of 49 ± 0.5 µm) providing the best possible collimated beam (1.6° half divergence angle, 15.3 µm beam waist at 0.3 mm optical path length, corresponding to an expected FWHM lateral resolution of 18 µm, 29 µm, 57 µm and 150 µm at 0.3 mm, 1 mm 2 mm and 5 mm optical path length, respectively) that has been reported in our earlier paper [20] (the beam divergence experiments, in our earlier paper, are repeated at a wavelength of 1.3 µm). Part of the light back-reflected from the sample is coupled into the waveguide through the lens and interferes with the light that is reflected by the end facet. This interference signal propagates through the Y junction where approx. 50% enters into the detection branch. The output signal from the chip is coupled to a detector (Thorlabs PDB 450C, USA; only one port of this balanced photodetector is used) through the same FAU. More details about the used light source and detector configurations can be found in [23].

3. Experimental results and discussion

As the presence of the integrated lens has been shown to provide a considerable reduction of beam divergence [20], a substantial increase of the OCT signal is expected. This improvement is quantitatively demonstrated in Section 3.1. In addition, this measured performance is compared to the theoretical performance expected from the application of a perfect lens which provides a hypothetical 0° divergence beam.

In Section 3.2 we present a comprehensive noise analysis covering three operating regimes for reflected reference power $P_R$ and reflected sample power $P_s$, viz. $P_R >> P_s$, $P_R = P_s$, and $P_s << P_R$. In most OCT studies involving biological samples the reflected sample power has been assumed to be much smaller than the reflected reference power [10, 24, 25] because the back-scattered power fraction from a typical biological sample is on the order of $10^{-5}$ [2]. Therefore, the noise of the system is dominated by the noise in the reflected reference power, hence independent of the sample. However, OCT is also increasingly used in industrial applications [4–7] where the reflectivity of the sample (such as the internal wall surface of an electronic panel [4]) could be close to one. Thus the condition of $P_R >> P_s$ is not always satisfied in case of a strongly reflecting sample.

In Section 3.3 the performance of our chip system is compared with that of a fiber system, and potential improvements of the chip system are discussed.

In Section 3.4 we show cross-sectional images of an optical phantom sample, which were obtained with our integrated probe. Some ghost images were noticed, which are caused by closely spaced (less than the coherence length of a spectral channel) multiple reference reflections from the waveguide end facet and the lens surface. A method is demonstrated that largely removes these ghost images.

The mathematical details of this method, which is based on a model of a multiple reference in FD-OCT, is presented in the Appendix. The method is applicable to both SS-CT and SD-OCT.

3.1 Signal enhancement with a micro-ball lens

The optical power levels were measured at several positions in the optical setup without and with a microlens (Table 1). These optical power levels are important to quantitatively understand the signal enhancement realized with the micro-ball lens and the noise analysis.
The laser power (9 ± 0.2 mW before coupling to the chip) was the same for all measurements in Table 1. A mirror sample was located as close as possible to the chip, which is approx. 0.1 mm distance, resulting in 0.3 mm and 0.1 mm optical path length from the sample to the waveguide facet in the case with and without a lens, respectively. The reflected reference power \( P_R \) and reflected sample power \( P_S \) were both measured at the detector location as shown in Fig. 1(a). The power incident on the sample is measured by placing a power meter at the position of the mirror sample. The irradiance at the sample is estimated using the beam radius \((23.6 ± 0.5 \mu m \text{ without lens}, 15.3 ± 0.5 \mu m \text{ with lens})\) at the sample position.

The results in Table 1 show that \( P_R, P_S, \) and the irradiance at the sample are similar in both systems. The slightly larger \( P_R \) and slightly smaller \( P_I \) in the situation with a micro-ball lens are due to reflections from the surfaces of the lens. Despite the larger optical path length between sample and waveguide facet \( P_S \) is approximately 100 times larger with compared to without the lens. \( P_R \) and \( P_I \) are kept the same as in Table 1 for all the OCT measurements with the chip system in this study. \( P_S \) and the irradiance at the sample are different for different optical path lengths. \( P_S \) decreases rapidly in case of no lens, such that it cannot be measured directly (with the current setup) at larger optical path lengths but can only be calculated from the OCT measurements.

### Table 1. Measured Reflected Reference Power, Reflected Sample Power and Power Incident on the Sample with and without a Micro-ball Lens

<table>
<thead>
<tr>
<th></th>
<th>Reflected reference power ( P_R ) (( \mu W ))</th>
<th>Reflected sample power ( P_S ) (( \mu W ))</th>
<th>Power incident on the sample ( P_I ) (mW)</th>
<th>Peak irradiance (Gaussian beam) at the sample (W/cm(^2))</th>
</tr>
</thead>
<tbody>
<tr>
<td>Without micro-ball lens</td>
<td>12.0 ± 0.5</td>
<td>2.8 ± 0.5</td>
<td>2.9 ± 0.1</td>
<td>((3.3 ± 0.3) \times 10^2)</td>
</tr>
<tr>
<td>With a micro-ball lens</td>
<td>14.5 ± 0.5</td>
<td>((2.9 ± 0.1) \times 10^2)</td>
<td>2.6 ± 0.1</td>
<td>((7.1 ± 0.5) \times 10^2)</td>
</tr>
</tbody>
</table>

In order to study the OCT signal enhancement with the lens, the A-scan results of a mirror sample measured with and without the lens are shown in Fig. 2(a). A peak is clearly visible at a position that corresponds to the optical path length between the mirror sample and the end-facet of the waveguide. For this measurement, the sample has been located at approximately 0.33 mm and 0.36 mm from the waveguide facet in the respective cases with and without lens; the small offset was introduced to distinguish both peaks in the same graph. This means that in the case without the lens, the \( P_S \) and peak irradiance at the sample were different from those listed in Table 1. The signal peak magnitude as measured for the chip with the micro-ball lens is a factor of 28 larger than the one measured without a lens. The peak magnitude is given by

\[
A_{\text{magnitude}} \propto M \rho \sqrt{P_R P_S} \tau, \tag{1}
\]

where \( M = 1088 \) is the total number of spectral channels, \( \rho = 1 \text{ A/W} \) is the average responsivity of the detector, and \( \tau = 13.4 \text{ ns} \) is the average integration time of each spectral channel [2]. This means that the collected reflected sample power \( P_S \) is approximately 780-fold enhanced by the micro-ball lens. This enhancement can be different for other optical path lengths and scattering properties of the sample. The FWHM of the signal peak is measured to be \(11.8 ± 0.2 \mu m \) in both cases, which is almost identical with the fiber-based system as shown in Table 2.

The OCT signal roll-off (measured as the peak magnitude in the A-scan as a function of optical path length) with and without a micro-ball lens is compared in Fig. 2(b). For these measurements the mirror sample was positioned at different distances from the waveguide facet, with the same light source and detector settings in all cases. The presence of the micro-ball lens enhances the signal strength by up to 37 dB depending on the optical path length. In
the same figure, the calculated expected signal roll-off is presented, following Eq. (2) in the paper of Yun [26]. For comparison, the calculated signal is normalized to the largest signal measured with a micro-ball lens. The calculated signal roll-off is based on the finite spectral resolution of the system, assuming a constant chip-sample coupling efficiency over the whole optical path length range. The values used in this calculation are 5.1 mm maximum optical path length and the ratio 0.73 of the spectral resolution to the sampling interval which is approximated by the detector duty cycle (0.73).

From Fig. 2(b) it follows that the micro-ball lens extends the 6 dB roll-off range from 0.2 ± 0.1 mm to 1.7 ± 0.1 mm. This 6 dB roll-off range is commonly used as a characteristic parameter to indicate the signal decreasing speed of an OCT system. Since we could not measure the sample signal at exactly zero optical path length in our common-path configuration, the 6 dB signal roll-off is referred to the closest point (first point) measured in each system. The faster signal roll-off in the experiment, compared to the calculated one (which assumes a hypothetical 0° divergence beam), is most likely caused by the decrease of the chip-sample coupling efficiency due to the beam divergence.

![Fig. 2. Characterization of the chip-based OCT system. (a) A-scan results of a mirror sample measured with and without a micro-ball lens. The signal measured without the lens is multiplied by 28 to obtain equal peak magnitude for the cases with and without lens to enable easy comparison. The insets show a zoom in to the main signal peak and the noise floor, respectively. (b) Signal roll-off measured with and without a micro-ball lens. The peak position of each A-scan is marked with a red dot for the case with a lens and a black square for the case without lens. The peak magnitude is given in dB units, where 0 dB corresponds to the value 1 of the arbitrary unit used in Fig. 2(a). The dashed black curve is a calculated signal roll-off based on the finite spectral resolution of the system. The red dashed lines indicate the 6 dB roll-off optical path length for each curve. (c) Measured noise as a function of optical path length. The measurements are categorized into two groups, namely sample power dominated and reference power dominated. (d) SNR roll-off comparison between chips with and without a lens. The red dashed lines indicate the 6 dB roll-off optical path length of each curve. The SNR roll-off curve in the case with a lens is rather flat, leads to a large uncertainty (± 0.5 mm) in the 6 dB roll-off range.]
3.2 Noise and signal-to-noise ratio (SNR)

The noise in an OCT measurement, specified as the standard deviation $\sigma$ of the signal fluctuations, measured at the noise floor of an A-scan, is given by

$$\sigma_{\text{measured}} = \sqrt{\sigma_{\text{read}}^2 + \sigma_{\text{shot}}^2 (P) + \sigma_{\text{RIN}}^2 (P)},$$  \hspace{1cm} (2)

where $\sigma_{\text{read}}$, $\sigma_{\text{shot}}$, and $\sigma_{\text{RIN}}$ denote read-out noise, shot noise, and relative intensity noise (RIN), respectively, and $P = P_R + P_S$ is the total power on the detector. For given detector settings, $\sigma_{\text{read}}$ does not depend on the signal. Shot noise and RIN have power dependencies of $\sigma_{\text{shot}} (P) \propto \sqrt{P}$ and $\sigma_{\text{RIN}} (P) \propto P$, respectively [24].

The total noise, $\sigma_{\text{measured}}$, measured as a function of the sample optical path length for the chip system, both with and without a lens is shown in Fig. 2(c). The noise is given in the same dB units as the signal in Fig. 2(b), i.e., $20 \log_{10} (\text{Noise})$. The noise stays constant with increasing optical path length in the chip system without a lens. The noise decreases with increasing optical path length in the chip system with a lens.

In both systems, the reference power is kept constant (12.0 µW without a lens and 14.5 µW with a lens as shown in Table 1), and the sample power decreases with increasing optical path length. From the measured power data in Table 1, it can be seen that $P_R \gg P_S$ in the case without a lens. So the noise is dominated by the noise level of the reference power, where $\sigma_{\text{measured}} = \sqrt{\sigma_{\text{read}}^2 + \sigma_{\text{shot}}^2 (P_R) + \sigma_{\text{RIN}}^2 (P_R)}$ from Eq. (2) is a constant. This explains the constant noise level in the chip system without a lens.

The ratio of reflected sample power to reference power in the chip system with a lens can be calculated using Eq. (1), Fig. 2(b), and Table 1. The result is that the reflected sample power is a factor of 20 larger than the reference power ($P_R \ll P_S$) for a mirror-to-chip distance of 0.3 mm, and decreases to 20% of the reference power ($P_R \gg P_S$) at a distance of 4.7 mm. At 3 mm optical path length, the reflected sample power is about the same as the reference power ($P_R = P_S$). Therefore, the noise of the chip with a lens can be classified in two different regimes, as indicated in Fig. 2(c), namely the sample-power-dominated and the reference-power-dominated regimes.

In the measurements discussed above, the sample was a mirror causing a relatively high reflected sample power due to its high reflection coefficient. This condition is relevant in case of certain industrial applications where highly reflective surfaces are measured [4]. In case of biological applications, the tissue will produce considerably less sample power ($P_R \gg P_S$), so that all measurements in this case would be performed in the reference-power-dominated regime with an approximately constant noise level. For any other partially reflecting samples [5–7], the noise in the chip system with a lens should fall in the region between the red dots and black squares indicated in Fig. 2(c).

The SNR is calculated as $20 \log_{10} (\text{OCT peak magnitude/noise})$. The SNR roll-off with optical path length is shown in Fig. 2(d). The 6-dB SNR roll-off optical path length of the chip without a lens is 0.2 ± 0.1 mm, which is the same as its signal roll-off. However, the 6-dB SNR roll-off optical path length of the chip with a lens, in the sample-power-dominated regime, is 3.0 ± 0.5 mm which is much larger than its signal roll-off (1.7 ± 0.1 mm). This extended roll-off optical path length is due to the fact that the noise is decreasing with increasing optical path length as shown in Fig. 2(c).

The signal roll-off curve [Fig. 2(b)] and the SNR roll-off curve [Fig. 2(d)] together set the boundary of roll-off rate in the SNR for different samples. The SNR roll-off curve in Fig. 2(d) is measured with a mirror which has the largest sample power noise. This leads to the fastest...
decrease in the noise with sample power, thus the slowest decrease in the SNR. In the case of a weakly scattering sample, the noise will be dominated by a constant reference power noise, thus the SNR decreases at the same rate as the signal. For any other samples, the SNR roll-off is slower than the signal roll-off and faster than the SNR roll-off measured with a mirror. Thus the 6 dB SNR roll-off optical path length of any sample should be between 1.7 ± 0.1 mm and 3.0 ± 0.5 mm for the chip with a lens. For a weakly scattering tissue sample, the 6-dB SNR roll-off optical path length should be 1.7 ± 0.1 mm (the same as the signal roll-off).

3.3 Performance comparison with a fiber system

The performance of the chip system having a lens is compared to that of a bulk fiber SS-OCT system [23], using exactly the same light source and photodetector. The following conditions were kept constant in the experiments:

(a) Settings of the swept laser source and the detector.
(b) Reflected reference power, \( P_R = 14.5 ± 1 \mu W \), in the absence of the sample.
(c) Power incident on the sample \( P_I = 2.6 ± 0.1 \) mW.
(d) Mirror sample placed at approx. 0.3 mm (optical path length) distance from the reference plane (the waveguide facet in case of the chip system).

The key parameters in the corresponding A-scans of both systems are listed in Table 2.

<table>
<thead>
<tr>
<th></th>
<th>Chip with micro-ball lens</th>
<th>Fiber system</th>
</tr>
</thead>
<tbody>
<tr>
<td>Signal peak (arb. units)</td>
<td>(5.2 ± 0.1) \times 10^3</td>
<td>(15.8 ± 0.1) \times 10^3</td>
</tr>
<tr>
<td>FWHM (μm)</td>
<td>11.8 ± 0.2</td>
<td>12.5 ± 0.2</td>
</tr>
<tr>
<td>Noise (arb. units)</td>
<td>1.5 ± 0.1</td>
<td>1.2 ± 0.1</td>
</tr>
<tr>
<td>SNR (dB)</td>
<td>71 ± 1</td>
<td>82 ± 1</td>
</tr>
</tbody>
</table>

The OCT signal peak magnitude of the chip system is approximately one third of that of the fiber system and the FWHM of the signal peaks in both systems are almost identical. The smaller signal peak magnitude in the chip system is caused by the larger optical losses compared to the fiber system. The power transmittance from the sample to the detector in the fiber system is measured to be 54 ± 2% at this optical path length. This is mainly limited by the coupling efficiency of the bulk lens used in this fiber system. Based on Eq. (1), the chip system should have approx. 9 times smaller transmittance (~6%) in the same path than in the fiber system. The power transmittance of every component from sample to detector in the chip system is as follows:

1. The micro-ball lens has a measured power transmittance of 89 ± 2% due to Fresnel reflection.
2. The coupling from the micro-ball lens to the waveguide is 48 ± 5%, which is calculated based on the measured total transmittance at this optical path length and transmittance of every other components. This coupling efficiency is similar to that of the bulk lens used in the fiber system.
3. The propagation losses of the waveguide (0.1 dB/cm [27]) lead to a transmittance of 91 ± 2%.
4. The on-chip Y junction has a transmittance into the detector arm of 49 ± 2%.
5. The coupling from the chip to the detector is 59 ± 2% due to the mode mismatch between waveguide and fiber.

Therefore, the total transmittance of the chip system from the sample to the detector is 11 ± 2%, which is not around 6% as calculated with Eq. (1). This mismatch is due to the fact that the reflected reference power, 14.5 μW, in case of the chip system is the sum of the
contributions from three references as will be discussed in Section 3.4. The reference power that contributes to the main signal peak is only $11.5 \pm 1 \, \mu W$ rather than $14.5 \pm 1 \, \mu W$, which explains the mismatch within the experiment error.

The power transmittance in the chip system can be improved in the following ways.

1. An anti-reflection coating on the lens could reduce the Fresnel reflection.

2. The sample-chip coupling can be improved by using a larger diameter micro-ball lens which can provide a beam with a Rayleigh range covering the entire range of interest.

3. Using shorter waveguides (from currently 4 cm to a few 100 $\mu m$) to connect the ports of the Y junction will lead to smaller propagation losses.

4. Using an on-chip low-loss circulator instead of the Y junction will eliminate its intrinsic 50% loss. However, the design and fabrication of such a circulator is rather challenging, especially for a broad wavelength range [28].

5. The fiber-chip coupling could be improved by designing a suitable waveguide taper.

Despite the larger signal peak, resulting in an expected larger shot noise, the measured noise is slightly smaller for the fiber system (see Table 2). The reason is that the fiber system uses a separate reference path, enabling the application of a balanced detector. This significantly reduces the RIN arising from the laser power fluctuation [29]. Thus, the total noise in the fiber system is smaller than in the chip system. One possible solution to reduce the RIN noise in the chip system is to monitor the laser power and apply post processing by software.

3.4 Multiple reference planes and phantom imaging

Close inspection of Fig. 2(a) shows the appearance of relatively strong shoulders on the main peak for the case when the micro-ball lens is used. This is caused by Fresnel reflections that take place, not only at the end facet of the waveguide (the intended reference plane), but also from the front and back surfaces of the micro-ball lens. These lens surfaces, therefore, act as two additional reference planes in this common-path OCT system. Next, we will demonstrate that using a deconvolution technique the artefacts in the A-scan caused by the lens can be eliminated. A mathematical model of a multiple-reference FD-OCT system is described in the Appendix. A main result in the Appendix is Eq. (18), which is given here in a simplified form,

$$i_{D,\text{image}}(z) = G \otimes H_{\text{PSF}},$$

where $\otimes$ denotes convolution, $G$ and $H_{\text{PSF}}$ are functions of wavenumber, $G$ contains the sample information, and $H_{\text{PSF}}$ is the point spread function (PSF) [30] of the OCT system in the axial direction, which is independent of the sample. The PSF is composed of the broadening function depending on the source bandwidth, and a function describing the dependence on the reflectivities and relative positions of the reference planes. This PSF can be characterized by measuring the response of a well-known sample (a mirror) as indicated in the Appendix. In case of a multiple references OCT like in our chip system, this PSF is a multi-peak function resulting in ghost images for every additional reference plane that may overlap with the image that originates from the primary reference plane. A commonly used imaging processing technique, deconvolution, can be used to suppress or remove these unwanted ghost images [30].

Here we investigate the applicability of the deconvolution technique for suppressing the ghost images. To this end, the PSF of our chip system is measured with a mirror sample, since $G$ is a delta function in the case of a mirror sample. A zoomed-in view of an A-scan result of a mirror sample is shown by the black curve in Fig. 3(a), which is the PSF of our system. The
The effect of the two additional references is clearly visible as two additional peaks (peak 2 and 3) in Fig. 3(a). The peaks 1, 2 and 3 in Fig. 3(a) are the interference of the mirror-waveguide-facet, mirror-lens-surface (close to the waveguide) and mirror-lens-surface (far from the waveguide), respectively. Next, this PSF is used in the deconvolution of A-scans from any sample measured with this chip system. An example of a deconvolution result is shown with the red curve in Fig. 3(a) which shows a strong suppression of the peaks caused by reflections from the lens’ surfaces.

In theory, the measurement of the $H_{PSF}$ is not sensitive to the position of the mirror sample with respect to the reference planes. Several PSF measurement using different mirror distances have been performed and no significant differences were observed in the results.

Finally, we apply our OCT system to an optical phantom. The optical phantom that is used consists of three scattering layers separated by two transparent layers. The scattering layer, used to mimic the skin, is silicone elastomer-based which includes scattering by adding TiO$_2$ or SiO$_2$ particles [31]. This layered sample is placed on a glass slide which is mounted on a translation stage to obtain B-scans. Two zoomed-in cross-sectional images (B-scan) are shown in Fig. 3(b) and Fig. 3(c). Each A-scan in the B-scan is averaged over 30 measurements. The image after deconvolution shows a clear improvement in the contrast. This is due to the suppression of the ghost images of the scattering layers.

The full range of a deconvolved B-scan is shown in Fig. 3(d). The two lines that show up close to zero optical path length are caused by the reflections of the micro-ball lens surface. Although a background measurement without the sample has been subtracted from the sample measurement to remove these reflection lines. The coupling efficiency between the fiber and chip varies from measurement to measurement due to mechanical instability of our experimental set-up, which leads to a small power difference in these reflections. This small power difference results in incomplete cancellation of these two reflections. This problem is unimportant because these artifacts are always at the same location and are distinct from the sample image. It can be largely solved by gluing the FAU to the chip, which will remove the coupling uncertainty between measurements.

![Fig. 3. (a) A zoomed-in view of an A-scan result of a mirror sample. This plot shows the effect of multiple references on the mirror sample (black curve) and its deconvolved solution (red curve). (b) and (c) Zoomed in cross-sectional images of a phantom sample before and after deconvolution. (d) and (e) The deconvolved phantom images at different distances from the chip.](image)
The image in Fig. 3(e) is a deconvolved B-scan of the phantom measured at a larger distance from the chip. The image of the phantom becomes dimmer with increasing optical path length. Scattering layers are still clearly visible at an optical path length of 2.6 mm. Scattering (the glass holder and the sample were placed under angle to avoid specular reflection) from the rear side of the glass holder is even visible up to 4.2 mm.

Many different deconvolution algorithms exist for image processing. The deconvolution result may be different depending on the noise in the measurement and the algorithm used [32]. Since the described experiment is intended as a proof of concept that the artefacts arising from the multiple reference planes can be suppressed with a deconvolution approach, we did not perform a systematic study of different deconvolution algorithms. A further study on the selection of the deconvolution algorithms may be needed to find the optimal algorithm for this particular system.

The B-scans demonstrated here were obtained by translating the sample. Since the micro-ball lens is integrated and the optical chip is a small low-mass device, an alternative implementation might mount the fiber-connected chip directly on a scanner to obtain two- or three-dimensional images.

4. Conclusions and outlooks

In this study, we have demonstrated a chip-based common-path SS-OCT system with an integrated micro-ball lens. The common-path design eliminates the space-consuming and dispersive on-chip loop reference arm. Therefore, no dispersion compensation is needed to achieve the light-source-limited axial resolution. The three-port configuration (light source, common-path arm, and detector) enables the use of a wavelength-independent 50/50 Y junction which is much less sensitive to fabrication errors compared to a directional coupler. The drawbacks of this common-path configuration is that it cannot use a balanced detector, which leads to around 3–4 dB lower sensitivity compared to a traditional dual-arm OCT [19].

The use of an on-chip micro-ball lens eliminates the need for external optical elements for coupling the light between the chip and the sample. Such a micro-ball lens enables a very short distance of a few hundred μm between the sample and the reference plane, which is an important requirement for common-path OCT. The use of this micro-ball lens leads to a signal enhancement up to 37 dB compared to the chip without a lens, for a mirror sample. A multiple-reference FD-OCT model has been developed. Multiple ghost images caused by additional reference planes (originating from the lens surface) could be largely suppressed using a deconvolution scheme. Finally, cross-sectional imaging of a layered optical phantom, with suppressed ghost image, has been demonstrated.

The minimum footprint of this design could, in principle, be as small as ~400 × 100 μm, which may enable the fabrication of a chip-based parallel OCT system with multiple independent detection channels. The minimum length of ~400 μm is determined from the 200-μm long Y junction plus the 100-μm diameter micro-ball lens, plus some spacing. (However, in order to facilitate testing of the device, our prototype was equipped with several cm long straight access waveguides.) The minimum width of ~100 μm is determined from the diameter of the lens.

We believe that, by integrating a micro-ball lens onto the chip and using a common-path configuration, we have moved a significant step forward in the development of on-chip SS-OCT systems.

Appendix

Here, we present a model, extended from the model in [2], for a FD-OCT with multiple reference planes. This model mathematically proves that the multiple references lead to a convolution effect in an OCT A-scan. A mirror sample can be used to measure the transfer function and deconvolve any other A-scan to recover the original sample image.
Assume the light source provides a polychromatic plane wave of which the electric field is expressed in complex form as

$$E_i = s(k) e^{i(kz - \omega t)},$$  \hspace{1cm} (4)

where $\omega$ is the angular frequency, $t$ is the time, $k$ is the wavenumber, $z$ is the optical distance from the source along the optical axis, and $s(k)$ is the amplitude spectral density of the electric field.

The field transmission coefficient from the light source to the sample is $t_{LS}$ and from the sample to the detector is $t_{SD}$. If the sample is modeled as a set of $N$ discrete partial reflectors with respective effective field reflection coefficients $r_{Sn}$, which incorporate the depth-dependent absorption and scattering losses in the sample, the field $E_S$ incident on the detector after returning from the sample, in absence of the reference arm, can be expressed as

$$E_S = E_i t_{LS} t_{SD} e^{i\omega z} \sum_{n=1}^{N} \left( r_{Sn} e^{2i\omega z_n} \right),$$  \hspace{1cm} (5)

where $z_n$ is the optical distance from the main reference plane, which is the waveguide end facet, to the detector, and $z_{Sn}$ is the optical distance from the facet to the $n^{th}$ reflector in the sample.

The field transmission coefficient from the light source to the reference plane is $t_{LR}$ and that from the reference plane to the detector is $t_{RD}$. Assume $J$ discrete planes with effective reflection coefficients $r_{Rj}$ (defined similar to the assumed discrete 'sample reflectors' $r_{Sn}$). The field incident on the detector after returning from the reference in the absence of the sample arm is

$$E_R = E_i t_{LR} t_{RD} e^{i\omega z} \sum_{j=1}^{J} \left( r_{Rj} e^{2i\omega z_j} \right),$$  \hspace{1cm} (6)

where $z_j$ is the optical distance from the facet to the $j^{th}$ reference plane. Multiple reflections between these planes are considered as separate planes at different (longer) optical distances.

The waves returning from reference and sample interfere at the detector. The photocurrent generated by the detector is proportional to the square of the sum of the fields incident upon it, as given by

$$I_D(k) = \rho(k) \left( c e_0 A \left| E_R + E_S \right|^2 \right).$$ \hspace{1cm} (7)

Here, $\rho(k)$ is the responsivity of the detector as a function of wavenumber (units Amperes/Watt), the angular brackets denote the (time) average over the response time of the detector, $c$ is the speed of light, $e_0$ is the vacuum permittivity and $A$ is the cross-sectional area of the light beam (assuming the detection area is larger than the beam). Equation (4)-(6) are substituted into Eq. (7) and the location $z$ of the main reference plane (the facet) is chosen to be $z = -z_D$, for convenience. As the period of the source optical wave is much smaller than the detector response time, and the system is assumed to be stationary, this leaves the temporally invariant terms.


\[ I_p(k) = \rho(k)S(k)\left[ T_{LR}T_{RD}(R_{R1} + R_{R2} + \ldots) + T_{LS}T_{SD} (R_{S1} + R_{S2} + \ldots) \right] \]

'Direct current (DC) terms'

\[ + \rho(k)S(k)\sqrt{T_{LR}T_{RD}T_{LS}T_{SD}} \sum_{j=1}^{N} \sum_{n=1}^{N} \left\{ \sqrt{R_{Rj}R_{Sn}} \left[ e^{i2\Delta x_{Rj-n}} + e^{-i2\Delta x_{Rj-n}} \right] \right\} \]

'Cross-correlation terms'

\[ + \frac{1}{2} \rho(k)S(k)T_{LR}T_{RD} \sum_{j=1}^{N} \sum_{j=1}^{N} \left\{ \sqrt{R_{Rj}R_{Sn}} \left[ e^{i2\Delta x_{Rj-n}} + e^{-i2\Delta x_{Rj-n}} \right] \right\} \]

'Auto-correlation terms of reference'

\[ + \frac{1}{2} \rho(k)S(k)T_{LS}T_{SD} \sum_{n=1}^{N} \sum_{n=1}^{N} \left\{ \sqrt{R_{Sn}R_{Sn}} \left[ e^{i2\Delta x_{Sn-n}} + e^{-i2\Delta x_{Sn-n}} \right] \right\} \]

'Auto-correlation terms of sample'.

Here,

\[ S(k) = \frac{1}{2} c e_n A |s(k)|^2 \]

is the power spectral density of the light source, and

\[ T_{LR} = |t_{LR}|^2, T_{RD} = |t_{RD}|^2, T_{LS} = |t_{LS}|^2, T_{SD} = |t_{SD}|^2, R_{Rj} = |r_{Rj}|^2, \text{ and } R_{Sn} = |r_{Sn}|^2 \]

are the optical power transmittance and reflectance. The factor 1/2 in the "auto-correlation" terms is a result of the double counting of \( n = a \) and \( m = b \) with the identical contributions of \( n = b \) and \( m = a \). The cross-correlation terms and auto-correlation terms of the sample are the parts containing the sample information of interest. For a weakly scattering biological sample (reflectivity on the order of \( \sim 10^{-4} \) to \( 10^{-5} \)), the auto-correlation terms of the sample are normally negligible compared to the cross-correlation terms [2]. The first half of the DC terms, and the auto-correlation terms of the reference are independent of the sample. Therefore, they can be considered as a background and obtained by a measurement without any sample. This background then can be subtracted in subsequent sample measurements. The remaining parts are the second half of the DC terms and the cross-correlation terms, which are well separable in an A-scan due to their different \( z \)-positions.

Assuming that all reference planes have a fixed reflectivity and location in the system, we can write

\[ z_{R2} = z_{R1} + \Delta z_{j1}, z_{R3} = z_{R1} + \Delta z_{j1}, \ldots, \]

(11)

where \( \Delta z_{j1} \) is the optical distance of the \( j \)th reference plane to the first (main) reference plane. Then the cross-correlation terms in \( I_{DC}(k) \) can be written as
\[
I_{D,\text{cross}}(k) = \rho(k)S(k) \left[ c_{SR1}(k) + c_{SR1}^*(k) \right]
\]

‘from reference plane 1’

\[
+ \rho(k)S(k) \left[ \frac{\sqrt{R_{R2}}}{\sqrt{R_{SR1}}} c_{SR1}(k) e^{-i2k\Delta z_2} + \frac{\sqrt{R_{R2}}}{\sqrt{R_{SR1}}} c_{SR1}(k)^* e^{i2k\Delta z_2} \right]
\]

‘from reference plane 2’

\[
+ \rho(k)S(k) \left[ \frac{\sqrt{R_{R3}}}{\sqrt{R_{SR1}}} c_{SR1}(k) e^{-i2k\Delta z_3} + \frac{\sqrt{R_{R3}}}{\sqrt{R_{SR1}}} c_{SR1}(k)^* e^{i2k\Delta z_3} \right]
\]

‘from reference plane 3’,

where * denotes the complex conjugate and

\[
c_{SR1}(k) = \sqrt{T_L T_{RD} T_S T_{SD}} \sum_{n=1}^{N} \left\{ \sqrt{R_{SRn} R_{SR} e^{i2k(\Delta z_n - \Delta z_1)}} \right\}.
\]

(13)

The first line in Eq. (12) is the signal caused by the reference plane 1, which is identical to the signal of a single-reference OCT system. The corresponding A-scan from reference 1 (excluding the DC terms) is

\[
i_{D,\text{cross, SL, image}}(z) = F \left[ \rho(k)S(k) c_{SR1}(k) \right] = F \left[ \rho(k)S(k) \right] \otimes F \left[ c_{SR1}(k) \right],
\]

(14)

and its mirrored artifact is

\[
i_{D,\text{cross, SL, artifact}}(z) = F \left[ \rho(k)S(k) c_{SR1}^*(k) \right] = F \left[ \rho(k)S(k) \right] \otimes F \left[ c_{SR1}^*(k) \right],
\]

(15)

where \( F[\cdot]\) denotes the Fourier transform and \( \otimes \) denotes convolution. Equation (14) indicates that even for a normal single-reference plane OCT, the A-scan can be understood as an infinity sharp sample function \( F[c_{SR1}(k)] \) convolved with a light source and detector bandwidth limited broadening function \( F[\rho(k)S(k)] \).

The complete cross-correlation terms can be further expressed as

\[
I_{D,\text{cross}}(k) = \rho(k)S(k) \left[ c_{SR1}(k) \alpha(k) + c_{SR1}^*(k)^* \alpha(k)^* \right],
\]

(16)

where

\[
\alpha(k) = \left\{ 1 + \sum_{j=2}^{J} \frac{R_{Rj}}{R_{SR1}} e^{-i2k\Delta z_{j1}} \right\}
\]

(17)

describes the influence of the reference planes on the signal. In case of a single reference system \((J=1)\), the summation term in Eq. (17) is zero, thus \( \alpha(k) = 1 \). In case of a multiple reference system, the summation term in Eq. (17) indicates the reflectance \( (R_{Rj}) \) and distance \((\Delta z_{j1})\) relation of all the reference planes \( (R_j) \) to the first reference plane \( (R_1) \).

The A-scan (excluding the DC terms) from this multiple-reference OCT is

\[
i_{D,\text{cross, image}}(z) = i_{D,\text{cross, SL, image}}(z) \otimes F[\alpha(k)]
\]

\[
= F[c_{SR1}(k)] \otimes F[\rho(k)S(k)] \otimes F[\alpha(k)],
\]

(18)
where $F[c_{SR}(k)]$ describes the response of the sample, $F[\rho(k)S(k)]$ is the broadening function caused by the finite bandwidth of the light source and $F[\alpha(k)]$ is a J-peak comb-like function describing the influence of the reference planes on the signal. Thus the point spread function (PSF) of the system in the axial direction is

$$H_{PSF} = F[\rho(k)S(k)] \otimes F[\alpha(k)],$$

(19)

which is independent of the sample. Overlapping of the sample images will occur if the thickness of the sample is larger than the spacing of the comb peaks in $F[\alpha(k)]$. However, the overlapped image can be recovered to a certain degree by deconvolution if the PSF is known [30].

This axial direction PSF can be measured as

$$H_{PSF} = i_{D,\text{cross\_image}}(z)$$

(20)

with a mirror sample, since the sample function $F[c_{SR}(k)]$ is a Dirac delta function. An example of the measured PSF is shown with the black curve in Fig. 3(a). One of the Matlab deconvolution functions ‘deconvlucy’ (based on the Richardson–Lucy deconvolution [31, 33], which is a commonly used iterative algorithm in imaging processing [34]) is used on the black curve in Fig. 3(a). The result is shown with the red curve in Fig. 3(a) which shows a strong suppression of the peaks caused by reflections from the lens’ surfaces. Deconvolution with this PSF even sharpen the main peak to a certain degree, which may slightly improve the axial resolution of the OCT system.
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