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Abstract—This paper describes an alternative method for the scheduling of iterative data-flow graphs. The method is based on the scheduling-range chart, which contains the information on the range within which each operation in the graph can be scheduled. The scheduling range is determined by considering the intra- and inter-iteration precedence relations. The goal is to find an optimal position within the scheduling range of each operation in such a way that some quality criteria (number of hardware resources, iteration period, latency, register life-time) are optimized. A formal proof of the NP-completeness of the problem is given and two polynomial-time heuristics are introduced: fixed-rate (rate-optimal) as a special case scheduling where the number of hardware resources is optimized at the same time that a specific iteration period is guaranteed, and maximum-throughput scheduling with limited resources where the iteration period is optimized for a fixed number of processors. The algorithms are able to find optimal solutions for well-known benchmark examples.

I. INTRODUCTION

In order to achieve fast implementations of computation-intensive digital signal processing (DSP) algorithms, parallel processing is necessary. As a consequence, tools to detect parallelism and appropriate scheduling techniques have to be developed.

DSP algorithms are characterized by their infinite repetition, which allows the exploitation of parallelism not only between operations of the same iteration (intra-iteration parallelism) but also the parallelism between operations of consecutive iterations (inter-iteration parallelism) [1]. Besides, for a large number of algorithms without data-dependent conditionals, it is possible to apply deterministic scheduling techniques at compile or design time [2].

The use of the data-flow graph model to describe DSP algorithms is very extended [2]–[5]. Some scheduling techniques for iterative data-flow graphs (IDFG’s) are based on applying traditional single-iteration scheduling methods [6]–[8] for optimizing the schedule length of one iteration of the algorithm (or a finite number of algorithm iterations in the case of direct blocking [9], [10]). These techniques totally or partially ignore the repetitive nature of the algorithms, overlooking in this way part of the parallelism [11].

On the other hand, a number of nonpreemptive deterministic scheduling techniques that are able to exploit intra- and intra-iteration parallelism have been reported in the literature (see for example [1], [2], [5], [12], and [13]).

In acyclic IDFG’s, by using pipelining, the iteration period, $T_{o}$, can be reduced until the limit imposed by the computational time of the tasks in the graph and the available computing power. In contrast, the minimum iteration period for cyclic IDFG’s depends not only on those factors, but also on the topology of the graph. The minimum iteration period of a cyclic IDFG, for an unconstrained number of hardware resources, is called the iteration period bound $T_{\text{bound}}$, and is determined by the critical loop [12] of the graph. Schedules that can be executed at this iteration period are called rate-optimal schedules.

Basically, three scheduling techniques that provide such schedules have been reported: maximum-spanning tree [12], search of cyclo-static schedules [5], and optimum unfolding [1].

The first has the disadvantage that it does not try to optimize the number of processors, leading in general to solutions with suboptimal processor utilization [11]. The second consists of a depth-first search of cyclo-static solutions, by fixing both the iteration period and the number of processors. This method cannot guarantee a schedule since a solution may not exist when both parameters are fixed (see Section V). The third method consists of reducing the graph to an equivalent perfect-rate data-flow program that can always be scheduled rate-optimal. This is performed by unfolding with an optimal unfolding factor and scheduling the resulting graph. The main disadvantage is that the memory space necessary to store the program increases proportionally with the unfolding factor.

This paper is focused on an alternative approach to the scheduling of IDFG’s based on the scheduling-range chart. The goal is to find an optimal position within the scheduling window of each operation in such a way that some quality criteria (number of hardware resources, iteration period, latency, register life-time) are optimized. Based on this approach, two types of algorithms are introduced: fixed-rate (rate-optimal as a special case) scheduling, where the number of hardware resources is optimized at the same time a specific iteration period is guaranteed, and maximum-throughput scheduling with limited resources, where for a given number of processors the iteration period is minimized.

The structure of this paper is as follows. Section II introduces the IDFG model and some concepts of graph theory that will be used in this text. Section III describes the multiprocessor scheduling problem for IDFG’s. The notions
of scheduling range and scheduling-range charts for noniterative and IDFG’s are given in Section IV. Section V presents some bounds related to the scheduling problem and discusses why fixing both the number of processors and the iteration period might not lead to a solution. Two scheduling algorithms based on the scheduling-range concept, one for optimization of hardware resources and another for optimization of the iteration period, are presented in Section VI. Section VII discusses an efficient algorithm for the computation of the scheduling-range chart. The total time complexity of the proposed algorithms is analyzed in Section VIII. Section IX compares the proposed algorithms with other scheduling algorithms for IDFG’s, while experimental results are presented in Section X. The effects of the introduction of non-negligible communication delays to the scheduling problem are considered in Section XI. The main conclusions are summarized in Section XII. Finally, a formal proof of the NP-completeness of the scheduling of IDFG’s is given in Appendix A.

II. THE IDFG MODEL

In order to approach the scheduling problem, it is necessary to define a clear model to represent the computations and data dependencies in a DSP algorithm. This section discusses the IDFG, a special case of a data-flow graph.

The family of DSP algorithms that can be modeled by a synchronous data-flow graph [3] is of special interest since the scheduling can be performed statically, at compile or design time. This covers a large group of algorithms; the only restriction is that they may not contain data-dependent conditionals. Multiple sampling rates and hierarchy are easily expressed within this model.

An IDFG is a synchronous homogeneous data-flow graph [3]; IDFG(V, E). V = C U D U I U O constitutes the set of vertices (C, D, I, and O are pairwise disjoint). C is the set of vertices associated with computational nodes (or operations), D is the set of delay elements, and I and O are the set of inputs and set of outputs, respectively. An edge e ∈ E can connect any pair of vertices in V with the constraint that no edge is incident to an input and no edge is incident from an output.

In IDFG’s there is a token stream flowing from the input nodes that make the nodes be fired repetitively, producing token streams flowing to the output nodes. The set of computations fired as a consequence of one set of tokens at the input nodes will be referred to as the computation of one iteration. Each token can be indexed by the iteration number in which it was produced. The time between two consecutive firings of a node will be called the iteration period, Ɉn.

Data dependencies between nodes fired by tokens of different iterations are indicated in IDFG’s by using the delay node. A delay node delays a token it receives for a number of iteration periods. For v ∈ D, this number is denoted by v. multiplicity. For v ∈ C U I U O, v. multiplicity = 0.

The duration of the computation performed by a vertex v ∈ C is given by v. duration. For v ∈ D U O U I, v. duration = 0 by definition. The computational nodes in this paper are assumed to be atomic and nonpreemptive.

In contrast to IDFG’s the nodes of a noniterative DFG are fired only once. In a noniterative DFG, delay nodes do not have any meaning.

Here we introduce some well-known concepts of graph theory [14] that are used further in the text. A directed path in the graph starts at a certain vertex, goes through zero or more vertices, and finishes in another vertex following the edges in the graph according to their orientations. When the first and the last vertex of a directed path coincide, the path is called a directed loop. A directed path or loop is simple when the path or loop passes at most once through each vertex in the graph. In the rest of the text a directed path will be called a path and a directed loop will be called a loop. In an IDFG, all loops contain at least one delay element. Noniterative DFG’s are always acyclic.

Two nodes v, v ∈ V are called strongly connected if there is a path from v to v and a path from v to v. A subgraph of the IDFG such that all possible pairs of vertices in the graph are strongly connected is called a strongly connected component. Note that a partitioning of the graph into strongly connected components can contain subgraphs composed by a single vertex.

In this paper it is assumed that the DSP algorithm is modeled as an IDFG. As an example, Fig. 1 shows the IDFG of a second-order digital filter section. The IDFG is by definition homogeneous, and therefore it cannot directly model multiple sampling rates. However, a general synchronous DFG can always be expressed as a simpler homogeneous graph; a systematic method for performing this is given in [15].

III. THE SCHEDULING PROBLEM

The IDFG and the set of hardware resources provide the model for the scheduling problem. For reasons of simplicity the set of hardware resources is assumed to be a set of identical processors.

The (processor) scheduling of an IDFG consists in finding a suitable periodic ordering of the computational nodes v ∈ C, and their assignment to the set of processors P, such that the precedence relationships are not violated, and a certain objective function is optimized. The objective function can take into account one or more quality factors, as the number of hardware resources, iteration period, register life time, latency, etc. The set P will be assumed to be a set of identical processors. A formal proof of the NP-completeness of IDFG’s is given in Appendix A.

Two optimization methods are considered here.

1) Given a specific iteration period, minimize the number of required processors. This problem will be referred to as fixed-rate scheduling.

2) Given a finite set of processors, minimize the iteration period. This problem will be referred to as maximum-throughput scheduling with limited resources.
The assignment of every computational node $c \in C$, to one or more consecutive (repetitive) time slots without considering the processor assignment will be called a time schedule.

Even when the iteration period is $T_0$, usually more than one period is covered by the time schedule. In order to take into account the effect of the overlapping in time of the execution of different iterations due to the periodic-in-$T_0$ schedule, the execution of one iteration (time schedule) is folded modulo $T_0$ into the range $[0, T_0 - 1]$. In this way, the operations are grouped in $T_0$ equivalence classes [5], [11]. The operations in each equivalence class are executed in parallel.

When both the iteration period and the number of resources are fixed, as is done in [9], a solution for the scheduling problem may not exist (see Section V). In order to guarantee a solution, either of the two parameters should be left free to be optimized by the algorithm.

Interprocessor communication delays are first assumed to be negligible with respect to the computation time. The implications of communication delays are briefly discussed in Section XI.

IV. THE SCHEDULING-RANGE CHART

The time interval where an operation can start its execution in a valid time schedule will be called its scheduling range. The length of this interval is called the mobility of the operation. The scheduling-range chart displays this information for every operation in the iterative or noniterative DFG. The concept of the scheduling range will first be explained for noniterative DFG’s and will later be extended to IDFG’s.

4.1. Noniterative DFG’s

In noniterative DFG’s it is often the case that the scheduling goal consists in the minimization of the schedule length (makespan). The minimum schedule length is equal to the critical path of the graph. The scheduling range of each operation is finite and determined by its position in the early and late schedule [16], [17]. For an operation in the critical path, its early and late schedule positions are the same, and therefore its mobility is zero.

These concepts can be visualized with the aid of an example. Fig. 2 shows a noniterative DFG, its critical path, and the Gantt charts of an early and a late schedule. In order to ease the readability of the schedules, the subindex $i$ is used to refer to the computational node $c_i \in C$.

It is also possible to represent the time schedule of a noniterative DFG by a time-schedule chart, as shown in Fig. 3 for the early and late schedules. The scheduling-range chart for noniterative DFG’s is determined by merging the information of the early and late time-schedule charts into a single chart.

Various scheduling algorithms for noniterative DFG’s based on the idea of determining the scheduling ranges of the operations have been reported. Early examples are PERT [18], the scheduling strategies proposed by Ramamoorthy et al. in [16], and the critical path algorithm for microcode compaction$^2$ proposed by Ramamoorthy and Tushita [19]. Another example is the recently proposed force-directed scheduling [17] for behavioral synthesis of ASIC’s, which has been reported as very successful.

4.2. IDFG’s

In noniterative DFG’s, the schedule is nonperiodic and the scheduling ranges take the beginning of the schedule as a reference. In contrast, in an IDFG, the schedule is periodic. To determine the scheduling ranges it is necessary to define a periodic reference. We choose the periodic reference to be the (periodic) time assignment of a reference node $c_r \in C$.

In contrast to the case of noniterative DFG’s where the scheduling ranges are finite, in IDFG’s the ranges can be finite or infinite. Each strongly connected component, considered as a whole, has an infinite scheduling range with respect to another one. The nodes of a mininode strongly connected component have finite scheduling ranges with respect to a reference operation inside that component.

When all the predecessors or successors of an operation have been time scheduled, we say that its scheduling range has a fixed left limit or a fixed right limit, respectively.

The extension of the notation for IDFG’s is shown in Fig. 4.

To build the scheduling-range chart for an IDFG, an operation is selected as a reference. The scheduling range of

$^2$ Do not confuse with the “critical path list scheduling” algorithm.
the rest of the operations in the graph is determined by (the joint effects of) the following constraints.

- **Forward precedence relation** (see Fig. 5): Any pair of operations \( c_i, c_j \in C, \langle c_i, c_j \rangle \in E \), should be scheduled such that:

  \[ t_j \geq t_i + c_i \text{ duration} \]  

  (1)

  where \( t_k \) is the time when operation \( c_k \) starts its execution.

- **Backward precedence relation** (see Fig. 6): This constraint expresses precedence relations between operations of different iterations. Two operations \( c_i, c_j \in C \), connected by a path \( R \) of delay nodes should be scheduled such that the token produced by \( c_j \) and delayed by the delay elements in the path is available at \( c_i \) for the execution of the corresponding iteration. Expressed in another way:

  \[ t_j + T_0 \sum_{\text{edges}(R)} d \text{. multiplicity} \geq t_i + c_i \text{. duration} \]  

  (2)

  where \( \text{edges}(R) \) gives the set of vertices contained in path \( R \).

- **Slack time** (see Fig. 7): The slack time of a loop \( L \) is defined by

  \[ \text{slack time} = T_0 \sum_{\text{edges}(L)} d \text{. multiplicity} - \sum_{\text{edges}(L)} c \text{. duration}. \]  

  (3)

  The slack time in loops is a consequence of the forward and backward precedence relations between nodes in a (multinode) strongly connected component [10].

---

**Fig. 3.** Time-schedule charts and scheduling-range chart for the noniterative DFG of Fig. 2.

**Fig. 4.** Notation for the scheduling-range chart of IDFG's.

**Fig. 5.** Forward precedence constraints.

**Fig. 6.** Backward precedence constraints for \( T_0 = T_{\text{fin}} = 3 \text{ TU}'s. \)

**Fig. 7.** Scheduling range of operations in strongly connected components. for \( T_0 = T_{\text{fin}} = 3 \text{ TU}'s. \)

**Fig. 8.** Shows the scheduling-range chart for the IDFG of Fig. 1, for \( T_0 = T_{\text{fin}} = 3 \text{ TU}'s. \) Node \( c_2 \), member of the strongly connected component \( \{c_1, c_2, c_3, c_4, d_1, d_2\} \) has been taken as reference. Computational node \( c_4 \), as well as reference operation \( c_2 \), are members of the critical loop. Therefore, the slack-time in the directed loop \( d_1 - c_4 - c_2 - d_1 \) is zero and the mobility of \( c_2 \) is zero. Operations \( c_1 \) and \( c_2 \) are members of the noncritical loop \( d_1 - d_2 - c_3 - c_1 - c_2 - d_1 \); their mobilities are equal to the slack time of that loop, i.e., \( 2 \text{ TU}'s. \) The rest of the operations in the IDFG have infinite scheduling range. Since operations \( c_2 \) and \( c_4 \) have a fixed position in the chart, i.e., they are time scheduled, the scheduling range has a fixed limit for operations \( c_1, c_2, \) and \( c_6 \) (whose only predecessor is \( c_4 \)), and \( c_1 \) (whose only successor is \( c_5 \)).

**V. SCHEDULING-PROBLEM BOUNDS**

This section addresses the processor and iteration-period bounds of the scheduling problem. It will be shown that a solution to the scheduling problem might not exist when both the number of processors and the iteration period are fixed to those values.
Processor Bound for a Fixed Sampling Rate

The computational Processor bound for an iteration period \( T_0 \), \( P_{0r} \), is defined as [5]:

\[
P_{0r} = \left[ \frac{\sum_{c \in C} c_{\text{duration}}}{T_0} \right].
\]

(4)

Iteration Period Bounds

- **Iteration period bound of the IDFG for unlimited resources, \( T_{0\text{un}} \):** In cyclic IDFG's, the iteration period can be reduced, by supplying enough computing power, until the limit imposed by the critical loop [12], \( L_c \). A critical loop is that directed loop for which the summation of the processing time of each operation in the loop divided by the number of delay elements in the loop is maximal. This quotient is \( T_{0\text{un}} \). This bound is given by

\[
T_{0\text{un}} = \frac{\sum_{c \in \text{cyclic}(L_c)} c_{\text{duration}}}{\sum_{d \in \text{delay}(L_c)} d_{\text{multiplicity}}}
\]

(5)

In acyclic IDFG's, by supplying enough computing power, the iteration period for a fully static unblocked schedule can be reduced until the duration of the longest operation. So, for the case of acyclic IDFG's, we define \( T_{0\text{un}} = \max_{c \in C}(c_{\text{duration}}) \). By the use of cyclo-static techniques [5] or direct blocking and with unlimited resources, the iteration period can be reduced below that limit [10].

- **Computational iteration period bound for a number \( P \) of processors, \( T_{0P} \):** This bound takes into consideration the number of processors \( P \), and the total computational delay of the IDFG. The topology of the graph is not considered. This bound is defined as

\[
T_{0P} = \left[ \frac{\sum_{c \in C} c_{\text{duration}}}{P} \right]
\]

(6)

- **Iteration period bound of the IDFG for a number \( P \) of processors, \( T_{\text{min}P} \):** This bound considers both a fixed number of processors and the topology of the graph. It is given by:

\[
T_{\text{min}P} = \max_{\text{topo}}(T_{0\text{un}}, T_{0P})
\]

(7)

When using the above mentioned bounds to find a solution for the multiprocessor scheduling problem, the following points have to be considered.

- Not every IDFG has a solution to the scheduling problem when both the iteration period and the number of resources are fixed. See the IDFG example of Fig. 9: \( T_{0\text{un}} = 4 \) TU's and \( P_{0r} = 2 \). The initial state of the scheduling-range chart shows that the precedence constraints are such that operation \( c_1 \) is the only one with mobility. The remaining ones have a fixed position. There are only two possible class assignments for operation \( c_2 \) (its duration is 2 TU's, and due to the no-preemption condition it should be assigned to two consecutive classes): \( (0-1) \) and \( (1-2) \). However, only classes \( (2-3) \) are available. A solution with \( P_{0r} = T_{0\text{un}} \) does not exist; either the number of processors or the iteration period has to be increased.

- A fully static unblocked processor assignment may not exist when both the iteration period and the number of processors are fixed, even when a valid equivalence-class assignment (periodic time schedule) does exist. Consider the IDFG of Fig. 10. This graph has \( T_{0\text{un}} = 3 \) and \( P_{0r} = 2 \). The three operations are members of the critical loop. The corresponding scheduling-range chart and equivalence-class assignment, after the equivalence-class assignment phase, are shown in the figure. However, it is not possible to assign the operations to only two processors without the use of direct blocking [9], [11], or cyclo-static techniques [5], [9]. A fully static unblocked solution will require to increase either the number of processors or the iteration period.

- The use of a heuristic cannot guarantee an optimal solution. The iterative scheduling problem is NP-complete (a formal proof is given in Appendix A). Therefore, the use of heuristics, as those proposed in this paper, in finding a schedule in polynomial time, cannot guarantee an optimal solution.

VI. THE SCHEDULING ALGORITHMS

The scheduling-range chart concept provides an alternative approach for the scheduling of IDFG's. Range-chart-guided techniques are based on finding an optimal position within the scheduling range of each operation in such a way that some quality criteria (number of hardware resources, iteration period, latency, register life time) are optimized.

Here, two straightforward and greedy algorithms are presented:

- **fixed-rate scheduling,** where the iteration period is fixed and the algorithm optimizes the number of hardware resources; and

- **maximum-throughput scheduling,** where the number of resources is fixed and the algorithm minimizes the iteration period.

6.1. Fixed-Rate Scheduling for Minimization of Hardware Resources

The algorithm described in this section can be applied to cyclic as well as acyclic IDFG's. For rate-optimal schedules
of cyclic IDFG’s, the iteration period is equal to $T_{0_{\text{max}}}$, the iteration period bound.

The $T_0$ equivalence classes are divided into levels; one processor per level is necessary. The algorithm assigns operations to equivalence classes and time slots according to a priority determined by their mobilities, and in such a way that the number of levels is optimized. Once this has been performed for all the operations, the algorithm enters a new phase where the operations are assigned to processors.

When the duration of all the computational nodes $c_i \in C$ is the same, the processor assignment phase does not need to be delayed. A different processor can be associated to each level, and the processor assignment is performed simultaneously to the equivalence-class assignment. When the duration of the computational nodes is not the same, the processor assignment problem on its own is NP-hard. After the equivalence-class assignment phase, each operation $c_i$ is assigned to one or more consecutive classes. The contiguous equivalence classes to which each operation has been assigned to constitute a circular interval on a circle of circumference equal to $T_0$. The problem of optimal processor assignment consists in determining a partition of $C$ into $m$ pairwise disjoint subsets such that there is no overlapping between the circular intervals corresponding to nodes of the same subset, and $m$ is minimized. The circular intervals can be used as the vertex set of a circular-arc graph $G(C, E)$, where there is an edge $(c_i, c_j) \in E$ if and only if the corresponding intervals have a non-empty intersection. The optimal processor assignment problem then becomes equivalent to finding a minimum coloring of the corresponding circular-arc graph. In [20] it was shown that this problem is NP-hard. The determination of processor assignment in the range-chart guided algorithms proposed here is performed by a heuristic.

A description of the fixed-rate scheduling algorithm is given below.

1) For an acyclic IDFG provide $T_0$. For a cyclic IDFG determine the critical loop and $T_{0_{\text{max}}}$, provide an iteration period such that $T_0 \leq T_{0_{\text{max}}}$ (make $T_0 = T_{0_{\text{max}}}$ for rate-optimal schedules).

2) Select a reference operation and determine the scheduling-range chart for $T_0$.

3) Partition the scheduling-range chart into sectors that correspond to each equivalence class.

4) Maintain for each equivalence class a pointer to the first available level; initially, this pointer has a value 1 for all equivalence classes.

5) Select the unscheduled operation with the shortest scheduling range. In case of equal length, give priority to an operation with a fixed-limit range. Select the operation $c_i$ with the lowest index $i$ if multiple operations have a range with fixed limit.

6) Fix the position of the selected operation within its scheduling range, such that it can be assigned to those equivalence classes with the lowest level. When multiple positions are possible, give a preference to the position closest to the fixed limit. Since the level of a class is not associated to any processor, operations that cover more than one class can be assigned to different levels. Update the first available level of the affected equivalence classes.

7) Update the scheduling-range chart to incorporate the fixed position of the operation just scheduled.

8) Repeat Steps 5, 6, and 7 until all operations have been scheduled.

9) Assign operations to processors.
   (a) Sort operations according to their computational delay; the longest first; in case of equal duration sort by operation index $i$.
   (b) Maintain for each equivalence class a pointer to its first available level which now is associated to a processor. This pointer should be initialized to 1 for all equivalence classes.
   (c) Remove the first operation from the list and assign it to the first processor level that has empty all the equivalence classes to which the operation has been assigned to. Update the first-available level pointers.
   (d) Repeat the last two steps until all the operations have been assigned to processors.

As an example, consider the rate-optimal scheduling of the IDFG of Fig. 1. First, the critical loop is determined, and $T_{0_{\text{max}}}$ is computed (see Fig. 11(a)). Next, operation $c_1$ is selected as a reference and the scheduling-range chart is determined for $T_0 = T_{0_{\text{max}}} = 3$ TU’s; the chart is divided into sectors corresponding to the three equivalence classes, 0, 1, and 2 (see Fig. 11(b)). Then, the algorithm enters the
equivalence class assignment phase, shown in Fig. 12. Operations $c_2$ and $c_4$, which do not have mobility, are automatically assigned to classes 0, and 1 and 2, respectively, in level 1 (Fig. 12(a)). The operation selected next is $c_1$. There are no more empty levels, so a new level is created. The operation is scheduled giving preference to the position where the fixed limit is, filling level 2 of class 2; the chart is updated (Fig. 12(b)). The algorithm continues with operation $c_1$. Of the three possible positions, (1–2), (2–0), and (0–1), the algorithm chooses the first in order not to create a new level (Fig. 12(c)). The algorithm continues in this way until all the operations have been time scheduled and assigned to equivalence classes (Fig. 12(g)).

The processor assignment phase is shown in Fig. 13(a); the processor utilization is 100%. Fig. 13(b) visualizes the overlapping in the execution of four consecutive iterations.

6.2. Maximum-Throughput Scheduling with Limited Resources

This algorithm works essentially in the same way as the fixed-rate scheduling algorithm introduced in the previous subsection; the modifications are given below (the steps that are not mentioned are not modified).

1) Provide $P$, the number of processors; set $T_0 = T_{\text{min}, r}$.
6) As Step 6 in fixed-rate scheduling. However, if the first available level for any equivalence class exceeds $P + 1$, set $T_0 := T_0 + 1$ and restart from Step 2.

9(c) As Step 9(c) in fixed-rate scheduling. However, if the number of processors after assigning the operation exceeds $P$, set $T_0 := T_0 + 1$ and restart from Step 2.

An alternative approach that avoids restarting the iteration period every time is adjusted is discussed in [21].

VII. CONSTRUCTING THE SCHEDULING-RANGE CHART

Given the set of all inequalities derived from the forward and backward precedence relations, the goal is to find the scheduling range of each operation. The following remarks should be made at this stage.

- A unique solution exists only when the starting time of one operation is fixed. This operation is called the reference operation, $c_r$. By definition $t_r = 0$.
- Given the reference operation, none of the operations has an empty scheduling range. This is a consequence of the choice $T_0 \geq T_{\text{min}, r}$.

To our knowledge, the best method for computing the scheduling ranges for each operation is to represent the set of inequalities in a so-called inequality graph and to compute longest paths in these graphs. The inequality graph is a weighted directed graph $G(C, F)$ that represents the forward and backward precedence relations between the computational nodes in an IDFG. $C$ is the set of computational nodes and $F$ is the set of edges. Each edge $f_k \in F$ has a weight $w(f_k)$.

An edge $f_k = (c_i, c_j) \in F$ expresses the following relation:

$$t_j - t_i \geq w(f_k).$$

We can rewrite (1) and (2) as

$$t_j - t_i \geq c_i, \text{duration}$$

$$t_j - t_i \geq T_0 \sum_{d \in \text{set}(R)} d. \text{multiplicity} + c_i. \text{duration}. \quad (10)$$

Equations (9) and (10) have now the same form as (8) and can be used for constructing $G(C, F)$. Fig. 14 shows the inequality graph corresponding to the IDFG of the second-order filter section of Fig. 1.

In the inequality graph defined in this way, the lower bound of the scheduling range of a computational node $c_i$ is given by the longest path from the reference node $c_r$ to $c_i$. Because $t_r = 0$, the lower bound of $t_i$ is exactly the length of longest path. If there is no path, there is no lower bound; so $t_i \geq -\infty$. Similarly, the upper bound is found by computing the longest path from $c_j$ to $c_i$, multiplied by $-1$.

The longest paths from the reference node to all other nodes have to be computed for the lower bounds. This is the single-source longest path problem. It can be solved by the Bellman–Ford algorithm (see, e.g., [20]). Although the original version of this algorithm is for shortest paths, it can easily be adapted for longest-path computations. The graph on which the algorithm operates can be cyclic, but should not have any directed loops where the total edge weight is positive (so-called positive loops). The inequality graph satisfies this restriction, since $T_0 \geq T_{\text{min}, r}$.

A concise description of the Bellman–Ford algorithm applied to our problem is given below (it has been adapted from [23]):

1) Associate a variable $l_i$ with each node $c_i$ (this variable will store the length of the longest path from $c_r$ to $c_i$, when the algorithm terminates); initialized $l_i = 0$ and $l_i = -\infty$ for $i \neq r$.
2) Use two variables $S_1$ and $S_2$, that will store sets of nodes; initialized $S_1 = \{c_r\}$ and $S_2 = \emptyset$.
3) Consider all edges $f_k = (c_i, c_j)$ such that $c_i \in S_1$; if $l_j < l_i + w(f_k)$ then set $l_j = l_i + w(f_k)$ and add $c_j$ to $S_2$.
4) If $S_2 \neq \emptyset$, set $S_1 = S_2$, $S_2 = \emptyset$ and continue with Step 3.

For the upper bounds of the scheduling ranges, the longest path from all nodes $c_i$ to $c_r$ has to be computed. This can be done by applying the Bellman–Ford algorithm in a graph $G'(C, F')$, which is obtained from $G(C, F)$ by reversing the
the operations $c_i$ at a time $t_j$ somewhere within their scheduling range. This can be represented in the graph $G(C, F)$ by adding an edge with weight $t_j$ from $c_i$ to $c_j$ and an edge with weight $-t_j$ from $c_j$ to $c_i$. Fixing the operation affects the ranges of the unscheduled operations; they can be updated by the Bellman–Ford algorithm. For updating, the old values of the lower (upper) bounds can be taken as initial values, and Step 1 in the algorithm above can be skipped. This leads to an improvement in the average execution time, but the worst-case time complexity remains the same. As the range chart has to be updated $c$ times until all operations have been scheduled, the contribution of the range-chart calculations to the overall time complexity of the scheduling algorithms is $O(c_f^2)$. 

VIII. TIME-COMPLEXITY ISSUES

In order to determine the overall time complexity of the algorithms, the following main steps have to be considered.

1) The computation of $T_{\text{max}}$. This value is necessary for any scheduling algorithm for cyclic IDFG’s, not only the one presented in this paper. In [10], an efficient algorithm is presented that does not enumerate all loops (see also [24]). It is based on the minimum cost-to-time ratio cycle algorithm in [25]. It has a time complexity of $O(de + d^3 \log d)$, where $d$ is the number of delay elements and $e$ is the number of edges in the IDFG.

2) The generation of the inequality graph $G(C, F)$ from the IDFG($V, E$). Edges in $F$ originating from forward precedences are found by inspecting every edge $E$ once. Edges originating from backward precedences can be found by means of a depth-first search starting from the computational nodes incident to delay elements; this can also be done in $O(e)$ time. Note that $f$, the cardinality of $F$, is $O(\varepsilon)$.

3) The repeated computation of the scheduling-range
chart. As explained in Section VII, this can be done in \( O(c^2 f) \) where \( c \) is the cardinality of \( C \).

4) The search of the next operation to be scheduled and its scheduling. The best candidate to schedule during each iteration can be found by a linear search through all unscheduled operations and therefore requires \( O(c) \) time. For equivalence-class assignment, at most \( T_{0\text{max}} \) locations have to be considered for each operation. For processor assignment the search space is two dimensional and at most \( T_{0\text{max}} \times P \) positions have to be considered. So, the time complexity of the search and scheduling is \( O(c^2 + cPT_0) \).

The IDFG's considered here have computational nodes with a number of inputs bounded by a constant (e.g., two-input additions). Besides, it is assumed that the number of retries in maximum-throughput scheduling does not depend on the problem size. This means that \( f \) and \( c \) are \( O(c) \). Combining all these considerations we get the following overall time complexity for the algorithms:

\[
O(cd + d^3 \log d + c^3 + cPT_0).
\]

IX. COMPARISON WITH OTHER SCHEDULING ALGORITHMS

This section compares the introduced algorithms with other scheduling algorithms for IDFG's and analyzes the differences. Other scheduling methods reported in the literature can be grouped in the following categories:

- **Single iteration methods.** These methods optimize schedules for a single iteration of the algorithm. The IDFG is converted into a noniterative DFG that corresponds to the precedence graph of one iteration by replacing delay nodes by input and output nodes. Deterministic scheduling of noniterative DFG's is a well-studied problem [7]: the resulting acyclic graph can be scheduled by any algorithm for minimization of the schedule length of a noniterative DFG, as, for example, critical-path list scheduling [8].

- **Direct blocking methods** [9], [11]. These methods are basically the same as above, but here the schedule is optimized for the precedence graph over a number of iterations equal to the blocking factor \( n(n \geq 1) \), capturing more parallelism in general.

- **Fixed-rate methods.** These techniques are able to generate schedules for a given iteration period \( T_0 \geq T_{0\text{max}} \). In the special case that \( T_0 = T_{0\text{max}} \), the schedules are called rate-optimal.

  **Maximum-spanning tree.** This scheduling technique has been proposed by Renfors and Neuvo in [12] and [26]. It is based on the scheduling of an essentially equivalent network \( N \) [27], obtained from the original network \( N \) (where the operations have delay zero) by inserting delays \( d_i \) equal to the processing time \( t_i \) of the operations, removing the original ideal delay elements, and inserting *shimming delays* when necessary.

**Optimum unfolding.** This method, proposed by Parihi [1], consists of reducing the graph to an equivalent perfect-rate data-flow program that can always be scheduled rate optimally. This is performed by unfolding with an optimal unfolding factor, and scheduling the resulting graph.

**Search of cyclo-static schedules.** The theory of cyclo-static processor schedules was developed by Schwartz [5], [9]. A cyclo-static system is a synchronous multiprocessor system whose schedule is characterized by its periodicity, in the discrete time-processor space, \( P \times T \). The approach proposed by Schwartz to find cyclo-static schedules is by means of a depth-first search in the lattice \( P \times T \) with iteration period equal to \( T_{0\text{max}} \) (rate-optimal solution) and a number of processors equal the *processor bound* (Equation (4) for \( T_0 = T_{0\text{max}} \)).

Table I summarizes some of the major characteristics of the methods mentioned above and the proposed range-chart algorithms. The schedules obtained by means of single-iteration methods give, in general, poor results in number of processors and iteration period due to the fact that all possible inter-iteration parallelism is disregarded. The efficiency increases when the graph is blocked since more parallelism can be captured. However, as the number of computational nodes in the direct blocked graph increases proportionally with the blocking factor \( n \), so does the memory space necessary to store the schedule. The iteration period of the fixed-rate methods, especially rate-optimal methods, is by definition optimal. The maximum-spanning tree method does not explicitly try to optimize the number of resources, leading in general to schedules that need more processors than optimal.

With optimum unfolding, the number of processors can be optimized by using a suitable heuristic, but the memory space necessary to store the program increases proportionally with the unfolding factor. A fixed-rate cyclo-static schedule with a number of processors equal to the processor bound for the selected iteration period does not always exist; therefore, the method based on a search in that time-processor space cannot guarantee a solution. The two proposed algorithms based on the range-chart guarantee a solution with minimal memory space; in fixed-rate scheduling the iteration period is fixed and the algorithm optimizes the number of processors, while in maximum-throughput scheduling, the number of resources are fixed and the algorithm minimizes the iteration period.

X. EXPERIMENTAL RESULTS

The two algorithms described in Section VI have been implemented in Common Lisp. The implementation actually treats fixed-rate scheduling as a special case of maximal-throughput scheduling, where the limit on the number of processors is set to infinity.

In this section, some experimental results obtained by this implementation are described. We have run the algorithm for several benchmark graphs: the second-order filter section of
TABLE I
COMPARISON OF SEVERAL SCHEDULING
ALGORITHMS FOR IDFG’S

<table>
<thead>
<tr>
<th>Method</th>
<th>Number of processors</th>
<th>Iteration period</th>
<th>Memory space</th>
<th>Guarantee of solution</th>
</tr>
</thead>
<tbody>
<tr>
<td>Single-iteration methods</td>
<td>poor</td>
<td>poor</td>
<td>minimal</td>
<td>yes</td>
</tr>
<tr>
<td>Direct Blocking</td>
<td>efficiency increases with the blocking factor</td>
<td>increases with the blocking factor</td>
<td>yes</td>
<td></td>
</tr>
<tr>
<td>Maximum-spawning tree</td>
<td>not optimized</td>
<td>optimal</td>
<td>minimal</td>
<td>yes</td>
</tr>
<tr>
<td>Optimum Unfolding</td>
<td>optimized</td>
<td>optimal</td>
<td>minimal</td>
<td>yes</td>
</tr>
<tr>
<td>Search of cyclo-static schedules</td>
<td>optimal</td>
<td>optimal</td>
<td>minimal</td>
<td>yes</td>
</tr>
<tr>
<td>Scheduling range chart</td>
<td>rate optimal</td>
<td>maximum throughput</td>
<td>optimized</td>
<td>yes</td>
</tr>
</tbody>
</table>

Fig. 1, a fourth-order Jaumann wave digital filter (mentioned in [12]; see Fig. 15), a fourth-order all-pole lattice filter (mentioned in [26]; see Fig. 16), a 16-point FIR filter (introduced in [28] and often used as a benchmark in high-level synthesis; see Fig. 17), and a fifth-order wave digital elliptic filter (introduced in [29] and also often used as a benchmark in high-level synthesis; see Fig. 18).

The results are shown in Table II. For each benchmark the minimal number of processors for different iteration periods is displayed. Besides, the table shows the computational processor bound, the processor utilization, the duration of addition and multiplication for the benchmark (original data are used as much as possible), and the CPU time for the execution of the algorithm on an Apollo DN 10000 machine. From the table it can be concluded that the algorithm is able to find solutions with a number of processors equal to the computational processor bound, except for the fifth-order elliptic filter when $T_0 = 16$ and $T_0 = 21$. An analysis of these cases based on scheduling ranges shows that no solutions exist for $P = 3$, respectively, $P = 2$. This can be seen by considering a suitable interval in the initial range chart (folded by modulo $T_0$) and showing that even when as many operations as possible are scheduled outside this interval, at least one equivalence class should have 4, respectively, 3, levels because the total computation time of the operations remaining in the interval exceeds 3, respectively, 2, times the length of the interval.

It should be noted that the results are not independent of the reference operation and that, therefore, the reference operation should be carefully chosen.

Our implementation includes a program that automatically generates schedules in PostScript format. Two examples are presented in Figs. 19 and 20. In these figures, a crossed rectangle indicates an idle processor and a shaded rectangle refers to the execution of an operation belonging to iteration other than the depicted one.

As can be seen from the table, the program executes very fast. The CPU-times given refer to the computation of $T_{out}$ and the schedule. A good user interface will need an order of magnitude more of CPU time than the actual scheduling; e.g., the generation of the PostScript description for the fifth-order elliptic filter already requires 2.0 s.

XI. COMMUNICATION DELAYS

The scheduling model used in the previous sections considers communication delays negligible with respect to the processing times. The inclusion of interprocessor communication delays increases the difficulty of the scheduling problem. In this section the main consequences will be briefly discussed. A detailed discussion can be found in [10].

When interprocessor communication delays cannot be neglected, they have to be considered in the formulation of the forward and backward precedence relations that determine the scheduling ranges.

In the general case, when extending our model in a similar way to the DAG proposed by Hwang et al. in [30] for noniterative DFG’s, these relations can be formulated as follows.

- **Forward precedence relation:**

  \[ t_j \geq t_i + c_i \cdot \text{duration} + t_{\text{comm}}(P_{c_i}, P_{c_j}) \times \eta(c_i, c_j) \]

  (11)

where $(c_i, c_j) \in E$, $P_{c_i}$ indicates the processor to which a node $c_i \in C$ has been assigned. $t_{\text{comm}}(P_{c_i}, P_{c_j})$ is the time necessary to transfer a message unit from processor $P_{c_j}$ to processor $P_{c_i}$ (usually $t_{\text{comm}}(P_{c_i}, P_{c_j}) = 0$ when $m = n$), and $\eta(c_i, c_j)$ indicates the number of messages sent from an immediate predecessor (through zero or more delay elements) $c_i$, to a successor $c_j$.

- **Backward precedence relation:**

  \[ t_j + T_0 \sum_{d \in \text{coeff}(R)} d \cdot \text{multiplicity} \geq t_i + c_i \cdot \text{duration} \]

  \[ + t_{\text{comm}}(P_{c_i}, P_{c_j}) \times \eta(c_i, c_j). \]

  (12)
- Slack time in a loop $L$:

\[
\text{slack time} = T_0 \sum_{\text{devel}(L)} d.\text{multiplicity} - \sum_{\text{cove}(L)} c.\text{duration} + \sum_{c_k \in \text{set}(L)} t_{\text{com}}(P_{c_k}, P_{c_l}) \times \eta(c_k, c_l)
\]

(13)

where $\eta(c_k, c_l) = 0$ whenever $c_k$ is not an immediate predecessor of $c_l$.

In order to discuss the effects of the interprocessor communication delays on the schedule, the effects on each strongly connected component (considered as a whole) in the IDFG, and on each operation of a multinode strongly connected component, will be considered separately. A processing model with I/O coprocessors is assumed.

Given an arbitrary IDFG that might contain directed loops, it can be transformed into a reduced IDFG. The reduced graph is obtained from the original IDFG by replacing each strongly connected component by a single node [16]. A reduced graph is always acyclic. Therefore, (13) is not applicable. With the exception of the reference node, each node has an infinite scheduling range. The inclusion of communication delays due to interprocessor communication between the nodes of the reduced IDFG only affects the location of the finite limit of the ranges as can be seen by comparing (11) and (12) to (1) and (2), their counterparts for negligible communication delays.
That means that if there are enough communication links, and the total computational time of each multinode strongly connected component does not exceed the selected iteration period, the latter is not affected by interprocessor communication, only the latency. When scheduling, communication links have to be included as another resource that is periodically used. Each operation $c_i \in C$ is assigned to $c_i.duration$ equivalence classes of a processor, while each interprocessor message between nodes $c_i, c_j$ is assigned to $t_{conn}(P_i, P_j)$ equivalence classes of a communication link between $P_i$ and $P_j$. As communication time increases, more equivalence classes of a link are necessary to transmit a message. Therefore, for an iteration period $T_0$, a partition/assignment (grouping of the computational nodes of the IDFG into clusters, each of them assigned to a different processor) should be found such that the following relation is satisfied:

$$\max_{i\in LK} \left( \eta_{ik,j} \times t_{conn}(P_i, P_j) \right) \leq T_0 \ \forall P_i, P_j \in P (14)$$

where $P$ is the set of processors, $LK$ is the set of communication links of the system, and $\eta_{ik,j}$ is the total number of messages per iteration period in $l_{k,j}$, the communication link between processor $P_i$ and $P_j$.

In the paragraph above, interprocessor communication was restricted to take place only between strongly connected components, but not within the strongly connected component itself. In case this restriction cannot be satisfied and a multinode strongly connected component is assigned to more than one processor, the slack time of the loop is affected by the inclusion of communication delays in accordance to (13). This case can be approached by performing a partitioning/assignment for each component where interprocessor communication takes place such that the scheduling ranges are non-empty (i.e., a valid ordering of the operations is found). Next, a final partitioning/assignment that includes the remaining operations has to be found such that (14) is satisfied.

**XII. Conclusions**

The notion of a scheduling range for operations of IDFG's has been introduced. The scheduling-range concept is an important aid for the understanding of the scheduling problem. The knowledge of the scheduling range of the operation gives deep insight into the problem, which is of fundamental value during the scheduling process. In terms of scheduling ranges, the scheduling problem consists of determining an optimal position within the scheduling range of each operation in a such a way that some quality criteria (number of hardware resources, iteration period, latency, register life time) are optimized.

By means of the scheduling-range concept, it has been shown that when both the sampling period and the number of processors is fixed, a solution to the scheduling problem might not exist. To guarantee a solution either of the two parameters should be left free to be optimized by the algorithm.

Two scheduling algorithms based on the scheduling-range concept were proposed: one for fixed-rate scheduling where the number of processors is optimized at the same time that a specific sampling rate (for example, optimal rate) is guaranteed, and maximum-throughput scheduling with limited resources where the sampling period is optimized for a fixed number of processors. The decisions in the scheduling algorithms are guided by the information on the scheduling ranges of the operations, which can be visualized in the scheduling-range chart.

The introduced algorithms for fully static unblocked schedules, although simple, are powerful enough to solve many problems optimally. They always guarantee a solution in polynomial time by fixing one of both parameters, iteration period or number of processors, while optimizing the other. The memory space required is optimal since the schedule corresponds to only one execution of the IDFG.

Our current research in this area concentrates on improvements of the proposed algorithms and the application of range-chart methods to high-level synthesis.

**APPENDIX**

**A. The NP-Completeness of IDFG Scheduling**

In this section a proof of the NP-completeness [31] of the IDFG Scheduling problem will be presented. First, the problem has to be formulated as a decision problem. Then this formulation is used in the two parts required for the proof.

1) Showing that IDFG Scheduling is in the class of problems called NP.
2) Showing that a problem known to be NP-complete can be transformed in polynomial time to IDFG Scheduling.

IDFG Scheduling can be formulated as a decision problem as follows.

Given an iterative data-flow graph IDFG, and two integers $P$ and $T_0$, does there exist a fully static unblocked schedule periodic in $T_0$ such that the tasks in the IDFG can be scheduled on $P$ processors respecting the forward and backward precedence constraints implied by the IDFG? Yes or no?

For the first part of the proof it should be shown that there exists a search space for each problem instance from which a
nondeterministic choice can be made, and once an element has been chosen, it should be shown that there exists a polynomial time algorithm to decide whether this element is a solution to the problem instance. A schedule is an assignment of a processor \( p_i \) and a starting time \( t_i \) to each operation \( c_j \in C \) in the IDFG. Obviously \( 0 \leq t_i \leq P \). The fact that \( t_i \) is bounded requires some explanation. For purposes of normalization set the starting time of the operation that is executed the earliest to zero. So, \( 0 \leq t_i \). Divide the time axis in intervals of length \( T_0 \) starting from 0. As for any \( c_j \in C \), \( c_j \leq T_0 \) (otherwise scheduling with iteration period \( T_0 \) is impossible) the longest schedule without unnecessary latency obeys the property that each time interval of length \( T_0 \) either contains the beginning or the end of an operation’s execution (if there is an interval that does not contain the execution of any operation, there is unnecessary latency). So, \( 0 \leq t_i \leq 2c \in T_0 - 1 \).

Given the bounded search space, a nondeterministic machine is able to select any element by assigning a processor and a starting time to each operation in the IDFG. The next thing to show is that the test whether such an element constitutes a solution can be done in polynomial time. Such a test should check that the \( t_i \) satisfy the forward and backward precedence constraints and it should also check that at most one task is assigned to any processor at any moment in time taking into account that one should be able to fold the schedule into the interval \([0, T_0 - 1]\) without creating overlaps. Both checks can be done in polynomial time and this means that IDFG Scheduling is in NP.

A problem that is known to be NP-complete [31] and that can be transformed in a straightforward way into IDFG Scheduling is Bin Packing. The Bin Packing problem is as follows.

Given a finite set \( U \) of items \( U = \{ u_1, u_2, \ldots, u_n \} \), where the size of an element \( u \in U \) is given by \( u \cdot size \in \mathbb{Z}^+ \), and two parameters \( B, K \in \mathbb{Z}^+ \). Does a partition of \( U \) into disjoint sets \( U_1, U_2, \ldots, U_k \) exist such that for all \( \sum_{u \in U_j} u \cdot size \leq B \)?

Given an instance of Bin Packing, its transformation to an instance of IDFG Scheduling is as follows.

- Create a computational node \( c \) for every item \( u \), such that \( c \cdot duration = u \cdot size \).
- Create the edges \( (c_i, c_{i+1}) \), \( i = 1, 2, \ldots, u - 1 \). (Note: the exact way that the edges are created is irrelevant as long as the IDFG is connected and acyclic.)
- Set \( P = K \) and \( T_0 = B \).

Note that all steps in the transformation can be done in polynomial time. Because the IDFG is acyclic, all operations except the one chosen as a reference have an infinite scheduling range. An infinite range means that there are no restrictions to the equivalence classes to which an operation can be assigned. So, the obtained instance of the IDFG Scheduling problem has a solution if and only if there is a solution to the instance of the Bin Packing problem.

This completes the proof of NP-completeness of IDFG Scheduling.
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