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Abstract—This study describes a method of implementing a
fully integrated ultra-low-power (ULP) radio for wireless sensor
networks (WSNs). This is achieved using an ad hoc modulation
scheme (impulse radio), with a bandwidth of 17.7 MHz in the
2.4 GHz—ISM band and a specific medium access control (MAC)
protocol, based on a duty-cycled wake-up radio and a crystal-less
clock generator. It is shown that the total average power consump-
tion is expected to be less than ��� W with a clock generator
inaccuracy of only 1%.

Index Terms—Crystal-less clock, impulse radio, ultra-low power
(ULP), wake-up radio, wireless sensor network (WSN), EDICS
Category: COMM110A5, COMM200, COMM250A5.

I. INTRODUCTION

R ECENTLY, visions of a future in which technology is
embedded, hidden, and adaptive to users have been pro-

posed [1]. To implement such visions, distributed technology
is required that automatically adapts to its environment without
any user intervention. This in turn requires the existence of a
hidden wireless infrastructure that is energy-autonomous and is
able to transport a wide range of data types and content. A nat-
ural approach to realize such a scenario is by the use of wire-
less sensor networks (WSNs). These consist of thousands of
ubiquitous nodes characterized by their small size and by their
ability to collect and share data from the environment. Each of
these nodes must be a completely autonomous system, com-
prising a sensor module, some (digital) processing capabilities,
a radio interface, and a power source [2]. In the past, much effort
has addressed the challenge of implementing WSN on a large
scale, from high-level medium access control (MAC) protocols
to electronic circuits [1].

The requirements for a WSN are diverse: in particular, ultra-
low-power (ULP) operation must be combined with small size
and extremely low cost. Since battery replacement is impractical
and expensive, the energy autonomy of each node is a strong re-
quirement: the power consumption of each node should be suf-
ficiently low to enable a lifetime of a few years while relying on
a small battery or on “scavenged” energy from the environment.
From literature, state-of-the-art transceivers consume at least an
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order of magnitude more energy than that delivered by most en-
ergy scavengers [3]. Another challenge is the need to integrate
the whole node in silicon, so as to reduce both cost and size. Ide-
ally, the antenna should be the only external component, as steps
are being undertaken to integrate energy scavengers on chip [4].

In order to reduce its energy consumption, a unique char-
acteristic of WSN can be exploited, i.e., the small amount of
transmitted data: in periods ranging from seconds to some min-
utes, a typical node sends and receives packets of several hun-
dreds of bits. Consequently, the largest fraction of its energy
consumption is spent in idle listening to the channel, waiting
for data packets [5]. Reduction of the energy wasted in idle lis-
tening is usually obtained by duty-cycling the network nodes,
i.e., by putting them into a sleep mode for a significant fraction
of the time. This task requires a synchronization algorithm to
ensure that all nodes observe simultaneous sleep and wake-up
times. Previous solutions have focused on the use of a reactive
radio [6] or on a synchronous network protocol [7]. In the latter,
the nodes are equipped with a high-accuracy clock which al-
lows them to synchronize themselves in time. Each node can
agree to use specific communication timeslots and can then be
duty-cycled in order to listen to the channel only during these
timeslots, thereby reducing its idle listening time. However, this
solution requires an accurate timing reference, usually based on
a quartz-crystal or a resonator, which are large and expensive
and can hardly be integrated. In the reactive radio approach,
nodes, in addition to a main radio for data communication, are
equipped with a low-power wake-up radio, typically employing
a very simple architecture based on high- off-chip RF filters
[8], [9]. However, no wake-up radio has yet been proposed both
with sufficiently low power consumption and with acceptable
sensitivity. In the wake-up approach, wasted energy is reduced
by the introduction of an extra radio, while in the synchronous
approach wasted energy is reduced by shortening the listening
time. In both cases, external components, e.g., frequency refer-
ences or high- filters, are required, which directly increases
cost and reduces the potential for full integration. Moreover, an
accurate frequency reference is also needed to satisfy spectrum
regulations and to tune the receiver to the incoming signal. This
usually is achieved by using a crystal oscillator or, alternatively,
by using a MEMS-based [9] or SAW-based transceiver [8].

These two points, i.e., reduced power consumption and com-
plete integration in silicon, are analyzed in this study. Particular
attention will be paid to the RF communication block, which is
usually the bottleneck in WSN design because of its compara-
tively high power consumption [5]. It is the aim of this paper to
consider these two points from application, MAC protocol, and
circuit perspectives. A promising new low-power technique is
proposed that enables the complete integration of a WSN node.
It enables the realization of a crystal-less node by combining
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a duty-cycled wake-up radio and an impulse-based modulation
scheme.

Starting from state-of-the-art and the application require-
ments (Section II), a simple MAC protocol is derived and
presented in Section III; the modulation scheme and its in-
fluence on both the main receiver and the wake-up radio are
described in detail respectively in Sections IV and V. Conclu-
sions are drawn in Section VI.

II. APPLICATION REQUIREMENTS

WSNs can address a wide range of applications. Examples are
the control of heating, ventilating, and air conditioning (HVAC)
systems in buildings, habitat monitoring, precision agriculture,
the monitoring of vital signs, and the control of food during
processing and storage [10].

As a simple case, we consider a network containing a large
number of low-power wireless sensor nodes and a minimum of
one high-power data sink node. Data are spread over the network
through multihop routing and are collected in the data sink for
further use by a central control system. We assume that the data
sink is able to receive data in the WSN format and does not
affect the power consumption of the network—for this reason,
it is not taken into account in the following. The network traffic
is inherently low, since environmental parameters are generally
slowly varying and can be sensed at low rates by the nodes.
Moreover, if data redundancy (for example, due to the spatial
vicinity of nodes sampling the same parameter) is reduced by
aggregating data, the number of transmissions can be decreased
[11]. Requirements on the quality of service (QoS), such as a
maximum packet latency, are not specified, since the proposed
system is intended for nontime-critical applications.

In order to make these networks a reality, the node’s hardware
implementation should meet four main requirements:

• small form factor (less than cm ): a node should be
placed and hidden in the environment;

• low cost: the number of external components must be min-
imized; when integrated energy scavengers are employed
or batteries are embedded in the chip package, the only al-
lowed external component is the antenna;

• energy autonomy: taking into account a lifetime of some
years, battery capacity, state-of-the-art energy scavenging
techniques and extrapolating their future developments, the
power consumption of the whole node must be limited to

W;
• wireless link: each node must be able to receive and

transmit a small number of packets (less than 10) in a
relatively long time span (10 min). The payload of each
packet is of the order of 100 b.

Application requirements have been derived from these con-
siderations and are summarized in Table I. A system that sat-
isfies such requirements can be used for most of the intended
applications. Note that a bit error rate (BER) of is suffi-
ciently low to give a packet error rate lower than 10% (for a
payload of 100 b); this is an acceptable level of performance for
the applications described, which are characterized by a very
low average packet rate. Since the power in WSNs is not domi-
nated by data transmission and reception, high packet error rate

TABLE I
APPLICATION REQUIREMENTS

Fig. 1. (a) System architecture and (b) MAC protocol with energy breakdown.

can be tolerated, because packet retransmissions do not signifi-
cantly affect the power consumption.

III. MAC PROTOCOL: DUTY-CYCLED WAKE-UP RADIO

A. Principle of Operation

In the proposed scheme, the receiver, while residing in a
reduced power mode (sleep mode), is able to decide when to
turn itself on to listen for communications (listening mode), and
when communications are present, to prompt a full power-up
of the device (communication mode). This can be implemented
by the architecture in Fig. 1(a), comprising a wake-up radio
responsible for monitoring the channel while waiting for data
packets, a main radio to communicate, and a clock generator
for synchronization. The wake-up radio is duty-cycled, i.e., put
in listening mode on a scheduled basis by the clock generator
to save energy when monitoring is not required. When a data
packet is present, the wake-up radio triggers a wake-up call for
the main radio. As shown in Fig. 1(b), time is divided into fixed
slots, e.g., Slot 1, Slot 2, and so on, which form the basis of a
time-division multiple access (TDMA) protocol. Accordingly,
in each timeslot, only the wake-up radio of a particular node
should be monitoring the channel. For example, Slot 2 can be
allocated to Node 2, Slot 3 to Node 3, and so on. Any node
can transmit a packet in any slot, depending on the intended
recipient node of the data packet. A back-off algorithm handles
collisions due to simultaneous transmission of packets from
different sources to the same destination. In the figure, Node
3 sends a packet to Node 2 in Slot 2. With this approach, the
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wake-up radio is active when a packet is expected, while the
main radio is active only when a packet is effectively going
to be received. Specialized timeslots are needed for the time
synchronization of the whole network. In these dedicated
timeslots, a particular node, called the master, sends special
packets, labeled in Fig. 1(b) as “synch beacons.” All nodes
wake up to listen to the synchronization beacons and reset their
internal clock on reception of the beacon. In the following, we
assume that a synchronization beacon has the same structure of
a normal packet.

If more reliability is required, the receiver can send an “ac-
knowledgment” when a data packet is successfully received.
The acknowledgment for a packet sent by a transmitting node

to a receiving node can be either sent as a stand-alone data
packet in the next available timeslot for or embedded in the
payload of the next data packet from to . Those approaches
can increase the latency in the transmission of information, but
it can be tolerated in the applications of interest in this work,
which do not have stringent requirements on QoS. In any case,
the use of acknowledgments affects the power consumption only
marginally, since, as it will be shown in the following sections,
the power is not dominated by data packet transmission and
reception.

In the next section, it will be shown that the power con-
sumption needed for an implementation of a TDMA scheme
depends on the clock accuracy. The adoption of a TDMA
scheme in combination with a duty-cycled wake-up radio
reduces the power consumption for a given clock accuracy and
consequently makes it possible to use a fully integrated clock
with moderate accuracy, i.e., 5000 ppm or less. Moreover,
since the power budget of the wake-up radio is increased by
duty-cycling, its sensitivity can be increased without the use of
off-chip filters.

B. Optimization of MAC Performance

The average power consumption of each node depends both
on the power consumption of each single block (main radio,
wake-up radio, and clock generator) and their duty-cycle fac-
tors. To determine the latter, it is necessary to determine the pa-
rameters of the MAC protocol, such as the duration of a timeslot
and the rate of synchronization beacons, and then optimize the
duty-cycle factors for the minimum power consumption.

The duration of the listening timeslots must be long
enough to account for timing errors between the clocks of the
receiver and the transmitter, thus ensuring that a packet is only
transmitted when the recipient is in listening mode. Since the
clocks are reset by the synchronization beacons, timing errors in
receivers and transmitters are accumulated from the last beacon
and depend on clock accuracy. We assume that the timing error
of each clock is bounded by the interval ,
where is the relative clock accuracy and is the time that
has elapsed since the last synchronization. Taking into consider-
ation the fact that must comprise the time needed to receive
at least packets and a margin to account for the timing error,
the following condition must hold:

(1)

where is the relative clock accuracy, is the beaconing
rate, i.e., the repetition rate of the synchronization beacons,
is the packet transmission time, and is the number of packets
that can be received in one slot.1 The factor 4 in (1) can be
understood by considering the two worst cases: if the transmitter
is early (late) by and the receiver is late (early) by
the same amount, the wake-up radio must be on at
before (after) the time expected according to the receiver clock.

However, cannot be arbitrarily large, as the protocol must
assure the availability of a timeslot for each node. This is ex-
pressed by the following condition:

(2)

where is the packet rate of each node, is the number of
nodes in the network, and is the guard time between
two successive timeslots. Equation (2) ensures that the interval

is sufficiently wide to accommodate timeslots for recep-
tion of data packets and synchronization beacons.

The packet transmission time can be expressed as
, where and are, respectively, the

number of bits in the preamble and in the payload of each packet,
and is the data rate of the main radio. A high data rate
would reduce the packet transmission time and consequently
the duty-cycle of the main radio; however, power-hungry trans-
ceivers would be required to achieve very high data rates. On
the other hand, low data rates and long transmission times can
also be inefficient because in these cases the power in the trans-
ceiver would be dominated by data-rate independent blocks,
such as RF oscillators. As a good tradeoff, kbps
is chosen [12].

The duty-cycle of the wake-up radio and of the transmitting
and receiving sections of the main radio can be expressed, re-
spectively, as

(3)

(4)

(5)

The average node power consumption is then defined as

(6)

where is the peak power consumption of block and it is
assumed that for the duty-cycle of the clock
generator.

Using the previous equations, it is possible to find the
optimum which minimizes the power consumption and
satisfies conditions (1) and (2). The results are shown in
Fig. 2, in which the optimum and the minimum power
consumption for the radio section (wake-up radio and main
radio) are plotted as a function of the clock accuracy. We
have assumed W, mW,

1Equation (1) gives a sufficient condition for enabling communication among
all nodes. However, nodes whose timeslots occur shortly after a synchronization
beacon can, in principle, have a shorter � and, consequently, a lower power
consumption. This case is not analyzed in this study. In the following, it is im-
plicitly assumed that � is the same for all nodes.
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Fig. 2. Minimum average power consumption of the radio section (wake-up
radio and main radio) and relative beacon rate versus clock accuracy for a net-
work of 100 nodes; for reference, the packet rate is also plotted.

, ,
and in (1). These assumptions will be justified in the
following sections. The power dissipation of the clock gen-
erator is not included in this analysis, as it was not possible
to find a simple relation between its accuracy and its power
consumption. Further considerations on a practical implemen-
tation are given in Section III-D. Fig. 2 shows that the power
increases as the clock accuracy decreases. This can be expected
as low values of imply either longer timeslots or more
frequent beacons. is then optimized for the best balance
between power spent in the wake-up radio, in the case of longer
timeslots, and the power spent in the whole radio section in the
case of more beacons. Network synchronization plays a crucial
role in the estimation of the total power budget, and, in most
cases, it also represents the dominant fraction of the power for
this simple MAC scheme. In Fig. 2, is higher than
for higher than 40 ppm, which means that nodes are
receiving beacons more often than data packets. It would then
be more efficient to have a highly accurate clock; however, the
analysis in this section shows that a power consumption com-
patible with system specifications is achieved also with relaxed
accuracy and, consequently, with a fully integrated solution.

A discontinuity of the derivative of is observable in
Fig. 2. This can be explained by the fact that for high values
of , very frequent beacons are needed to keep suf-
ficiently low to assign a timeslot to each node [see (1)]. The
minimum power for the radio section and the network activity
are plotted versus the number of nodes in Fig. 3. The activity
of the network is defined as the ratio of the time during which
at least one node is listening or receiving (comprising also
the guard time) and the total available time. As increases,
the activity saturates to 100%. The average power also rises
until a limit in the number of nodes is reached for which is
not possible to satisfy conditions (1) and (2). This limit in
the maximum number of nodes is clearly dependent on the
accuracy of the timing reference and represents a limit to the
scalability of the network. Moreover, the computations have
been performed with a simple model where no errors, such as
packet collisions, have been considered. We can take collisions
into account by reserving time for the reception of more packets

Fig. 3. Average power consumption of the radio section (wake-up radio and
main radio) and network activity versus number of nodes; curves for three dif-
ferent values of clock accuracy are reported.

in each timeslot: for we obtain a maximum of
around 14.400 and 3.600 nodes, respectively, for and

. Other sources of errors must be considered to give a
more realistic prediction for the power ; in the next section,
the loss in power introduced by nonidealities of the wake-up
radio is calculated.

C. Impact of Wake-Up Radio Nonidealities

The operation of the wake-up radio is outlined here: the
wake-up radio listens to the channel for a fixed time and
decides if a useful signal is being received or not; if a wake-up
request is detected, the main radio is turned on and it tries to
synchronize to the incoming signal for the duration of the pre-
amble2; if synchronization succeeds, the payload is processed;
otherwise the main radio is turned off, control is handed back
to the wake-up radio and the whole operating cycle is repeated.
We define a false alarm as the waking-up of the main radio
when no useful signal has been received and a missed detec-
tion as a failure to wake up when a packet should have been
received. If a node does not wake up to receive a packet, it will
be retransmitted in a successive timeslot. The performance of
the wake-up radio is then completely specified in terms of the
probability that a particular decision will result in a false alarm

, the probability that a particular decision will result in a
missed detection and the time required to make these
decisions .

Taking these nonidealities into account, (4) and (5) have to be
modified as

(7)

(8)

where is the average number of false alarms issued per
timeslot and is the average number of missed detection per
packet. Note that the transmitter must send a wake-up request

2For more details on synchronization, see Section IV-E.
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Fig. 4. Average number of false alarms per timeslots for different values of �
for the case � � ��� ms and �� � ��� kbps.

in an additional time before each packet in order to wake up
the receiver.

The number of false alarms can be approximated as3

(9)

This approximated expression is in good accordance with sim-
ulations, as shown in Fig. 4, where (9) and the results of sim-
ulations are plotted for the case ms and

kbps.
In order to find the requirements for , and , we

should know the relation between the power dissipated in the
wake-up radio and the probability of errors. The knowl-
edge of such a relation would enable the full optimization of
total power : a lower probability of errors would decrease the
duty-cycle of the main radio but the wake-up radio would then
need to burn more power to achieve this. Moreover, a tradeoff
exists for the choice of : a longer increases the transmis-
sion time but simultaneously reduces the probability of wake-up
radio errors, as will be shown in Section V. Taking into account
a possible implementation of the wake-up radio (see Section V),
the following parameters have been chosen: s,

and , resulting in and
.

In the previous analysis, the case in which a missed detec-
tion occurs during the reception of a synchronization beacon
has been neglected. The node would simply skip that particular
beacon and increase its until the reception of the next one.
The effect on the power consumption is negligible and has been
neglected in the above expressions.

D. System Implementation and Performances

The optimum parameters for the MAC scheme have been
chosen using the guidelines described previously and are re-
ported in Table II. To carry out the optimization, estimates have

3Equation (9) is not mathematically rigorous; it has been developed consid-
ering that � is the product of the number of decisions to be taken in a timeslot
by and that the number of decisions depends on the difference between the
duration of the timeslots and the time used for reception of the preamble caused
by false alarms, i.e., � � �� � � � ������ .

TABLE II
MAC PARAMETERS

TABLE III
SYSTEM PERFORMANCES

been made of the peak power dissipated in the different subsys-
tems, as was already briefly mentioned in Section III-B, and the
accuracy of the clock generator has been fixed.

The specifications for the clock generator are based on the os-
cillator described in [13]. It consists of a low-voltage low-power
fully integrated CMOS oscillator, which exploits the electron
mobility in a MOS transistor as reference for the output fre-
quency. There, it is shown that, with a power consumption less
than W, an accuracy of the order of 1% can be reached over
a wide temperature range, even when the effects of jitter and
supply variations are taken into account. More accurate fully
integrated oscillators, such as oscillators, could also be em-
ployed, but this would be at the expense of increased power con-
sumption [13]. The power consumption of the main radio in both
receive and transmit modes is estimated to be in the order of a
few milliwatts, taking into consideration the state of the art [14]
and a transmitted power of 1 mW (see Section IV-B). However,
the contribution of the main radio to the total average power
is marginal and errors in the estimation of and can be
largely tolerated. Wake-up radio performances and the required
power consumption are described in Section V. With these as-
sumptions for the peak power and with the duty-cycle factors
derived from the MAC analysis, the average power consumption
can be computed and is reported in Table III. The total average
power is smaller than the allowed budget of W, demon-
strating the feasibility of the system in WSN applications.

This analysis of the duty-cycled wake-up radio MAC protocol
has shown the effect of clock inaccuracy on the power consump-
tion of WSN node. It has also been proven that the overhead due
to network synchronization can become the dominant fraction
of power consumption when a fully integrated timing reference
is adopted. Despite the low complexity of the proposed protocol,
similar issues would arise when low-accuracy clock generators
are used in more sophisticated protocols, such as T-MAC [15]
or WiseMAC [7].

E. Master Node

A final remark should be made about the power consump-
tion of the master node. The master node is equipped with the
same hardware as the other nodes in the network: it is one of the
nodes in the network which is elected as master during the setup
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Fig. 5. (a) Example of IR signal. (b) Spectrum with parameters of Table IV.

phase of the network (not described in this work). Its power con-
sumption differs slightly from that shown in the power budget
of Table III, since it does not listen to the synchronization bea-
cons, but sends them. This corresponds to a saving of W.

IV. IMPULSE RADIO MODULATION

A. Modulation and Band Allocation

The RF modulation scheme must be chosen to relax the fre-
quency accuracy requirements as much as possible. For narrow-
band modulation schemes (such as OOK, FSK, or QAM), the
specifications on frequency accuracy are very strict, since the al-
lowed frequency error at the receiver is directly proportional to
the bandwidth of the RF signal. More suitable is an ultra-wide-
band (UWB) system employing a modulation scheme based on
impulse radio (IR) [16]; the RF signal occupies a bandwidth of
hundreds of megahertz to comply with radio regulations, and a
fully integrated reference for this application can be easily built.
However, it will be difficult to meet the power requirements at
the receiver due to the inherent wideband nature of an UWB re-
ceiver. A better solution is the use of an Impulse Radio signal
with a bandwidth smaller than that required in UWB systems
but large enough to relax frequency accuracy constraints for full
integration.

The preferred frequency band is the 2.4-GHz ISM band,
which allows occupation of tens of megahertz at a frequency
that is sufficiently high to enable the integration of the required
passive components (e.g., inductors) on chip. Fig. 5 shows the
simplified time representation of the adopted signal and its
spectrum. An RF carrier is modulated by a pulse waveform
with period and duty cycle . The pulses are shaped as
square waves with duration and pulse repetition frequency

. Each bit is represented by a sequence of

successive pulses, where is the data
rate, implementing the well-known repetition code. The bits
are modulated using pulse position modulation (PPM). In
each frame, i.e., in each slot of duration the pulse can be
transmitted with different delays: the pulse can be positioned
with zero delay (bit 0) or with delay (bit 1), in case of
binary modulation; more delays can be added to employ an
M-ary modulation. In the following, constraints affecting the
modulation parameters choice are listed in order to find an
optimal set of parameters.

B. Transmitter Limits

With an average transmitted power4 mW,
the European ETSI 2.4-GHz ISM-band requirements are
met if the transmission frequency resides in the interval

, where GHz is the
nominal transmitting frequency at the center of ISM band and

MHz (10)

where the numerically computed is the width of the spec-
trum of Fig. 5(b) at dBm/MHz.

The complexity of transmitter circuitry depends on the signal
Crest Factor, defined as where

is the peak power. In order not to put excessive require-
ments on the transmitter, the crest factor has to be chosen less
than . The following condition must hold:

(11)

where is fixed by the regulations.

C. Path Loss

The signal power at the receiver antenna can be computed
using the macroscopic model for the path loss [17]. The path
loss is given by

(12)

where is light speed, m is a reference distance,
is the distance between transmitter and receiver antenna, is
the signal frequency, and is the path loss coefficient. For
indoor propagation, is usually in the range between 3 and
4. In the worst case , with the parameters previously
defined GHz the path loss is 80 dB. Taking
into account an additional margin of 4 dB, this corresponds to a
line-of-sight path loss of 60 dB and to a margin of
24 dB for fading and obstructions effect. Since the transmitted
power is mW, the specification on receiver sensitivity
is dBm.

D. Receiver Limits

To simplify the architecture, we assume the use of repetition
coding and of a noncoherent receiver. In the following analysis,

4The power of the transmitted signal is limited by the power budget of the
node; considering the power analysis carried in Section III and the expected
efficiency of the transmitter, � � � mW is a reasonable assumption. Note
that the spectral mask requirements are still met if less power than 1 mW is
emitted and the assumed value is a practical upper bound.
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the receiver is modeled as a matched filter followed by an ideal
sampler [18]. With the adopted PPM scheme, the output of the
matched filter is sampled twice per frame, i.e., in the position
for bit 0 and for bit 1, and the decision on the received bit is
performed in the digital domain using a majority criterion: the
bit is chosen according to the majority of the values of the de-
modulated pulses. For a fixed and , the implementation
loss related to this simple decoding algorithm increases with the
number of pulses per bit ; consequently, the following prac-
tical limit is posed:

(13)

which corresponds to an implementation loss due to coding of
5.1 dB in receiver sensitivity for a bit error rate (BER) of .
The loss can be overcome using a more complex coding scheme
than repetition coding. If no coding gain is required but only the
recovery of the loss, very simple schemes could be employed,
which do not require complex digital hardware, but that is out of
the scope of this work. Note that in terms of BER performances
PPM is equivalent to the classical OOK modulation.

E. Synchronization Requirements

The receiver synchronizes itself in time and frequency to the
incoming signal using the bits of the preamble.5 In case an
imperfect synchronization is achieved, an implementation loss
must be taken into account. It can be computed considering the
equivalence between a matched filter and a correlation receiver
and the need for two quadrature branches in a noncoherent re-
ceiver to tackle the phase difference between incoming signal at
the antenna and local oscillator. Denoting with and and
with and the in-phase and quadrature components, respec-
tively, of the input and the output of the in-phase and quadrature
correlation receivers, the detected energy of a single pulse after
sampling can be expressed as6

(14)

where and are, respectively, the error in frequency
and timing between the actual value and the estimated one at

5The number of bits in the preamble is chosen to be sufficiently large to
ease the implementation of the synchronization algorithm. At the same time,
the choice � � ��� does not affect sensibly the total power consumption
(see Section III-D).

6Note that in the following we compute the detected energy of only one sam-
pling, but in case of PPM two samplings per frame are needed. The adopted
simplification is possible thanks to the equivalence in terms of energy and BER
performance of PPM and OOK.

Fig. 6. Plot for the choice of � ; different constraints are shown: Tx limit
��� �� � �� �� �, Syn limit ��� �� � �� ���� �� for var-
ious �� (shown on the curves) and �	 limit (18).

the receiver, is the pulse shape, defined for our modulation
scheme as

if
otherwise

(15)

and and are given by

(16)

where is the constant phase difference between received signal
and local oscillator. Since the performance of the matched filter
receiver depends on the received energy, the implementation
loss is

(17)

F. Optimization

The choice of depends on , defined as the error of the
local oscillator frequency with respect to the nominal frequency.
All previous constraints are plotted in Fig. 6:
[with reference to (10)] as a solid line; the limit, i.e.,

ns (18)

derived using (11) and (13), where is assumed to be
s kbps in our application as a dashed–dotted

line, and the synchronization limit as a dashed line. The syn-
chronization limit is obtained from (17) for different values
of : the condition7 is plotted with
the timing error of the synchronization algorithm fixed to

ns. If the accuracy of the oscillator is enough for
a given , no frequency estimation needs to be performed
at the receiver. Since it is possible to trade off timing error

7The factor 2 derives from the presence of frequency errors both in transmitter
and receiver.
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TABLE IV
MODULATION PARAMETERS

for frequency error in (17), a small timing
error (5 ns) has been chosen. This is advantageous in terms
of hardware as it is more difficult to tune the frequency of the
receiver than the timing.

From Fig. 6, a good choice for can be found using fre-
quency accuracy considerations. Referring to an of 3 dB,
it is possible to distinguish different regions. In region 1, i.e.,
all of the points above the transmission limit, the transmitter
will not respect the spectral mask. Points in region 2 respect
the transmission limit, but some frequency synchronization at
the receiver is needed because the frequency accuracy is not
good enough. Region 3, i.e., the points under the transmission
limit and under the curve of dB, contains points
for which no frequency synchronization is required at the re-
ceiver because the frequency accuracy provided by the local os-
cillator is enough to maintain below 3 dB. The optimal
point is strictly related to the available oscillator frequency accu-
racy. For example with an accuracy of 0.2%, it can be seen that
a choice of ns corresponds to a point in the optimal
region 3. However, if an accurate frequency reference, e.g., a
crystal oscillator, is not available, it will be very challenging to
achieve accuracies below 1% [13]. At the 1% level of accuracy,
frequency synchronization must be performed for any value of

, in order to keep the implementation loss due to the synchro-
nization system less than 3 dB. A choice of ns has been
made, leading to an allowed absolute timing and frequency error
equal to 5 ns and 8.44 MHz respectively.

The frame period is chosen according to different require-
ments: (11), (13), and Mpps (to avoid a very fast
baseband). Thus, ns is employed and, consequently,

Mpps, and . The resulting
modulation parameters are reported in Table IV.

V. WAKE-UP RADIO

A. Architecture and Performance

As the wake-up radio is used instead of the main radio during
channel idle listening, its power consumption must be much
lower than that of the main radio in order to make the substi-
tution advantageous. This is possible thanks to the wake-up
radio’s relaxed specifications, since its functionality is limited
to the recognition of an incoming IR wake-up request. The
required specifications for the wake-up radio obtained from a
system level analysis have been previously discussed and are
summarized in Table V.

In the literature, the wake-up radio is often referred to as an
ultra-low-power radio which is always active and causes the
whole radio to react to useful incoming useful signals [19].
With this approach, the wake-up radio’s power consumption

TABLE V
WAKE-UP RADIO REQUIREMENTS

must be less than the total available power, i.e., W in
the present case. In order to meet such a low power consump-
tion, previous solutions have used very simple architectures,
avoiding local oscillator and complex down-conversion archi-
tectures [20] or employing a free-running oscillator periodically
calibrated with an external precise frequency [19]. In the latter,
power consumption is reduced by avoiding power-hungry PLLs,
but a precise frequency reference, which cannot be integrated,
is still required. On the other hand, if down-conversion archi-
tectures, like super-heterodyne, low-IF, or direct-conversion ar-
chitectures, are not used, a narrow RF channel filter will be re-
quired, which can only be implemented by employing high-
external RF filters, such as BAW filters or MEMS resonators
[8], [9]. Narrow channel filtering can not be avoided if a good
sensitivity at ultra-low-power consumption is required. If the
bandwidth is not limited, indeed, the signal may be buried under
the noise picked up by the antenna and added by the radio’s
front-end; the latter can be reduced only at the expense of higher
power dissipation.

Our solution overcomes these limits at two different levels.
At the network level, the adoption of a TDMA scheme allows
duty-cycling of the wake-up radio, relaxing in this way the re-
quirements on its instantaneous power dissipation, which can be
as high as W, as proven in Section III. The increased power
budget available for the wake-up radio will reduce the noise
added by the circuitry and increase the sensitivity. At the phys-
ical level, the use of IR is beneficial for the wake-up function-
ality. Since the peak power of the pulses is higher than the av-
erage power of the incoming signal, it is easier for the wake-up
radio to discriminate in the amplitude domain a useful signal
from noise. Thus, on the one hand, the higher available power
allows the design of circuits with lower noise and, on the other
hand, the system is more immune to the effect of noise thanks
to IR modulation. In this way, the wake-up radio does not need
a narrowband filtering and it can be implemented at low cost in
standard integrated circuit technology.

A possible implementation of a wake-up radio and the repre-
sentation of signals for each block are shown in Fig. 7(a) and (b),
respectively. When the signal of Fig. 5(a) is present at the an-
tenna and an appropriate threshold is chosen, the output of the
envelope detector consists of a noisy train of pulses down-con-
verted to the baseband. A comparator is used to discriminate
the useful signal from the noise and in case of a clean signal its
output is a square wave with the same shape of the envelope of
the IR signal. A pulsewidth detector verifies that the pulses are
longer than a certain pulse length threshold in order to prevent
the system to give false alarms in case of short and high noise
peaks.

As for a standard radio, it is possible to define the sensitivity
of a wake-up radio. The sensitivity is defined as the minimum
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Fig. 7. (a) Wake-up radio architecture and (b) example-related waveforms: the
outputs of LNA, envelope detector, and comparator are shown.

signal level that the system can detect with acceptable perfor-
mances. The requirement on the sensitivity has been fixed to

dBm in Section IV-C. The acceptable performances have
been defined in Section III-C in terms of , and . For
the architecture in Fig. 7(a), the sensitivity is given by [21]

(19)

where is the Boltzmann constant, is the absolute tempera-
ture, is the receiver noise bandwidth, is the noise figure
of the LNA, and is the minimum signal-to-noise ratio at
the input of the envelope detector, which is needed to achieve
the required and . Once the minimum is known,
from (19) it is possible to find , which allows to estimate
the power consumption of the wake-up radio. The minimum
required will be computed in the following.

We define the missed pulse probability as the proba-
bility to miss a single incoming pulse and the false pulse prob-
ability as the probability to detect a noise peak as an in-
coming pulse. The relation between and and the net-
work-level parameters and is easy to find in the case
when pulses are transmitted to wake up the receiver. We sup-
pose that the wake-up radio of Fig. 7(a) checks the presence of a
pulse inside each frame of duration . The digital output of the
wake-up radio (hit) is high when a pulse is detected, and, after
each frame, the system stores the value of the digital output.
After the observation of frames periods, the number of hits,
i.e., the number of times a pulse was detected in frames,
is counted. If that number is larger than a fixed value , a
wake-up call to the main radio is issued. Otherwise the count
is reset and the procedure is started again. In this scenario
and are given by the following equations:

(20)

(21)

Equations (20) and (21) are plotted in Fig. 8 in the case of
, which corresponds to s (see Table IV).

Matlab simulations were performed to find the relation be-
tween , and for the architecture of Fig. 7(a). They
can be computed by evaluating the probability of a hit in a frame

Fig. 8. Probability of false alarm and probability of missed detection
versus number of detected pulses � ; curves are plotted for fixed values of
� � �� and the values of � and � reported in the figure.

Fig. 9. Probability of false pulse and probability of missed pulse versus signal
to noise ratio ���; curves are plotted for different values of � .

where a pulse is present and the probability of a hit in a frame
with no pulses but only noise. An IR waveform with a signal
power equal to the sensitivity of the main radio dBm
at 2.44 GHz and with a ns ns
was fed to the antenna. An AWGN channel was assumed and
the at the input of the envelope detector was swept.8 The
threshold of the pulsewidth detector is set to 45 ns, the envelope
detector has an exponential discharge behavior with time con-
stant of 10 ns and the comparator has a bandwidth of 40 MHz.
The threshold of the comparator has a dramatic impact on
the performance of the wake-up radio: it should be high enough
to minimize and low enough to minimize . To determine
the effect of on the wake-up radio performance, and
were computed with different threshold values and results are
summarized in Fig. 9.

An optimum choice for and exists, which mini-
mizes the required to achieve and in Table V.
From inspection of Fig. 8, it may be seen that, with ,

8Though the analysis was carried on with an AWGN channel, it must be noted
that a margin for fading and obstruction has been considered in Section IV-C.
Propagation through a multipath channel only affects the energy received for
each pulse, since the delay between successive pulses is much higher than mul-
tipath delay expected by typical channel models. The effect of interferers is
treated in Section V-B.
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and satisfy the network require-
ments on and . Fig. 9 shows that, with the choice

V, an of dB is required to achieve
both the condition and . It can be
proven that the choice and V is a good
approximation of the minimum . If V is
chosen, there are no values of and for which both the
conditions on and are met. Finally, if V,
a range of values for exists for which the system over-per-
forms the requirements in terms of and . However, in
that case a higher is required, with requires more power
consumption in the front-end.

The optimum is dependent on the decision time . A
lower can be obtained by increasing the number of pulses

and appropriately adjusting the threshold : in that case,
higher and can be allowed to achieve a fixed and

(see Fig. 8). On the other hand, higher and allows
a lower by increasing the threshold (see Fig. 9) and,
consequently, a higher for the LNA can be accepted while
maintaining the same performances. Even though a higher value
of decreases the power of the wake-up radio, it results in a
longer , which, as was already discussed in Section III-C,
increases the power spent in the transmitter. To carry out the
optimization on , the relation between wake-up radio power
and should be known. As a simple topology-independent
relation could not be found, a reasonable value of s
has been chosen.

B. Effect of Interferers

Interferers can erroneously trigger the wake-up radio, thereby
increasing the power consumption of the whole system. Due to
the absence of a narrowband filter in the wake-up radio, any in-
terferer in the antenna’s bandwidth causes a false alarm with a
probability dependent on the power of the interferer, exactly in
the same way as the probability of missed detection is depen-
dent on the power of the received signal. We take into consider-
ation an interferer that has equal probability of generating a false
alarm as the minimum signal detectable by the wake-up radio.
This corresponds, for a nonpulse-based interferer to a power
equal to

dBm (22)

where is the receiver sensitivity and is the crest factor
defined in Section IV-B. It is clear that a gain equal to the crest
factor is achieved in interference immunity thanks to the adop-
tion of a pulse-based modulation scheme. In order to estimate
the number of false alarms generated by interferers, we need to
define an interferer scenario and the rate of appearance of such
signals, which is not defined by spectrum regulations. As an ex-
ample of a typical scenario, we consider the case of Bluetooth
interferers caused by communication between a Bluetooth de-
vice, such as a mobile phone or a computer, and a Bluetooth
headset. This is not sufficient to draw extremely general con-
clusions, but it allows us to sketch the activity of the main radio
in a typical scenario. If any of the two Bluetooth devices is close
enough to the node under consideration, a false alarm is issued

when the Bluetooth device uses the channel. Bidirectional audio
transmission between the headset and the other device typically
generates traffic consisting of periodic repetition of bursts of two
packets9 (called SCO packets in the Bluetooth standard) with
period10 equal to 1.25, 2.5, or 3.75 ms [22]. In this scenario, the
number of false alarms for each timeslot is, respectively, 160,
80, and 40 for the different repetition rates and the increase in
system power consumption, due to increase of the duty-cycle of
the main radio, is, respectively, 64, 32, and 16 W.

In order to save energy in such a scenario, several strategies
can be adopted. One strategy consists, for example, in limiting
the number of wake-up requests for each timeslot. When, in
a certain timeslot, the main radio is woken up by interferers
more times than a certain maximum (defined as a parameter of
the MAC protocol), it will not wake up anymore. Data trans-
mission could then be delayed to other timeslots, during which
the channel is not used by interferers. This strategy results in
additional latency, which, however, can be tolerated in most
applications. An alternative strategy consists in increasing the
threshold of the comparator until the interferers can not trigger
the wake-up radio. Increasing the threshold reduces the sensi-
tivity and, consequently, the range between transmitter and re-
ceiver, i.e., in (12). This strategy is particularly suitable for
dense WSNs, in which information can be routed through mul-
tiple hops, in order to cover a longer distance with a sequence of
shorter hops. The spatial redundancy of nodes typical of WSN
can then be exploited to give robustness over interferers while
maintaining low power consumption per node. Both strategies
increase the packet latency and/or the packet rate, but this can
always be accepted in low QoS applications. On the other hand,
the system presented in this work could also implement appli-
cations with more stringent requirements on QoS. In that case,
power consumption can be traded for QoS, by allowing inter-
ferers to wake up the main radio and, consequently, giving up
the power saving gained by the introduction of the duty-cycled
wake-up radio.

C. Notes on Implementation

Using the found in the previous section and (19), the
of the wake-up radio front-end can be derived. It is then

possible to evaluate the feasibility of the proposed architecture
in terms of power consumption. With no narrowband filtering
at the antenna, the noise bandwidth of the system is assumed
to be wider than 100 MHz. For 100-MHz noise bandwidth and

dB , an of 21.6 dB is needed for a sensitivity
of dBm. The envelope detector requires a nonlinear de-
vice such as a diode. In this case, a minimum allowable signal
of mV amplitude at the envelope detector’s input is re-
quired. Thus, the voltage gain of the block preceding the en-
velope detector should have a voltage gain of 60 dB when an
antenna impedance of and the parameters of Table IV are
used. Accordingly, the threshold for the comparator should be
scaled to mV. It seems feasible to reach the specifications
on gain and noise figure with W power consumption [8].

9Each packet has a duration of ��� �s and the delay between the first and
secon packet in the burst is ��� �s

10The period is adapted to the QoS required for the audio link.
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VI. CONCLUSION

It has been shown how low power consumption and full inte-
gration can be achieved in a node for WSN if an ad hoc MAC
and modulation scheme are employed. We have introduced a
MAC scheme based on a TDMA approach and on the use of
a wake-up radio duty-cycled by an on-board clock generator.
The accuracy of the clock generator has a significant impact
on system performances, in terms of average power consump-
tion and maximum number of nodes allowed in the network.
For moderate and low clock accuracy, the energy overhead due
to network synchronization becomes a dominant fraction of the
power consumption. It has been proven that each node in the
WSN can be expected to dissipate a total average power of less
than W if the inaccuracy of the clock generator is in the
order of 1%. As such level of accuracy is compatible with the
performance of state-of-the-art fully integrated frequency ref-
erences, no crystal oscillators or other external references are
needed in the implementation of the proposed scheme. The issue
of integration has also been solved with regards to the RF com-
munication, introducing an Impulse Radio modulation scheme
in the 2.4-GHz ISM band. The modulation parameters have
been optimized to relax the required frequency accuracy to the
order of 1%, by taking into account the constraints due to spec-
tral mask and crest factor for the transmitter and to the syn-
chronization for the receiver. Finally, the performance of the
wake-up radio has been analyzed with respect to the effect on the
MAC scheme and its feasibility for the IR modulation without
any external components (e.g., BAW filters and MEMS) has
been proven. The impact of interferers on wake-up radio per-
formances and, consequently, on the power consumption of the
total system has been analyzed, and the tradeoff between power
consumption and QoS in presence of interferers has been briefly
discussed.
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