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Meeting and lecture room technology is a burgeoning field. Such technology

can provide real-time support for physically present participants, for online

remote participation, or for offline access to meetings or lectures. Capturing relevant

information from meetings or lectures is necessary to provide this kind of support. 

Multimedia presentation of this captured informa-
tion requires a lot of attention.

Our previous research has looked at including in
these multimedia presentations a regeneration of
meeting events and interactions in virtual reality. We
developed technology that translates captured meet-
ing activities into a virtual-reality version that lets us
add and manipulate information.1

In that research, our starting point was the human
presenter or meeting participant. Here, it’s a semi-
autonomous virtual presenter that performs in a vir-
tual-reality environment (see figure 1). The presen-
ter’s audience might consist of humans, humans
represented by embodied virtual agents, and au-
tonomous agents that are visiting the virtual lecture
room or have roles in it.

In this article, we focus on models and associated
algorithms that steer the virtual presenter’s presen-
tation animations. In our approach, we generate the
presentations from a script describing the synchro-
nization of speech, gestures, and movements. The
script has also a channel devoted to presentation
sheets (slides) and sheet changes, which we assume
are an essential part of the presentation. This chan-
nel can also present material other than sheets, such
as annotated paintings or movies.

The virtual presenter’s architecture
Building a virtual presenter involves many differ-

ent techniques, including facial and body animation
and speech, emotion, and presentation style genera-
tion. The main challenge is to integrate those ele-
ments in a single virtual human.

Integration concerns
Such integration raises two major concerns.2 The

first is consistency. When an agent’s internal state
(for example, goals, plans, and emotions) as well as
the various channels of outward behavior (such as
speech, body movement, and facial expressions) are
in conflict, inconsistency arises. The agent might
then look clumsy or awkward, or, even worse, appear
confused, conflicted, emotionally detached, repeti-
tious, or simply fake. Because our virtual presenter
currently derives its behavior from the annotated
script of a real presentation, consistency conflicts
arise mostly between the implemented and unim-
plemented channels. For example, one of our 3D
models can’t move its mouth. When it speaks, this
looks awkward. When we extend the presenter to
dynamically generate its behavior, consistency will
become even more important.

The second concern, timing, is currently more cru-
cial. The agent’s different output channels should be
properly synchronized. When an agent can express
itself through many different channels, the question
arises, what modality should primarily determine the
timing of behavior? For example, BEAT (Behavior
Expression Animation Toolkit), which generates
nonverbal animation from typed text, schedules body
movements as conforming to the time line that a text-
to-speech system generates.3 Essentially, behavior
is a slave to the speech synthesis tool’s timing con-
straints. In contrast, EMOTE (Expressive Motion
Engine) takes a previously generated gesture and
shortens it or draws it out for emotional effect.4 Here,
behavior is a slave of the constraints of emotional
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dynamics. Other systems focus on making a
character highly reactive and embedded in the
synthetic environment. In such a system, behav-
ior is a slave to the environmental dynamics.

To allow for different combinations of
such constraints, you need at least two things.
First, the architecture should allow different
leading modalities in relation to the synchro-
nization. It should be possible to select the
leading modality dynamically, in real time.
Second, different components must be able
to share information. For example, if BEAT

had information about the timing constraints
that EMOTE generates, it could schedule
behavior better. Another option is to design
an animation system that’s flexible enough
to handle all constraints at once. Norman
Badler suggests a pipeline architecture that
consists of “fat” pipes with weak uplinks.2

Modules would send down considerably
more information (and possibly multiple
options) and get relevant information from a
module further away in the pipeline (for
example, how long it would take to point to

a certain target or speak a word).
To synchronize speech and gesture, the

phonological-synchrony rule5 should be sat-
isfied. This rule states that a gesture’s peak
of effort (called the stroke) precedes or ends
at, but doesn’t come after, the phonological
peak syllable of co-occurring speech (the
stressed syllable in the word that relates to
the gesture).

The architecture
Our virtual presenter’s architecture (see fig-

ure 2) is inspired by the pipeline architecture
idea, mentioned in Jonathan Gratch’s research
on creating interactive virtual humans.2 The
presentation script specifies expressions on
separate channels. The channels’ planners
determine how to execute those expressions.
To do this, a planner can use information from
another module (for example, it can ask the
text-to-speech engine how long it takes to
speak a certain sentence or ask the sheet plan-
ner which sheet is visible at what time) or from
human behavior models. The planner could
even decide not to execute a certain expression
because doing so is physically impossible or
because it wouldn’t fit the presenter’s style.

We choose to implement a selected set of
dimensions of a presenter’s behavior, using
behavioral models from the literature instead
of an ad hoc implementation. The presenter
is extensible so that we can insert new behav-
ior later on.

Presentation script
As figure 2 shows, the script is the start-

ing point for visualizing a presentation. We
can create a script from annotated behaviors
observed in a real presentation, or we can
generate it from an intention to convey cer-
tain information. (In the latter case, the script
would indicate the information we want the
presenter to present but not what mix of
modalities the presenter will use.)

The multimodal channels that the presenter
uses are scripted at different abstraction levels.
We specify gestures in an abstract manner,
mentioning only their type, which indicates
communicative intent. We’ve adapted this ges-
ture classification:5

• Deictic gestures simply point at something.
• Beat gestures have a visual rhythm that

seems aligned with an utterance’s rhythm.
• Iconic gestures bear a close formal rela-

tionship to the content of speech—for
example, wiggling the index finger and
forefinger when discussing walking.
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Figure 2. The virtual presenter’s system architecture.

Figure 1. The virtual presenter.
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• Metaphoric gestures display abstract con-
cepts—for example, holding your nose to
indicate disapproval of an opinion.

The planners determine the exact visualiza-
tion (for example, which body part, hand
shape, or movement path to use). We annotate
speech at the word level. We annotate poses
(a body’s resting positions) and pose shifts by
specifying the joint rotations in the presenter’s
skeleton for every pose. We specify sheet
changes whenever they should occur.

For synchronization and timing of the pre-
sentation in its different channels, we devel-
oped the MultiModalSync language. To syn-
chronize a presentation, we set synchronization
points in one modality and use these points in
another modality. We can set and use syn-
chronization points on all modalities so that
the leading modality can change over time. For
example, we can set a synchronization point
before a word in the verbal modality. The
pointing modality can then use this point to
define a pointing action that co-occurs with the
spoken word. We describe MultiModalSync’s
constraints and synchronization definitions in
greater detail and explain why we had to
develop a new script language elsewhere.6

Speaker characteristics
Personality or style influences how a pre-

senter presents. Different presenters will per-
form the same presentation differently. You
can define personal characteristics that influ-
ence how the presenter performs the pre-
sentation. Zsófia Ruttkay and Catherine
Pelachaud proposed using a set of static
parameters—for example, gender, age, or
nationality—to define and tune an embod-
ied conversational agent’s style.7 We adapt
this approach. We store individual speaker
characteristics in a database. Currently, this
database contains parameters about the pre-
senter’s voice and pointing movement.

Presentation planning
Each output modality has a planner that

plans its execution. The input modalities for
these planners aren’t necessarily the same as
their output modalities. For example, the ani-
mation planner takes input from the deictic,
pose, and verbal channels and displays them
as body movement on a virtual human. Mul-
tiple planners can plan input modalities. For
example, the presentation’s verbal text is
planned by both the verbal planner, to gen-
erate speech, and the animation planner, to
generate mouth movement.

We also use planners to play back the
script. Playback has two phases. In the setup
phase, the planner gathers all the necessary
information that isn’t specified in the script.
Each modality has its own setup time, which
specifies the time needed to initialize an
expression on this modality before it can be
played. To initialize an expression, planners
can use the speaker characteristics, behav-
ioral models, or information from other plan-
ners (such as the speech timing from the
speech planner or the position and size of
sheet areas from the sheet planner). The plan-
ner then stores the information needed to
play an expression in the expression itself.

In the execution phase, an expression is
played by its planners, which combine it with
all the other expressions that they must play.

During playback of an expression, conflicts
might arise. For example, two expressions
could claim the right hand at the same time.
The planners solve those conflicts. Some con-
flicts can be solved during setup and others
during execution. To solve them, planners can

• cancel execution of an expression,
• combine the expressions on the same

modality (for example, rhythmically move
the hand while pointing, to combine a beat
and a pointing gesture), or

• execute an expression on another modal-
ity (for example, if the hands are busy,
point with the head).

In our current implementation, the pre-
senter combines poses with pointing gestures
by showing the pose but letting the pointing
action take over the arm and head movement.

It skips a new pointing gesture if another
pointing gesture is active, or it overwrites the
current pointing gesture with a new one if
that current gesture is in its retraction phase
(which we describe in more detail later).

To plan and play back body animation, the
animation planner (see figure 3) uses move-
ment models from neurophysiology and
behavioral science. Currently, it can play deic-
tic gestures, pose shifts, and speech (mouth
movement) specified in the script. Static
speaker characteristics influence how this
behavior executes. We can easily extend the
architecture to execute other gesture types.

The verbal planner regulates the text-to-
speech generation, and the sheet planner reg-
ulates the sheet changes.

Speech planning
We use Loquendo’s (www.loquendo.com)

text-to-speech engine to generate speech, lip-
syncing, and speech-timing information from
the verbal text. This engine lets us obtain
speech timing on the word level. To satisfy
the phonological synchrony rule, we can syn-
chronize a gesture’s stroke with the start of a
word. The animation planner uses a simple
form of lip-syncing: the opening of the
mouth is proportional to the speech’s vol-
ume, averaged over a short time period.

Involuntary movement
Even while standing still, the human body

moves in subtle ways: we try to maintain bal-
ance, our eyes blink, and our chest moves
when we breath in and out. An avatar that
doesn’t perform such subtle motion will look
stiff and static.
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Figure 3. The animation planner.
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To avoid this problem, our presenter uses
an involuntary-movement method that Ken
Perlin devised.8 This method simulates invol-
untary movement by creating noise on some
of the avatar skeleton’s joints. We chose this
method because it avoids the repetitiveness
of predefined scripted idle animations (such
as breathing or thumb twiddling) and because
the presenter’s model isn’t detailed enough
to use realistic involuntary-movement mod-
els. In our approach, we choose which joints
to move in an ad hoc manner. For example,
we can move the two acromioclavicular joints
(between the neck and the shoulder) to sim-
ulate small shoulder movement that occurs
with breathing. Small rotations of the vl1 joint
(the spine’s lowest joint) simulate subtle
swaying of the upper body.

Posture
We use poses as start and end positions for

the limbs in a gesture unit. A gesture unit is
the period of time between successive rests of
the limbs. It begins when a limb starts to
move and ends when the limb has reached its
resting position again.

Our presenter system currently specifies
each pose separately in a pose library con-

taining the joint positions, rather than using
models of when and how people shift poses
during real presentations. The current scripts
include references to these poses based on a
human presenter’s pose in a real presentation
(see figure 4).

Pointing
A presenter can refer to areas of interest

on the sheet by using a gesture with a point-
ing component. Our pointing model consid-
ers several aspects of pointing movement, so
that our system can generate the pointing
movement given only the intention to point
and a pointing target. Like Tsukasa Noma,
Liwei Zhao, and Norman Badler’s presenter
(see the “Presentations by Embodied Agents”
sidebar), ours uses its right hand to point to
the right and its left hand to point to the left,
to keep an open posture. When the preferred
hand is occupied, the presenter will gaze at
the area of interest instead of directly point-
ing at it.

Timing. Fitts’ law, which predicts the time
to move from a certain start point to a target
area, is used to model rapid, aimed pointing
actions. Fitts’ law could thus give a minimum

value for the duration of a pointing action’s
preparation phase. Our virtual presenter uses
a 2D derivation9 of Fitts’ law:

where T is the time necessary to perform the
pointing action, D is the distance to the object
to point to, W is the object’s width, and H is
its height. a and b both depend on the point-
ing medium (in our case, the head or arm)
and the pointing individual. We empirically
determined a and b from a real presenter. We
can set their values as static speaker charac-
teristics to create different pointing styles.

Movement in the retraction phase. Humans
execute gestures in three phases.5 In the
optional preparation phase, the limb moves
away from the resting position to the posi-
tion in the gesture space where the stroke
begins. The obligatory stroke phase ex-
presses the gesture’s meaning. In the optional
retraction phase, the hand returns to a rest-
ing position. Preparation occurs only if the
gesture is at the beginning of a gesture unit,
and retraction occurs only if the gesture is at
the end of a gesture unit.

According to Adam Kendon, gesture move-
ment is symmetric.10 We analyzed videos of
pointing gestures to determine whether this is
true for more precise pointing actions. Figure
5 shows screen captures of such a video.

We discovered that

• pointing gestures that form a complete
gesture unit by themselves are rare,

• gestures that do form a unit by themselves
have symmetric-looking preparation and
retraction phases, and

• as Kendon noted, it’s hard to tell whether
a video of such a gesture is being played
forward or backward.

On the basis of these findings, we conclude
that the retraction phase consists of the arm
moving to the resting position in the same
way it moves from the resting position to the
stroke position, but in reverse.

Pointing velocity. A pointing movement’s
velocity profile is bell shaped.11 This bell
can be asymmetric. The relative position-
time diagram is sigmoid shaped. We use the
sigmoid f(t) = 0.5(1 + tanh(a(t p – 0.5))) to
define the wrist’s relative position. In this
function, t represents the relative movement
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Figure 4. Annotating and simulating poses: (a) a human presenter’s pose, 
(b) a manually created representation in the Milkshape modeling tool, and 
(c) the virtual presenter showing that pose.
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time (t = 0 is the pointing movement’s start
time; at t = 1, the wrist reached the desired
position). f(t) describes the relative distance
from the start position: f(0) = 0 is the start
position; f(1) = 1 is the end position. We can
use a to adjust this sigmoid’s steepness and
p to set the length of the acceleration and
deceleration phases. We empirically deter-
mined a and p using a real presenter’s move-
ment. We add a and p to the static speaker
characteristics to allow style-dependent
velocity profiles.

Pointing with gaze. We implement gaze
behavior during pointing movements on the
basis of Donders’ law.12 This law defines the
necessary movements and end orientations
for the eyes and the head, given that the pre-
senter will look at the pointing target.

Shoulder and elbow rotation. If the point-
ing target’s location and size determine the
wrist position, we can analytically calculate
elbow and shoulder joint rotations using the
inverse-kinematics strategy that Deepak
Tolani, Ambarish Goswami, and Norman
Badler describe.13 The elbow, though, is still
free to swivel on a circular arc, whose normal
is parallel to the axis from the shoulder to the
wrist. To create reasonably good-looking
movements, the presenter always rotates the
elbow downward.

Sheet planning
To display the sheets, the virtual presen-

ter uses a virtual projector screen. These
sheets have defined areas of interest at which
the presenter can point. A presentation’s
sheets are described in an XML presentation

sheets library. As we mentioned before, the
sheet planner handles the display and plan-
ning of sheet changes, and it can provide
other planners with planning information.

Evaluation
We informally evaluated our virtual pre-

senter’s involuntary movement to see whether
it made her seem less stiff and made her move-
ments seem more natural. We showed 20 test
subjects (15 male and 5 female, ages 17–56)
a virtual presentation twice. In one presenta-
tion, the presenter demonstrated involuntary
movement; in the other, she didn’t. We
showed 10 subjects the presenter with invol-
untary movement first and showed the other
10 the presenter without involuntary move-
ment first. Then we asked them which pre-
senter moved more naturally and which one

Here, we highlight a few projects featuring human-like pre-
senters that use visual aids.

Helmut Prendinger, Sylvain Descamps, and Mitsuru Ishizuka
worked on specifying presentations related to Web pages,
which are given by Microsoft Agents, a robot, or a 3D presen-
ter.1 Their main focus has been development of a multimodal
presentation language (MPML) with which nonexpert (average)
users can build Web-based interactive presentations. Presenta-
tion actions on separate modalities (such as gestures or speech)
and their synchronization are specified in the script. For every
action, an emotion can be specified, which affects that action’s
execution.

Tsukasa Noma, Liwei Zhao, and Norman Badler simulated a
professional presenter such as a TV weather reporter.2 Their
presenter usually interacts with a 2D screen. The animation
model is rather simple. It implements two posture shifts—
namely, those needed to look at the screen and then back at
the viewer. The presenter’s arm movement is determined by
pointing actions specified in the animation script and by the
affirmation level (neutral, warm, or enthusiastic). For hand
movement, Noma, Zhao, and Badler used canned animations
for grasping, indicating, pointing, and reaching.

Elisabeth André, Thomas Rist, and Jochen Müller described a
cartoon-style Web agent that presents information on Web
pages.3 Most of their research focuses on planning the presen-
tation script. The agent’s character is displayed in 2D, using
completely predefined animations. The agent performs point-
ing gestures such as direct pointing, underlining, and circling,
using a pointing stick that’s drawn from the hand to the tar-
get. The agent can also express emotions such as anger or tired-
ness. To span pauses, the agent performs idle animations such
as breathing or thumb twiddling.
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Presentations by Embodied Agents

Figure 5. The preparation phase (upper half) and retraction phase (lower half, in reverse) of a pointing action, captured from video.
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was less stiff. We didn’t tell them about the
involuntary movement beforehand.

Ten subjects noticed the involuntary
movement immediately; nine had to watch
the presentations twice to notice the differ-
ence. One subject didn’t notice the difference
between the presentations until we pointed
it out. Eighteen subjects thought the presen-
ter with involuntary movement moved more
naturally. The test subjects all agreed that the
presenter with involuntary movement was
less stiff. Taking into account that we choose
both the joints on which the noise is created
and the amount of noise ad hoc, we can con-
clude that creating involuntary movement in
such a way looks promising.

We plan to evaluate other modalities or
parameters of those modalities by comparing
them to real human behavior. To do this, we
will directly display a recording of a real pre-
sentation on our avatar. Such a recording could
consist of motion capture of the real presen-
ter’s movements and recorded audio of the
presenter’s voice. In this recording we would
then replace the target modalities or parame-
ters with our own models. For example, we
could replace the recorded speech with syn-
thesized speech or replace the recorded
speech’s rhythm with one that our speech
rhythm model generated. We could also
replace modalities or parameters with “null”
or random models. (A null model is one that
does “nothing.” For example, a null model for
eye blinking will not blink at all.) One per-
son’s modalities or parameters could replace
those of another. However, conflicts might
arise if the two persons’ styles don’t match.

Design of future evaluation
We would tell test subjects that the avatar’s

behavior could be either a recording of a real
human or partly machine generated. We
would then show short presentation segments
and ask the subjects to judge whether the
behavior was human-like or (partly) machine-
like. This way, we could implicitly judge the
naturalness of the avatar’s behavior. The seg-
ments could show real human behavior for dif-
ferent humans, behavior using a theoretically
sound model, behavior using a null model,
behavior using a random model, or behavior
using parameters from another human.

With this test, we could obtain informa-
tion on how much certain modalities and
parameters contribute to make behavior look
natural, by comparing the real human behav-
ior with random and null models. We could
obtain information on a model’s quality by

comparing it with other models or real
human behavior. By replacing one human’s
parameters with those of another, we can
infer which modalities and parameters are
style dependent.

Modalities to evaluate
For our first tests, it would be convenient

to use modalities, or at least recorded parts
of those modalities, that aren’t heavily influ-
enced by outside factors. Such factors in-
clude preceding or following behavior, or
behavior on other modalities that could influ-
ence the behavior’s shape (for example, the
combination of an iconic gesture and a deic-
tic gesture). This way, we could isolate a sin-
gle modality’s execution and observe only its

own parameters. We could then later create
and test separate models that combine dif-
ferent modalities and concatenate behaviors
on a modality.

As a start, we plan to execute the user test
on beat gestures, because beats are the most
commonly used gestures5 and because they
can be isolated more easily than other ges-
tures. Modifiable parameters for beats include

• the beat space,
• the hand shape,
• pre- and post-stroke hold selection and

duration,
• the velocity function,
• the movement path’s shape and length, and
• the beat modality (left hand, right hand, or

head).

A second test candidate is speech. We’ve
already created models to replay recorded
speech and extract and modify several para-
meters of it, including the rhythm of the
phonemes, the melody, and the pitch.

Moving to a different domain:
The virtual museum guide

To demonstrate the broader applicability
of our virtual-presenter technology, we’re
investigating a different domain—a virtual
museum guide. A corpus of annotated paint-
ings such as the Rijksmuseum database used
by Arnold Smeulders and his colleagues14

shares many characteristics with the presen-
tation sheets. The information about a paint-
ing covers general aspects as well as remarks
about specific subareas of the painting (for
example, relative composition and details in
a corner of the painting).

Multimedia presentations using the con-
tent of the Rijksmuseum database can be
generated automatically. We could easily
make such a presentation interactive by using
the virtual presenter as a museum guide who
talks about the paintings while pointing out
interesting details. Where the text only
implicitly encodes the relations between the
text and areas in the paintings, we could
develop techniques to automatically extract
those relations from the text.

Our method of varying leading modal-
ities is more flexible than traditional

presenting systems that use speech to guide
expressions on all other modalities. For
example, our presenter could comment on a
video she’s showing by synchronizing her
speech and gestures with the video’s timing.
If speech is the chosen leading modality, our
presenter is still compatible with traditional
presenting systems. Currently, we achieve
synchronization of speech and gestures on
word boundaries. We could achieve tighter
and possibly more varying timing by identi-
fying the phonological peak of words and
using that to time gesture strokes.

Two small research projects have already
adapted our architecture. One project is
developing a virtual guide that gives people
directions in a building. This project has
added a channel for iconic gestures to the
presenter. We plan to evaluate this virtual
guide by comparing her multimodal way of
giving directions with a written or spoken
route. The other project is looking at letting
the audience interrupt the presenter.

Further work could broaden the present-
er’s abilities to express herself. We could do
this by adding additional gesture types (such
as beats, iconic gestures, or metaphoric ges-
tures). We could also raise the virtual-

Our method of varying leading

modalities is more flexible than

traditional presenting systems

that use speech to guide

expressions on all other

modalities.



presenting process to a higher abstraction
level. Currently, the script determines what
parts of the presentation to express in speech
or in gestures. The next logical abstraction
step would be to implement a process that
determines what to say and what gestures to
make on the basis of what the presenter wants
to tell. The presenter’s style and emotional
state could guide this selection.
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