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Abstract
This contribution is concerned with the role of evaluation in design research with respect to the
twin goals of informing the external scientific community about any new knowledge attained as well
as driving the development of an effective intervention. This kind of evaluation is conscious,
systematic, and formalized. Here, the term, evaluation, is used in a broad sense to refer to any kind
of empirical testing of interventions that have been mapped out (designs) or constructed
(prototypes). Reflection pertains to retrospective consideration of findings and observations rather
than to assessment of personal performance. In this contribution, evaluation is described as a series
of 10 steps, starting with establishing a focus and concluding with reporting. Thereafter, the role of
reflection and processes that support it are addressed.

*Portions of this contribution are based on previously published work (McKenney & Reeves, 2012)*

Positioning evaluation and reflection in a larger process
Educational researchers have long sought to answer the question “What works?” with respect to
teaching and learning with little success (Schoenfeld, 2006). Design research fundamentally changes
the focus of research from “what works?” questions to “how can we make this work and why?”
intentions. The goals of design research are twofold, first to solve real world problems through the
development of effective interventions and second to distill theoretical understanding that can
serve the work of others. Educational interventions developed through design research are created,
tested, adopted, implemented, re-tested and refined through iterative cycles in authentic settings
(Bannan-Ritland & Baek, 2008; Euler, this issue; Jonassen, Cernusca & Ionas, 2007). McKenney and
Reeves (2012, 2013) portray evaluation and reflection in relation to the overall process as shown in
Figure 1. Ideally, design research does not cease until the desired levels of problem resolution are
attained.

This contribution discusses the Evaluation and Reflection phase of design research with respect to
the twin goals of driving the development of an effective intervention and informing the external
scientific community about any new knowledge attained through the initiative. The Evaluation and
Reflection phase provides a better understanding of the intervention, the appropriateness of its
intentions, what it looks like when implemented, and the effects it yields under certain
circumstances; this provides the basis for recommendations concerning refinement of the
intervention. At the same time, this phase contributes to developing theoretical understanding.

Recommendations for practice
For many researchers, part of the appeal of educational design research is that insights from one
study can be applied in the subsequent phase of design, a process that can be particularly gratifying.
Consideration of potential refinements to design ideas or constructed prototypes is given in light of
the original intentions, and should take into account potential risks of pulling internal aspects of the design out of alignment. As noted by Wang and Hannafin (2005, p.10), “In addition to improving the ongoing design, researchers also consider the influence of en route changes on the integrity of the design... any changes to one aspect of the design need to be compatible with other aspects of the design.” This process is not always clear-cut or smooth. Design research requires rigorous attention to detail accompanied by high skill in coping with ambiguity.

Theoretical understanding
Asking and answering research questions gradually leads to new insights, and often quickly leads to new questions. The theoretical understanding that is constructed through evaluation and reflection may hold local, middle-range or high-level applicability; this depends on the focus and methods of the study. A single cycle of evaluation and reflection can contribute empirical findings, hypotheses or conjectures that constitute the building blocks of theory. This understanding can be used to shape descriptions (e.g. how boys and girls engage with a particular learning environment); explanations (e.g. why boys tend to exhibit certain behavior more than girls when using a particular learning environment); or predictions concerning certain phenomena (e.g. if given specific scaffolds in a particular learning environment, boys will tend to do X and girls will tend to do Y). When integrated, such understanding can serve prescriptive purposes. For example, initial design propositions (untested, theory-based conjectures) that were used to shape the intervention are tested through evaluation. Reflection on the findings helps generate explanations for the results. As initial design propositions are validated, refuted or refined, design principles emerge. Design principles are empirically and theoretically underpinned guidelines for creating a particular class of intervention within a particular kind of context. Van den Akker (1999) recommends the following formula for conceptualizing design principles: “If you want to design intervention X [for purpose/function Y in context Z], then you are best advised to give that intervention the characteristics C₁, C₂, ...Cₙ [substantive emphasis] and to do that via procedures P₁, P₂, Pₙ [procedural emphasis] because of theoretical arguments T₁, T₂...Tₙ and empirical arguments E₁, E₂, ... Eₙ.” Aptly portraying salient features of the context, including actors, is critical to ensuring both external validity and case-to-case generalization (Firestone, 1993) of the findings.

Evaluation processes
Formative evaluation is conducted in earlier stages of design research, with the goal of investigating how design ideas and/or prototypes can be improved. Summative evaluation may also be conducted in design research, typically after interventions have matured, with the goal of assessing intervention quality and thereby validating or refuting design principles. Scriven (1991) clarified distinctions between formative and summative evaluation. Synthesis of these descriptions shows that the differences pertain mainly to seven parameters: aim (of the evaluation); application (how the information will be used); timing (in relation to the development of the evaluand); audience (who will use this information); evaluator (in relation to that which is being evaluated); methods (of investigation); and instrumentation (used to collect data). The ways in which these approaches tend to be employed in design research are illustrated in Figure 1.
Evaluation in design research may serve formative or summative purposes, depending on the stage of the project. The evaluation process is described below in terms of 10 steps, starting with establishing a focus and concluding with reporting. The recommendations are based on evaluation literature as well as ideas stemming from our own experiences conducting evaluations within design research.

1: Establish the focus
Evaluation may be conducted with more formative goals (identifying ways to improve an intervention) and/or more summative goals (assessing overall value of an intervention). The first steps in evaluation are to establish the decisions that must be made and to identify the evaluation questions that must be answered to guide those decisions. Simply put, we step back from the research and development work thus far and ask, “What do we need to know now?” to make the best possible decisions concerning the design or implementation of the intervention. Usually the questions that arise have to do with either testing a specific feature of the intervention or perhaps the intervention as a whole; exploring some phenomena that the intervention is known to or might engender; and/or gathering new inputs for design. Often new questions come directly from findings in a previous micro-cycle of evaluation and reflection. Establishing the focus is like setting an agenda, and thus benefits from being conducted through dialogue with fellow researchers and practitioners, while also informed by the relevant literature.

An intervention’s stage of development usually has implications for the kinds of questions that can or should be addressed. Building on previous work (McKenney, 2001; Reeves & Hedberg, 2003), we distinguish six foci important in educational design research evaluation. Not all design studies attend to each focus. However, these foci exhibit similarities with those mentioned elsewhere in literature (Burkhard, 2006; McKenney, Nieveen & van den Akker, 2006; Schoenfeld, 2009).

The six foci can be clustered into three concerns: internal structures of an intervention; how it is used in practice; and effects. These three clusters are well aligned with three stages of testing

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Formative</th>
<th>Summative</th>
</tr>
</thead>
<tbody>
<tr>
<td>Aim</td>
<td>Intent to improve evaluand</td>
<td>Basis for decision-making</td>
</tr>
<tr>
<td>Application</td>
<td>Varied types of improvements e.g.:</td>
<td>Varied types of decisions concerning intervention, e.g.:</td>
</tr>
<tr>
<td></td>
<td>- Optimizing the development process</td>
<td>- Adoption/implementation</td>
</tr>
<tr>
<td></td>
<td>- Fine-tuning the intervention</td>
<td>- Go/continue/stop support or efforts</td>
</tr>
<tr>
<td></td>
<td>- Refine the underlying design propositions</td>
<td>Varied types of decisions concerning principles, e.g.:</td>
</tr>
<tr>
<td></td>
<td></td>
<td>- Generalizability</td>
</tr>
<tr>
<td></td>
<td></td>
<td>- Validate/refute</td>
</tr>
<tr>
<td>Timing</td>
<td>During development</td>
<td>After development is complete or stabilized</td>
</tr>
<tr>
<td>Audience</td>
<td>Mostly internal</td>
<td>Mostly external</td>
</tr>
<tr>
<td>Evaluator</td>
<td>Usually internal (could also be external or both)</td>
<td>Usually external (could also be internal or both)</td>
</tr>
<tr>
<td>Methods</td>
<td>Exploratory, flexible</td>
<td>Unobtrusive, pre-determined</td>
</tr>
<tr>
<td>Instrumentation</td>
<td>Varied, often tailor-made, sometimes standardized</td>
<td>Reliable, validated, often publicly accepted</td>
</tr>
</tbody>
</table>

Figure 1: Formative and summative tendencies in design research evaluation
adapted from software engineering and often seen in design research: alpha, beta and gamma. In the description below, two foci are described for each stage of testing.

Alpha testing concerns early assessment of design ideas, to test the internal structures of an intervention to make sure they work logically. Alpha studies involve the collection of data to primarily ascertain soundness (the ideas underpinning a design and/or how those ideas are instantiated) and feasibility (the potential temporal, financial, emotional and human resource costs associated with creating the intervention).

Beta testing is conducted with working system components within a more or less functional system, and focuses on use in context. In design research, beta studies mainly explore local viability (how an intervention survives in the immediate context and why) and institutionalization (how an intervention becomes absorbed within the broader educational organization).

Gamma testing in design research takes place with a nearly final, or at least highly stable, version of the intervention. Gamma studies are mostly used to determine effectiveness (the extent to which the intervention meets its goals when implemented under representative conditions) and impact (the extent to which the intervention engenders a measurable change in the target setting).

Design researchers often struggle more with establishing the focus for an evaluative activity, more so earlier in the process than later. This is because so many factors are new that it can be difficult to choose which ones to investigate deeply. But practical limitations (e.g. time, resources), generally force tradeoffs between a broad-shallow versus narrow-deep orientation. Both options have their affordances and risks, and identifying the most appropriate orientation constitutes a key challenge during this step.

2: Frame guiding questions
Shavelson, Phillips, Towne and Feuer (2003) distinguished three generic questions often raised in design research and recommended methods that could suit each: What is happening?; Is there a systematic effect?; and Why or how is it happening? From the practical perspective, the primary concern is with how and to what extent the problem is being addressed by the intervention. From a theoretical perspective, the main concern is understanding how an intervention does or does not work and especially, why. Studying if, how, and why interventions work, requires attending to their goals, the ways those goals are pursued, and if or to what extent, they are achieved. This varies depending on the stage (alpha, beta and gamma) in which testing takes place.

Questions about the intentions of an intervention are typically the main focus in alpha testing. Here, the feasibility and soundness of the design ideas are studied by seeking answers to questions like:

- How robust and complete is the theoretical and pragmatic justification for these design ideas?
- How well are the core design propositions embodied in the design?
- What changes must be made to the underlying ideas or the design itself to increase the plausibility and probability that it could meet the intended goals?

Many factors affect how interventions are implemented in practice, including how well they are aligned with core elements of the context, such as the curriculum; assessment frameworks, practitioner expertise, prevailing attitudes and beliefs, local culture, and the textbooks, programs and materials that have already been adopted. Questions about the implemented intervention especially focus on if and how it engenders intended processes when used in the intended setting, and how sustainable they are likely to be (viability and institutionalization). Sample guiding questions during beta testing include:
• How relevant and usable do practitioners perceive and experience the intervention?
• What intended and unintended processes are engendered by the intervention?
• What makes embodiments of certain mechanisms more resilient than others?

Questions about the attained intervention guide investigation of effectiveness and impact. Sample guiding questions during gamma testing include:
• How effectively does the intervention solve the problem? Under which conditions?
• What is the long-term impact of the intervention?
• In representative classrooms, how prevalent are the conditions that foster and inhibit success?

Identifying appropriate questions tends to present less of a challenge to design researchers than selecting which ones will be answered. Choosing which questions to answer relates of course to the focus (Step 1) but is also influenced by the stakeholders involved. Even if a shared focus has been agreed upon, different stakeholders may value answers to certain questions in different ways. Also, some questions may be more feasible to investigate. The (in)feasibility of answering certain questions is not always clear at the time they are posed. Rather, this often becomes clearer as subsequent steps are undertaken; emerging insights concerning strategies, methods and planning often prompt refinement of questions asked.

3: Select basic strategies
There are many ways to study interventions in various stages of development. Inspired by Nieveen’s (1999) approaches to formative evaluation, four are discussed here: developer screening, expert appraisal, pilots and tryouts. Developer screening is especially useful for studying the internal structure of a design or constructed prototype. It can also provide insight about how it will likely work in the target setting. Expert appraisal refers to a process whereby external experts in a particular area are enlisted to review (elements of) the intervention. Different types of experts can provide guidance for the systematic improvement and/or validation of interventions. Pilots can help researchers and practitioners begin to get a sense of how the intervention will perform in various contexts and what kind of real-world realities need to be addressed for the design to have a chance of success under representative conditions. The term, pilot, refers to any field testing of the intervention in settings that approximate, but do not completely represent, the target context. Tryouts are used to study how interventions work, what participants think or feel about them, and the results they yield. Tryouts take place when (a prototype of) the intervention is field tested in a natural setting.

Often these strategies are used in combination with one another, and different strategies are generally used at different stages in the lifecycle of a project. Strategies for evaluation are selected based primarily on the research questions, and secondarily on the constraints of the study (time, personnel, costs, access to respondents, etc.). To decide which strategies to use, it is useful to visualize how each one will relate to the evaluation functions. A matrix like the one offered in Figure 2 may help. Here, recommendations are given for strategies that serve particular evaluation functions, related to the alpha, beta and gamma testing phases.

<table>
<thead>
<tr>
<th></th>
<th>Developer screening</th>
<th>Expert appraisal</th>
<th>Pilot</th>
<th>Tryout</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Alpha</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Feasibility</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Soundness</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
Especially for new design researchers, the interpersonal dynamics of educational design can present particular challenges. For decades, scholars of educational design have cautioned that merely creating valid and consistent interventions will yield little impact (Plomp, 1982, Verhagen, 2000). While high quality designs are scientifically valid and internally consistent, they are also attuned to the contexts in which they will be used and – most critically – to the concerns of key stakeholders. For example, Kessels and Plomp (1999) stress the need for designs to be externally consistent (aligned with the priorities, values and interests of stakeholders); and Tessmer and Harris (1990) argue for educational designers to view themselves as change agents and in so doing, develop a sound understanding of the instructional environment (e.g. learners, teachers, physical spaces, resources and their use) and the support environment (e.g. management, dissemination). While most design researchers have a background in research, fewer have formal training in educational design. This may explain why critically important attention to local viability and institutionalization (during both design and formative evaluation) frequently seem under-appreciated.

4: Determine specific methods
Once basic strategies have been selected, the methods that will be used for the investigation must be determined. Design researchers draw from both quantitative and qualitative methods, often using a combination of the two. The methods are selected based on the most accurate and productive way to answer the research questions. Accurate methods are able to collect the specific kind of information that is needed to answer the research question(s) well. Productive methods make sense within the constraints of the project.

Seven methods are among the most common used during the evaluation and reflection phase: interviews; focus groups; observations; questionnaires/checklists; (pre/post) tests; logs/journals; and document analysis. Figure 3 offers generic recommendations for methods suitable to the four strategies described above.
One controversial issue concerns the reliability and validity of the instruments used to collect information when different methods are used. Traditional educational research places a great deal of attention on issues such as reliability and validity whereas in design research studies prototyping and testing often takes place so quickly that there is time insufficient time to validate instruments to the same degree that other types of studies might demand. The degree of effort put into validating instruments is related to the uses of the information collected with those instruments (Wiggins, 1989). In design studies, instruments of undetermined validity may suffice to provide adequate guidance for making design decisions on the fly during a small-scale pilot with primarily formative goals whereas if the same instruments were to be utilized within the context of a large-scale tryout with both formative and summative goals, the instruments would need to be more carefully validated.

5: Draft and revise a planning document

As methods are selected and methodological ideas begin to solidify, it is important to document and check the emerging evaluation plans. A planning document provides an overview of the activities and timelines for a study, and is useful for assessing how well the study is likely to meet its goals. A planning document can be checked for its methodological soundness (e.g. triangulation of data sources and data collection times) and feasibility (e.g. levels of invasiveness, costs or time needed). It can also help to plan and keep track of the many different tasks involved (e.g. meeting with stakeholders, creating resources, hiring facilitators, obtaining IRB approval, creating instruments, coaching assistants).

Reeves and Hedberg (2003) stressed the importance of sharing planning documents and instruments with all of the relevant stakeholders within an evaluation. Open sharing of planning documents is especially important in design studies when educational practitioners are involved as they usually are. For example, school districts often have rigorous requirements for data collection, e.g. only being able to apply to conduct research in schools at the beginning of a school year or at best a semester. Design researchers are often unable to specify in advance exactly what data will be needed when and how the data will be collected. Therefore, publically sharing an evolving plan with all stakeholders is required to build the trust and tolerance for ambiguity that is often needed for design research.

6: Create or seek instruments

In order to collect data, it is necessary to create the instruments to be used in the study, or to review, obtain and fine-tune existing instruments that have already been designed and validated. Because design research is often conducted to create new solutions to problems, it can be difficult to find suitable instruments. But searching can be worthwhile, as the time and effort involved in creating new ones that are reliable and valid can be substantial. Lean data collection whereby only the minimum amount of information needed to make specific decisions is recommended over strategies that might be used to collect “just in case” information (Reeves & Hedberg, 2003).

7: Select participants

Different participant populations may be sampled for different purposes. Common participants in intervention evaluation include developers, practitioners, experts and learners. Developers can range from members of the design team who have been engaged with the design task from early on, to individuals constructing sub-components of the intervention with minimal involvement in its conception. Practitioner involvement in evaluation may take place through many roles, including that of developer, expert, facilitator or implementer. Teachers are most frequently involved in evaluation. Other practitioner groups include educational specialists (e.g. library and media
specialists, remedial instructors or school psychologists) and educational leaders (e.g. principals, instructional coaches or department heads). Learners can be involved in design research when they are tested and/or observed during implementation of an intervention. In interventions targeting the education of young children, it is not unusual to ask parents to serve as respondents.

Whereas it would be ideal if exact representatives of the target population for an intervention could be recruited to participate in pilots and tryouts, this is often not feasible and sometimes not desirable. For example, it may not be feasible to involve certain respondent groups before an intervention is mature. When testing effectiveness, it may not be desirable for respondent groups to have had any previous exposure (e.g. during pilot testing) to the intervention. In such situations, it is recommended that the participants sought are as much like the eventual target audience as possible.

8: Collect the data
General recommendations concerning data collection are available in standard qualitative and quantitative research manuals. This section discusses an issue that tends to crop up often during data collection in educational design research; specifically the conflicting roles of advocate and critic (cf. Design-Based Research Collective, 2003). In educational design research, the same individuals are often simultaneously researchers, developers, facilitators and/or evaluators of the intervention.

For the advocate role, first-hand, detailed understanding of research findings is very beneficial. When designers participate in the implementation and testing of interventions, they are afforded the sometimes humbling opportunity to gain deeper and often sharper insights into not only the aspects of the design that succeed or fail, but underlying assumptions (e.g. about what motivates learners or what details teachers will care about). This provides rich opportunity for critical reflection and generating new ideas, as inputs for redesign are immediate and, coming from live observation, often more powerful than second-hand findings. An open-minded designer is quite likely to ‘see’ implications for re-design during (or inspired by) pilot or tryout activities. For the critic role, the designer mindset also has benefits, as the intentions of the design are clearly understood. The critical researcher can see, for example, how well instruments are measuring the phenomenon they were intended to measure. The need for making methodological adjustments may be more apparent to someone who deeply understands both the design intentions and the research goals.

But this comes at a cost, for the advocate and especially the critic. The methodological concerns, particularly bias, are substantial. Despite efforts to stimulate criticism, the potential for socially desirable responses stands to increase when participants know that the researcher is also the developer. Participants may react differently due to the designer’s presence, and the designers may be, unintentionally or not, less receptive to critique. And even if the researcher collecting the data is not a developer, this kind of research in context can be fraught with challenges, such as these threats described by Krathwohl (1993): the Hawthorne effect (involvement in the study influences participant behavior); hypothesis guessing (participants try to guess what the researcher seeks and react accordingly); and diffusion (knowledge of the treatment influences other participants). In addition to triangulation, using unobtrusive data collection methods can mitigate some of these threats (Gray 2009). Alternatively, design researchers may choose to embrace their role as a ‘nuisance variable,’ and compensate for this by clearly describing their presence in the research setting and discussing their real or potential influence on the data.
9: Analyze the data
Guidance on processing, analyzing and interpreting both quantitative and qualitative data are available in many sources (cf. Creswell, 2009; Reeves & Hedberg, 2003). In the evaluation of interventions, the data analysis is often framed, directly or indirectly, by design propositions, if they have been woven into the research questions. That is, when the intervention is being evaluated, it is common to look for evidence of a certain construct in the intervention, its enactment, or its results. Data analysis culminates in drawing conclusions – answers to the main research questions. Very often, the next step for researchers is to decide how to address concerns in re-design, but preferably not before making time for reflection.

Reflection is both a solitary and a social process. Design researchers must afford themselves time for solitary reflection on the meaning and application of the results. In so doing, they must resist the temptation to jump to conclusions, especially when seemingly ambiguous findings (which are not at all infrequent, particularly when assessing reactions to intervention features), could easily be used to justify already preferred decisions. Indeed it is the people, not the data, that make decisions. To facilitate this process, a balance of solitary reflection and social reflection (e.g. critical peers are invited to play 'devil's advocate' positions) are helpful; reflection is discussed further in the following section.

10: Report the study
Studies documenting the inception, process and findings from intervention testing are almost always reported internally, in the form of reports or memos. They may also be reported externally, in the form of: conference presentations; articles in refereed journals or other periodicals; books; or publically-accessible reports. Both internal and external reports attend to both practical and theoretical goals.

Researchers often have very deep-seated notions about the nature of scientific inquiry, and can balk at reports that seem to conflict with what they deem important. In reporting educational design research, it can be useful to demonstrate commonalities, rather than highlight differences between what Kelly (2006) refers to as the commissive space of educational design research and that of other approaches in the social sciences. Kelly's notion of commissive space has to do with commitments to certain assumptions about, in this case, the nature of scientific research. Simply put, it could be summarized as one's perception of the 'rules of the game.' For example, the commissive space of those who view randomized controlled trials using only quantitative methods as the gold standard of all research and those interested in design research is likely to have relatively little common ground. This allows very little room for productive debate, and the result can rather quickly be flat out rejection, as soon as one member violates the 'rules of the game' or commitments to assumptions, within the other's commissive space. While design researchers violate many of the assumptions of the randomized field trials commissive space (Kelly, 2006), most share the same basic assumptions of, e.g. the mixed methods commissive space. By reporting sound educational design research in high-quality journals, the commissive space of design research can be made more transparent, exposed for both skeptics and supporters alike.

Reflection processes
About reflection
Donald Schön, a master of musical improvisation and conceptual structure who was also trained as a philosopher, called for professionals to better understand their actions by reflecting on them in his highly acclaimed work, The Reflective Practitioner: How Professionals Think in Action (1983). It can be useful for design researchers to view themselves as reflective practitioners. Schön (1983, p. 68) claimed that in so doing, each of us:
... allows himself to experience surprise, puzzlement, or confusion in a situation which he finds uncertain or unique. He reflects on the phenomenon before him, and on the prior understandings which have been implicit in his [designing] behavior. He carries out an experiment which serves to generate both a new understanding of the phenomenon and a change in the situation.

In educational design research, reflection involves active and thoughtful consideration of what has come together in both research and development (including theoretical inputs, empirical findings and subjective reactions) with the aim of producing new (theoretical) understanding. This is part and parcel of all long term, thoughtful research. Indeed, if we look at the scientific journals and books in our fields, it is clear that only some kinds of new knowledge grow forth directly from empirical testing. New theories, for example, do not present themselves in the form of research findings. Rather, they grow out of reflection. In scholarly publications, we typically share the products of reflection, and indeed some of the process, under the heading of Discussion.

**Fostering reflection**

Reflection is usually driven by reasoning. Through this fairly transparent, rational process, connection between existing ideas can lead to new ones. Reasoning is used, for example, to hypothesize cause and effect, to explicate assumptions or to justify predictions. Reasoning is essential for both research and design, but so are creative thoughts and feelings. Hammer and Reyman (2002) point out the need for inspiration and emotion to play a role in engineering design reflection, alongside rationality. New, useful insights may also be born out of less transparent, less planned processes, whereby insights and novel ideas seem to present themselves, sometimes quite suddenly. Creativity researchers do not yet fully understand the processes through which these, seemingly spontaneous, connections are made. But more is known about conditions under which they tend to occur. In the remainder of this section, recommendations are given on what design researchers can do to nurture the more spontaneous connections (referred to as organic reflection) and to encourage the reasoned connections (referred to as structured reflection).

**Organic reflection**

The term, organic reflection, refers to a kind of intended contemplation. For many people, this kind of reflection takes place under the shower, or during a commute to/from work. Sometimes it stems from the process of dialogue. It takes place during times when there is very little agenda, and the mind is relatively free to wander and make its own connections between ideas. While organic reflection is not typically associated with professional work, it can certainly serve the work of design research. Three techniques that may fertilize organic reflection include:

- **Well-timed breaks, with input:** Look for a moment in the day where the work flow is naturally paused so as not to be overly disruptive (e.g. between articles, if the task is literature review), that can also afford a break away from the work place (take a shower or go for a walk). Use that break time, in silence or in dialogue, for reflection.

- **Seek unlike-minded sparring partners:** Find people with ideas that are not just new, but foreign. In print, in dialogue, or in silence, explore the ways of knowing and lenses for viewing that are concomitant with those ideas.

- **Engage in 'background' projects:** Johnson (2010) discussed the value of maintaining background projects that can springboard new ideas. For example, innovative design projects, intriguing inquiry or literature study in new areas can trigger ideas, often by presenting new ways of looking at the world.
Structured reflection

Reyman et al. (2006) assert that design reflection should focus on two areas. Applied to the context of educational design research, these are: the design challenge (e.g. difference between existing and desired situations and/or important factors in the design context); and aspects of the integrated research and development process. Based on the steps in a basic design cycle and mechanisms of reflective practice, they define reflection as a process that consists of three main phases: preparation, image forming and conclusion.

Preparation and image-forming mainly look into the past. Preparation consists of collecting the relevant facts or observations to be considered. Image forming involves selection and synthesis of those facts and observations. Conclusion drawing looks ahead, using the results from the first two steps to determine next activities. Reymen et al. (2006) point out the importance of setting aside certain moments for reflection. In the case of educational design research, an obvious moment for reflection is between one micro-cycle of evaluation and reflection and another of design and construction. But, especially if those cycles are long, interim moments may need to be identified for reflection. Interim moments should both start and end with reflection on the design challenge and the design process, and they should also give attention to when the next reflection will be, and what that means for structuring the work in the meantime.

Another important point Reyman et al. (2006) make is that the reflection should occur on a regular basis. While their work is focused on individual designers, they also emphasize that design teams (with all their variation in personality, intuition, creativity, and other skills) should reflect together regularly, and that support for this is desirable.

In design research, structured reflection can be used (among others) to probe the data or revisit the methods. Table 1 below gives examples of how reflective processes can be shaped to develop understanding related to each of these themes. The plain text describes what to do; italicized text gives examples.

| Table 1. Strategies for structured reflection on educational design research |
|---|---|---|
| **Preparation** | **Image forming** | **Conclusion drawing** |
| Identify one or more data points from which, unplanned insight may be gleaned and ask a question. | Consider/discuss not the potential lesson to be learned, but think about the experience. Ask not only why questions, but also how and what. | Use the results to formulate new hypotheses, questions for investigation or revised design ideas. |
| **Data** | **Why did the learners seem so engaged? What were they doing? When? How did they interact?** | **How might this reflection be put to use? Do design requirements need to be revised? Or design propositions?** |
| Were there unanticipated processes through which the learners were highly engaged? | | |

In design research, structured reflection can be used (among others) to probe the data or revisit the methods. Table 1 below gives examples of how reflective processes can be shaped to develop understanding related to each of these themes. The plain text describes what to do; italicized text gives examples.
<table>
<thead>
<tr>
<th>Identify the methods that have been used.</th>
<th>Describe issues, questions or problems that have been ignored or insufficiently addressed by those methods; which ones were addressed well? What made that method work?</th>
<th>What can be done differently? What (more) do we need to investigate in order to make improvements? What can be learned from what did yield ‘eye-opening’ or powerful findings?</th>
</tr>
</thead>
<tbody>
<tr>
<td>The study used interviews, video observations, pre/post test data and analysis of learner assignments to explore pupil and teacher experiences with the new learning environment.</td>
<td>Observation of inter-learner interactions proved less useful than hoped to understand individual reasoning pathways; this also yielded insufficient insight into learner processes to fully understand implications from learner assignments.</td>
<td>Instead of studying inter-learner interactions, conduct the video observations of learners while they are completing the assignments to try and understand the reasoning pathways.</td>
</tr>
</tbody>
</table>

Both the theoretical and practical goals of educational design research are furthered through reflection. Through organic and structured reflection, theoretical understanding is developed through consideration of the findings (e.g. “What do these results tell us?”) in light of how they were obtained (e.g. the soundness of the measurements, or how appropriate the choice of setting). In addition, consideration is given to what might have been happening, but was not measured; or what could have occurred if the research had been structured differently. These, and other reflective insights, often have immediate implications for refining the intervention. For example, reflecting on how teachers altered a learning environment may generate new ideas about features to include or needs to be met. Often, reflection also generates new questions to be explored.

**Discussion**

Many interim products are generated during evaluation and reflection, ranging from written theoretical frameworks, to research instruments and plans, to reports on intervention implementation and testing. Reflective musings may even be shared in written form. But toward furthering the main goals of design research, the main outputs from this phase are answers to research questions (theoretical understanding) and implications for the related design (practical applications).

Anyone picking up the challenge of educational design research must enter into it with eyes wide open and sleeves rolled up, aware of its enormous complexity. This unique research genre requires long-term in-depth collaboration among researchers, practitioners, and others. It requires a strong commitment to work that will often take years rather than months. However, the potential impact makes it all worthwhile. Desforges (2001) wrote “The status of research deemed educational would have to be judged, first in terms of its disciplined quality and secondly in terms of its impact. Poor discipline is no discipline. And excellent research without impact is not educational” (p. 2). The impact of educational research must increase, design research provides a promising way forward, and well-conceived and executed evaluation is a crucial element in the overall process.

Despite the widely-recognized failure of initiatives such as the “What Works Clearinghouse” initiated by the Department of Education in the USA (Schoenfeld, 2006), there are many who still insist that education be viewed as a science that can yield “proofs” akin to those found in the hard sciences such as physics and chemistry. We question the extent to which it is possible to prove
immutable laws regarding human activities such as teaching and learning. We also note that, even if possible, this alone will not advance the field. In the wake of increasing emphasis on evidence-based practice, descriptive theories are insufficient to solve complex problems (Green, 2000). We contend that education is essentially a design field more akin to architecture and engineering, and that research-based design knowledge is critical to the advancing the enterprise. Research that demonstrates how, why, with whom and under what conditions certain phenomena are engendered, prevented or otherwise manipulated, is urgently needed to improve education.

Considering how research is shaped relates to more than epistemic views. Design researchers tend to be associated with academic institutions. The sharing of knowledge, predominantly through written publications, is a cornerstone of academia and central to the mission of knowledge creation and dissemination. Given this, it can be helpful to note that in addition to epistemic views (and of course, research financing), researcher survival concerns can also influence the choice to conduct design research in the first place (or not); they can also influence how activities such as evaluation and reflection are carried out. Specifically, priorities might be established first by what is deemed publishable, and second by what addresses real scientific and/or practical concerns.

The current international publication culture in the field of education powerfully privileges descriptive knowledge, and this is by all means extremely useful. However, because explanatory, predictive and normative theories are also needed to enable productive change, it would seem that the current publication culture is insufficiently aligned to the knowledge needs in educational practice. Thus, another challenge facing (design) researchers is that of cultivating a publications culture that values and encourages high-quality, well-justified design knowledge. Because leadership by example is often considered good practice, this special issue constitutes an important step in demonstrating the nature and value design knowledge publication.
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