Representing the root water uptake process in the Common Land Model for better simulating the energy and water vapour fluxes in a Central Asian desert ecosystem
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1. Introduction

Quantitative assessment of energy and water fluxes is essential to understand the complex interactions between land surface and the atmosphere (Kustas et al., 1996). Land surface models (LSMs) describing plant physiological behaviour in relation to soil and atmospheric processes have been widely used to estimate the energy and water fluxes (Bonan, 1996). Roughly 50 LSMs have been published during the last few decades, and this number is increasing every year. This indicates the general recognition of the importance of land processes in modern climatic, ecological and hydrological research (Dai et al., 2003). LSMs typically serve as a critical component (usually the lower boundary) of global carbon cycle models or generic circulation models (GCMS) for assessing and predicting the likely impacts of climate change and anthropogenic forcing on terrestrial ecosystems and their feedbacks.

More than 950 site years eddy covariance (EC) data have been archived in the international network of FLUXNET (Williams et al., 2006). The amount of EC data is still climbing year by year. The increase in EC data obtained from various terrestrial land surfaces facilitates research into poorly represented or missing ecosystem processes in models, leading to improvements of the model's performance (Baldocchi et al., 2001; Baker et al., 2008; Stockli et al., 2008; Williams et al., 2009; Choi et al., 2010; Schwalm et al., 2010; Li et al., 2011b). Commonly used LSMs include SIb (Sellers et al., 1986), Common Land Model (CLM) (Dai et al., 2003), ORCHIDEE (Krinner et al., 2005), CABLE (Kowalczyk et al., 2006) and their updated versions (Sellers et al., 1996; Wang et al., 2010; Bonan et al., 2011). These LSMs have been evaluated at different ecosystems including cropland, closed shrublands, deciduous broadleaf forest, evergreen broadleaf forest, evergreen needleleaf forest, grassland, mixed forest, open shrublands, savanna, wetlands, and woody savannah (Williams et al., 2009; Wang et al., 2012). LSMs are also widely used for groundwater use, runoff or soil moisture in hydrological research (Ridler et al., 2012; Zampieri et al., 2012; Zhou et al., 2012). The evaluations showed that LSMs have good ability to simulate the energy, water vapour and CO2 fluxes at the majority of the flux sites in global FLUXNET.
Some of LSMs are even able to well capture the effects of occasional large scale or seasonal drought on ecosystem functions (carbon and water fluxes) (Claeys et al., 2005; Li et al., 2012).

Although the majority of the key processes controlling the energy and mass exchange between the terrestrial ecosystems and the atmosphere have been described in sufficient detail in the current LSMs to reproduce the fluxes, applications of LSMs in some ecosystems were found to be not successful. The ability to simulate energy and gas exchange in drought conditions remains especially limited. For example, IBIS and TEM (Saleska et al., 2003), SiB3 (Baker et al., 2008), and CABLE (Li et al., 2012) all required modification before they could reproduce the observed latent heat flux and net ecosystem exchange in Amazon forest where rainfall varied seasonally and obvious wet and dry seasons appeared. Some ecophysiological or ecohydrological processes such as modified root water uptake function (RWUF) and hydraulic redistribution must be reformulated or incorporated into the model to improve the model’s performance (Baker et al., 2008; Li et al., 2012). The essence is that the plants may have adopted to the seasonality of rainfall by means of morphological adjustment in developing rich and deep root systems for utilizing deep soil water during dry season (Davidson et al., 2011), and this is notoriously difficult to model.

The roots of plants could impact transpiration by means of two aspects. One is the root depth and its vertical distribution in the soil profile. Another is the efficiency of absorbing soil water. The former could be reasonably obtained with experiment. The latter, however, is hard to describe. In majority of LSMs, root water uptake efficiency is formulated with empirical functions of root fraction and soil water content (Lai and Katul, 2000; Feddes et al., 2001; Li et al., 2006; Zheng and Wang, 2007). One of known deficiencies of some LSMs (for example CABLE) is the underestimation of latent heat flux due to inappropriate description of root water uptake process (Baker et al., 2008; Li et al., 2012).

The availability of soil water is a limiting factor for plant transpiration in Central Asia (CA) desert shrubs. Limited by climate with extremely low precipitation and humidity and high summer temperature, the dominantly distributed species *Tamarix ramosissima* in CA have evolved to have rich and deep root systems and high root/shoot ratio (Xu and Li, 2008), in adaptation to extreme aridity and heat conditions. Ecophysiological characteristics of the CA desert shrub do not significantly respond to rainfall (Xu et al., 2007), suggesting that morphological adjustment associated with the ecophysiological regulation of photosynthesis and transpiration with rich-developed root systems is important. Morphological changes (for example root/shoot ratio) tend to be the primary reaction which mitigates the effects of droughts in drought environment (Susiluoto and Berninger, 2007).

These effects of drought on root water uptake are not described well in current LSMs. It is unknown how well LSMs predict the fluxes in the CA desert ecosystem, since this has, to our knowledge, not been studied. The first objective of this research is to conduct a critical evaluation of CLM against EC data of a representative desert shrub ecosystem in CA area. The second objective of this research is to represent the RWUF in the CLM model for improving the model’s performance in simulating the energy and water vapour fluxes in a Central Asian desert ecosystem.

### 2. Material and methods

#### 2.1. Site description

A set of EC instruments has been established by the Chinese Academy of Sciences to monitor the energy, water and CO2 fluxes at Fukang Station of Desert Ecology (FSDE, 44°17′N, 87°56′E, 475 m a.s.l., Fig. 1) The site is representative of desert ecosystem in Central Asia. The station is located at the southern periphery of the Gubantonggut Desert. Soil is a saline-alkali gault of moderate salinity, with 71% sand and 21% clay. The research area is mostly characterized by hot summers and cold winters with low annual precipitation. Historical mean annual precipitation is 163 mm and mean annual air temperature is 6.6 °C. The dominant vegetation is the desert shrub *T. ramosissima*, characterized by deep root systems, with a small proportion of herbaceous species including *Salsoa nitraria* and *Suaeda acuminate*. Average height of *Tamarix* is approximately 1.75 m. Within the area of 5000 m around the site, some proportion of dryland irrigated cropland is distributed.

The EC system consisted of a three-dimensional ultrasonic anemometer thermometer (STA-5055, KAIJO Corporation, Tokyo, Japan) and an open path infrared gas (CO2/H2O) analyzer (LI-7500, LI-COR, USA). The instrument was installed at a height of 3 m above the ground, and measurements were made with a frequency of 10 Hz and integrated as half-hour averages in the CR23X data-logger (Campbell Scientific, USA). The ground heat flux was measured with a heat flux plate installed at 5 cm below the soil surface. Recorded half-hour fluxes has been corrected using the WPL method (Webb et al., 1980). The ground heat flux at 5 cm below the soil surface was corrected to the surface based on the soil temperature gradient approach proposed by van der Tol (2012). The EC system also measured meteorological variables, including downward long wave radiation, downward short wave radiation, wind speed, pressure, air temperature, specific humidity, which were used to force the CLM model. Data from 2007 to 2009 were used in the current research.

Fig. 1. Location of the eddy covariance (EC) site in Fukang, Xinjiang (44°17′N, 87°56′E, 475 m a.s.l.) and map of the surrounding desert shrubs and irrigated croplands. The inner and outer rings show 2.5 and 5 km distance from the EC instruments.
The high salinity of soil, strong dust, and power outage caused occasional malfunctioning of the EC equipment. To obtain fully calendar yearly meteorological data required by the model, missing variables except long wave radiation at FSDE site were replaced with the corresponding variables measured at another site Beishawo (BSW, 44°22′N, 87°55′, 448 m a.s.l.) where climate was highly similar to FSDE. The distance between the two sites was around 5 km, and no significant topographic difference existed. Missed long wave radiation data was calculated based on the formula proposed by Idso (1981).

2.2. Common Land Model (CLM)

By combining the best features of the land surface model (Bonan, 1996), BATS (Dickinson et al., 1993) and IAP94 (Dai and Zeng, 1997), CLM was originally developed for weather forecast and climate studies (Dai et al., 2003). CLM has been widely used to simulate the energy, water vapour and CO₂ fluxes from the land surface (Zheng and Wang, 2007; Choi et al., 2010), and it has been coupled to GCMs for climate research (Zeng et al., 2002; Steiner et al., 2005). Although the CLM model has been updated by the modelling community (Maxwell and Miller, 2005; Oleson et al., 2008; Rihani et al., 2010; Zampieri et al., 2012), its core sub-modules remained unchanged.

The basic version of CLM (Dai et al., 2003) with a two-big leaf model for canopy temperature, photosynthesis, and stomatal conductance scheme (Dai et al., 2004) has been used in this research. In CLM, the total surface evapotranspiration consists of evaporation from wet stems and leaves, transpiration through the plant T, and initial evaporation from the ground (i.e., bare soil or snow surfaces). The calculations for stem and leaf evaporation and transpiration are similar to those used in BATS, while Philip’s (1975) formulation is used for the computation of soil evaporation. A detailed description of CLM can be found in, for example Dai et al. (2003), but in many other papers as well. Only some parts related to soil water movement and root water uptake process were described here.

Water movement in soil was calculated by Darcy’s law:

$$\frac{\partial \theta}{\partial t} = - \frac{\partial}{\partial x} \left( K - D \frac{\partial \theta}{\partial z} \right) - E_x \tag{1}$$

where $\theta$ is soil water content (m$^3$ m$^{-3}$), $K$ is hydraulic conductivity (m s$^{-1}$), $D$ is soil moisture diffusivity (m$^2$ s$^{-1}$), $z$ is soil depth (m), and $t$ is time (s).

The sink term $E_x$ (m s$^{-1}$) is calculated as root water extraction from soil layer (also including soil evaporation for the first top soil layer). Total transpiration ($T$) is allocated to each soil layer ($i$) by a fraction $\eta_i$:

$$E_x = T \eta_i \tag{2}$$

It is noteworthy that both $T$ and $\eta_i$ are impacted by soil water availability. The fraction $\eta_i$ is estimated as

$$\eta_i = \frac{f_{root} f_{sw,i}}{\sum_{i} f_{root} f_{sw,i}} \tag{3}$$

where $n$ is the total number of soil layers, $f_{root,i}$ and $f_{sw,i}$ are the root fraction and soil water availability in the $i$th soil layer, respectively. The fraction $f_{sw,i}$ is assumed a linear proportion of soil water matric potential ($\phi$, mm):

$$f_{sw,i} = \frac{\phi_{max} - \phi_i}{\phi_{max} - \phi_{sat}} \tag{4}$$

where $\phi_{max}$ is the potential at the wilting point (set to $-1.5 \times 10^5$ mm), and $\phi_{sat}$ the soil water matric potential at saturation. The value of $\phi_{sat}$ depends on soil texture, and $f_{sw,i}$ is thus a linear scale from 1 when at saturation, to 0 at wilting point.

There is evidence (Zheng and Wang, 2007) that the fact that $f_{sw,i}$ is a linear function of $\phi$ causes an underestimate of evapotranspiration under when water stressed conditions. Lai and Katul (2000) found that the efficiency of root water uptake changed with water availability: the efficiency was the highest in the wettest part of the root profile, and deep roots can take over the role of shallow roots if the top soil dries out. More realistic and nonlinear response curves between root water uptake efficiency and soil water availability were proposed (Lai and Katul, 2000; Li et al., 2006; Zheng and Wang, 2007) and some of them were found very useful for some other LSMs (Li et al., 2006, 2012) but few have been incorporated into the CLM and applied to a desert environment. One of the most significant features of a desert environment is the low soil moisture content during the growing season. Previous research has found that deep roots have water transport conduits with much greater diameters and therefore, higher hydraulic conductivity compared with shallow roots or stems (Jackson et al., 2000; McElrone et al., 2004). Based on the understanding on the mechanisms and modelling of root water uptake, we propose a simple RWUF, describing $f_{sw,i}$ as an exponential function of soil water matrix with a power $m$:

$$f_{sw,i} = \left( \frac{\phi_{max} - \phi_i}{\phi_{max} - \phi_{sat}} \right)^m \tag{5}$$

The value of $m$ has been empirically determined. When the value of $m$ is equal to 1, our proposed $f_{sw,i}$ (Eq. (5)) is exactly same as the original one (Eq. (4)). In all other cases, the parameter $m$ represents the nonlinearity of water uptake in relation to soil water potential. We found empirically that $m \geq 1$, and hence, the new RWUF always computes larger values for $f_{sw,i}$ than the default RWUF (Eq. (4)). The soil water uptake with the new RWUF is thus than with the default RWUF, especially under low soil water conditions (low soil water matric potential). This agrees with the assumption that desert plants maintain their physiological activities under low matrix potentials (Xu et al., 2007). The introduced parameter $m$ is entirely empirical, and it does not represent a physical process directly.

We first applied the default RWUF (Eq. (4)) to evaluate the performance of CLM against EC data, and next evaluated the effect of the modified RWUF (Eq. (5)) on the model’s performance, as shown in a flow diagram (Fig. 2). All model parameters and variables are listed in Table 1.

2.3. Sensitivity analysis

The sensitivity of the model to parameter $m$ has been assessed with four simulations: v1, representing the original RWUF (Eq. (4)) with $m = 1$, and v2–v4 (Eq. (5)) with $m$ empirically calibrated (v2), and with the empirically calibrated value for $m$ multiplied by 5 (v3) or and by 0.5 (v4).

Among model simulations v1–v4, the total soil depth was unchanged and kept at 3.5 m. To investigate if increasing the soil total depth impacts the model’s performance, another simulation (v5) in which the total soil depth was increased to 7.0 m was carried out. Table 2 lists the specific configurations of all simulations.

2.4. Statistical analysis

Energy balance ratio (EBR) (Mahrt, 1998; Gu et al., 1999) was calculated by

$$EBR = \frac{\sum_{i=1}^{n} (Q_{le} + Q_{h})}{\sum_{i=1}^{n} (R_{net} - G)} \tag{6}$$
where $n$ is the number of half hours of data. The use of EBR was able to give an overall evaluation of energy balance closure by averaging over random errors in the half-hour measurements at a flux tower site.

We used linear correlation coefficient ($R$) and root mean square error (RMSE) between the observed and simulated variables to evaluate the agreement between the simulations and the observations.

$R$ is calculated as:

$$R = \frac{\sum_{i=1}^{n} (O_i - \bar{O})(P_i - \bar{P})}{\sqrt{\sum_{i=1}^{n} (O_i - \bar{O})^2 \sum_{i=1}^{n} (P_i - \bar{P})^2}}$$

(7)

and observations. Evaluate the agreement between the simulations and the error (RMSE) between the observed and simulated variables to give an overall evaluation of energy balance closure by averaging where $\bar{O}$ and $\bar{P}$ are the mean values of the observed and modelled fluxes, $O$ and $P$ are the observed and modelled fluxes at time step $i$. The regression coefficients, the slope ($b_1$) and the intercept ($b_0$) were also used to justify the model’s performance.

$$\text{RMSE} = \sqrt{\frac{\sum_{i=1}^{n} (P_i - O_i)^2}{n-1}}$$

(8)

3. Results

3.1. Meteorological conditions

Air temperature at FSDE ranges from a minimum of $-35$ °C in the winter to a maximum of 40 °C in the summer. Relative air humidity is 70–90% during winter season and 10–60% (mean value of 40%) during the growing season (April–September) (Fig. 3a).

Solar radiation (downward short wave radiation, $SWDOWN$) exhibits obvious seasonal variations. The peak values of $SWDOWN$ reaches 800–1000 W m$^{-2}$ during growing season and 100–300 W m$^{-2}$ during winter season. Downward long wave radiation ($LWDOWN$) shows seasonal variations as well, and ranges between 200 and 400 W m$^{-2}$ (Fig. 3b).

Maximum wind speed fluctuates between 3–10 m s$^{-1}$ and wind speed in the summer was higher than in the winter. The precipitation at the study site was was 185.9 mm, 116.3 mm, and 127.6 mm for 2007, 2008 and 2009, respectively; the average annual rainfall for these 3 years was 143.3 mm. The majority of daily precipitation amounts were less than 5 mm (Fig. 3c).

3.2. Energy balance closure and footprint area

The slope of the linear regression between the observed $Q_n + Q_h$ and $R_{net} - G$ was 0.85 at the FSDE site. The regression coefficient ($R$) of the observed $Q_n + Q_h$ and $R_{net} - G$ was 0.94 ($R^2 = 0.90$) and the intercept was 12.47 W m$^{-2}$ (Fig. 4). These statistical indices in relation with energy balance closure at the studied desert ecosystem EC site are in similar to reported energy balance closure indicators at other sites of the FLUXNET network (Wilson et al., 2002; Li et al., 2005). The EBR at the FSDE site was 0.98, indicating that the bias is small when the annual ratio of total turbulent heat...
flux to available energy ($R_{\text{net}} - G$) was used to evaluate the energy imbalance.

A footprint analysis (Hsieh et al., 2000) indicates that the fetch length of the observed flux ranged 0–200 m under unstable conditions (Fig. 5b). Under stable conditions, the fetch length ranges from 200 to 5000 m (Fig. 5a). Overall, the source area of 2500 m contributes 95% of the observed fluxes. Fig. 5 also shows that there was no dominant wind direction, with near uniform probability of different directions. Within the footprint area, heterogeneous mosaic patchiness were retrieved using Landsat TM imagery in 2006 based on the method of interactive interpretation and the area consisted of 75% of desert shrubs with some species of short life grasses and 25% of irrigated crops. This composition of mosaic land surface corresponded to the land cover types 9 and 4 as defined in the CLM model.

### 3.3. Performance of model simulations using default RWUF

Fig. 6 shows the comparisons between the observed and the simulated diurnal values for four energy components. The default CLM model successfully reproduced $R_{\text{net}}$ using the default version of RWUF (Fig. 6a). The values of $R^2$ and RMSE were 0.99 and 20.16 W m$^{-2}$, respectively (Table 3). Unfortunately, $Q_{\text{le}}$, $Q_{\text{h}}$, and $G$ are all inadequately simulated. For both $Q_{\text{le}}$ and $Q_{\text{h}}$, the CLM simulated values were in agreement with the observed fluxes at nighttime, but the model severely underestimated daytime $Q_{\text{le}}$ and overestimated $Q_{\text{h}}$ (Fig. 6b and c). As the residual of $R_{\text{net}} - (Q_{\text{le}} + Q_{\text{h}})$, simulated ground heat flux ($G$) by the default and modified models were similar, and some discrepancy between the model and the measurements remain because the model assumes energy balance closure, while the measurements have a closure gap. The simulated mean diurnal values of $G$ were smaller at nighttime but greater than the observed at daytime, with the magnitude of 0–40 W m$^{-2}$ (Fig. 6d).

The observed ground heat flux could be impacted by subsurface soil temperature ($T_s$). Evaluating the agreement between the simulation and the observation was helpful to identify the cause of the bias in simulated $G$. Fig. 7a showed the comparison between the observed and the simulated $T_s$. The results showed that the values of $b_s$ and $R^2$ were good at 1.0 and 0.84, respectively, but the

<table>
<thead>
<tr>
<th>Simulation</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>v1</td>
<td>Default CLM, with default RWUF and default SD (3.5 m)</td>
</tr>
<tr>
<td>v2</td>
<td>Modified CLM, with $m = 0.01$ in the modified RWUF and default SD (3.5 m)</td>
</tr>
<tr>
<td>v3</td>
<td>Modified CLM, $m = 0.005$ in the modified RWUF and default SD (3.5 m)</td>
</tr>
<tr>
<td>v4</td>
<td>Modified CLM, $m = 0.05$ in the modified RWUF and default SD (3.5 m)</td>
</tr>
<tr>
<td>v5</td>
<td>Default CLM, with default RWUF and increased SD (7.0 m)</td>
</tr>
</tbody>
</table>
Fig. 5. Footprint area (in metres) of the observed fluxes under stable (a) and unstable (b) conditions at FSDE in Central Asia.

Fig. 6. Diurnal courses of the observed and simulated energy components: net radiation \((R_{\text{net}}\), a), latent heat flux \((Q_e\), b), sensible heat flux \((Q_h\), c), and ground heat flux \((G\), d). The diurnal values of the fluxes were obtained by averaging all available data into 24 h in a day. The sign “+” was observation while the solid blue and dashed green lines represented the simulations with the modified and default CLM model. (For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.)

Table 3

<table>
<thead>
<tr>
<th>Variables</th>
<th>Default CLM (v1)</th>
<th>Modified CLM (v2)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>(R)</td>
<td>RMSE</td>
</tr>
<tr>
<td>Diurnal (R_{\text{net}})</td>
<td>0.99</td>
<td>20.16</td>
</tr>
<tr>
<td>Diurnal (Q_e)</td>
<td>0.98</td>
<td>23.18</td>
</tr>
<tr>
<td>Diurnal (Q_h)</td>
<td>0.99</td>
<td>36.39</td>
</tr>
<tr>
<td>Diurnal (G)</td>
<td>0.99</td>
<td>9.89</td>
</tr>
<tr>
<td>Diurnal (Q_e) on rainy days</td>
<td>0.99</td>
<td>12.28</td>
</tr>
<tr>
<td>Diurnal (Q_e) on rainless days</td>
<td>0.98</td>
<td>23.7</td>
</tr>
<tr>
<td>Diurnal (Q_h) on rainy days</td>
<td>0.95</td>
<td>30.1</td>
</tr>
<tr>
<td>Diurnal (Q_h) on rainless days</td>
<td>0.99</td>
<td>36.7</td>
</tr>
<tr>
<td>Half-hourly (Q_e)</td>
<td>0.64</td>
<td>45.13</td>
</tr>
<tr>
<td>Half-hourly (Q_h)</td>
<td>0.92</td>
<td>52.73</td>
</tr>
<tr>
<td>Half-hourly (T_s)</td>
<td>0.92</td>
<td>4.56</td>
</tr>
</tbody>
</table>

Model performance indicated by correlation coefficient \((R\), the slope \((b_s\), intercept \((b_0\) of linear regression between model and data, and root mean square error (RMSE). Unit of RMSE was °C for surface temperature \((T_s\) and W m \(^{-2}\) for all flux variables. v1 and v2 are referred to the description in Table 2.
RMSE was high of 4.56°C. This result suggests that the bias in subsurface soil temperature may partially cause the error in G.

Focusing on $Q_{le}$ and $Q_h$, the observed fluxes were categorized into two groups in terms of rainy and rainless days and averaged to the diurnal dynamics. The default CLM model reproduces the diurnal patterns of both $Q_{le}$ and $Q_h$ on rainy days (Fig. 8a and c), but the CLM model with default RWUF (v1) severely underestimates $Q_{le}$ and overestimates $Q_h$ at daytime on rainless days. Especially around noon, the simulated $Q_{le}$ was less than half of the observed values only and the simulated $Q_h$ was two third greater than the observations (Fig. 8b and d).

Fig. 9a and c presents scatter plots of observed half-hourly fluxes to the atmosphere ($Q_{le}$ and $Q_h$) and simulated values with the CLM model using the default RWUF. The slopes of the linear regression between the simulated and the observed $Q_{le}$ and $Q_h$ with default CLM model were significantly different from 1 (0.48 for $Q_{le}$ and 1.27 for $Q_h$, Table 3), indicating that the CLM with the default RWUF (Eq. (4)) greatly underestimated $Q_{le}$ and overestimated $Q_h$ at FSDE site. Driven by high solar radiation, high temperature and small rain during the growing season (Li et al., 2011a), atmospheric evaporative demand was substantially strong at the studied site. This implied that potential evapotranspiration simulated by the model was large. However, the CLM model severely underestimated $Q_{le}$ on rainless days.

The availability of soil water could constrain $Q_{le}$ by the effects on either plant stomatal conductance or the amount of water uptake by roots. Previous literature reported that the stomatal conductance of the desert shrub in the studied area did not significantly respond to rainfall or subsurface soil water availability (Xu et al., 2007). Therefore, the model’s insufficiency in $Q_{le}$ may result from the root water uptake process, similar to other versions of LSMs’ weakness in application to forest ecosystems in dry period (Zheng and Wang, 2007). In the next section, we demonstrate the impact of a modified RWUF on the CLM’s performance at the FSDE site.

3.4. Impact of RWUF on the model’s performance

With the newly proposed RWUF (Eq. (5)), the CLM model produces similar results of $R_{net}$ and $G$ like as produced by the default model (Fig. 6a and d), but $Q_{le}$ and $Q_h$ are significantly improved (Fig. 6b and c). Consequently, the simulated $Q_{le}$ and $Q_h$ with the modified model agreed well with the diurnal courses of the

Fig. 7. Comparison between the observed and the simulated sub-surface soil temperatures with the CLM model using the default (a) and modified (b) root water uptake function. The solid blue line represented the linear regression between the simulation and the observation, and the dashed was 1:1 line. (For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.)

Fig. 8. Comparison between the observed and the simulated latent ($Q_{le}$) and sensible ($Q_h$) heat fluxes on rainy (a and c) and rainless (b and d) days with the CLM model using the default and modified root water uptake function. The diurnal values of the fluxes were obtained by averaging all available data into 24 h in a day. The sign “+” was observation while the solid blue and dashed green lines represented the simulations with the modified and default CLM model. (For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.)
observed fluxes, although the model still slightly overestimated $Q_{le}$ and $Q_{h}$ around noon.

Compared with Fig. 7a, Fig. 7b showed that the CLM with a modified RWUF did not affect predicted subsurface soil moisture. The resulting slope, $R^2$, and RMSE (Table 3) were similar to those of the default model.

The new RWUF improves the simulation of both $Q_{le}$ and $Q_{h}$ on rainless days (Fig. 8b and d), while the simulation of $Q_{le}$ and $Q_{h}$ on rainy days is only slightly changed (Fig. 8a and c).

The modification of RWUF also increases the agreement between the model and the observations for half-hourly $Q_{le}$ and $Q_{h}$ as indicated by the slope of linear regression, $R^2$ and RMSE. The slope for $Q_{le}$ increases from 0.48 to 0.84 and that for $Q_{h}$ decreases from 1.27 to 1.01 (Table 3). The slope values for $Q_{le}$ and $Q_{h}$ are closer to 1. The values of RMSE for both $Q_{le}$ and $Q_{h}$ decrease from 45.13 W m$^{-2}$ to 34.48 W m$^{-2}$ for $Q_{le}$ and from 52.73 W m$^{-2}$ to 40.53 W m$^{-2}$ for $Q_{h}$. For $Q_{le}$, the modified CLM model also improves the correlation coefficient ($R^2$) from 0.64 to 0.82 (Fig. 9 and Table 3).

The improvement of the CLM’s performance for $Q_{le}$ (and $Q_{h}$) is due to the change of a linear into a non-linear root water uptake response to soil water potential (see Fig. 10). The optimized value of $m < 1$ indicates a more efficient root water uptake than the default. The larger $f_{sw}$ in the modified model increases the simulated $Q_{le}$, especially for dry soil was. Due to the energy balance, the increase in simulated $Q_{le}$ decreases simulated $Q_{h}$. Thus the performance of CLM in application to CA desert shrub ecosystem is significantly improved with the modified root uptake function.

3.5. Sensitivity of CLM to the parameter $m$

The value the parameter $m$ was empirically determined as 0.01 in v2 simulation. Simulated diurnal $Q_{le}$ and $Q_{h}$ fluxes by decreasing the value of $m$ to 0.005 (v3) do not differ from v2 (Fig. 11). In contrast, simulated diurnal $Q_{le}$ and $Q_{h}$ after increasing $m$ to 0.05 (v4) are lower than those by v2. Increasing the rooting depth SD to 7.0 m (v5) does not improve the CLM model’s performance for both $Q_{le}$ and $Q_{h}$. Simulated diurnal fluxes of $Q_{le}$ and $Q_{h}$ are quite similar to the default CLM with SD of 3.5 m (Fig. 11).

The performance indicators $R$ and RMSE, with hour-hourly fluxes for simulations v1–v5 are shown in Fig. 12. Decreasing $m$ (v3) does not affect the model’s performance, while increasing $m$ to 0.05 (v4) decreases the model’s performance compared to v2 ($m = 0.01$), but the performance is still better than the default simulation (v1). Doubling the total soil depth only (v5) does not have a significant effect on the simulation of both $Q_{le}$ and $Q_{h}$ (Fig. 12).
These sensitivity analyses indicate that increasing the total soil depth only does not improve the simulation of $Q_{le}$. In contrast, modifying the original RWUF with a linear function of soil water potential to one with exponential function (with power $m$) significantly improved the performances for both $Q_{le}$ and $Q_{h}$ fluxes, although the effect of the modified RWUF to the model’s performance depended on the parameterization of the value $m$.

4. Discussion

Arid and semiarid (or dryland) regions cover approximately 45% of the global terrestrial land surfaces (Asner et al., 2003; Lal, 2004). These areas are considered important in global environmental research (Hastings et al., 2005; Bruemmer et al., 2008). One unique feature of dryland ecosystems, including the Central Asia desert, is that sensible heat dominates the energy budget (Unland et al., 1996). At FSDE site, mean maximum daily latent heat was about 70 W m$^{-2}$ lower than the maximum sensible heat flux. The energy balance closure observed in the studied site was in good agreement with that at other FLUXNET sites (Wilson et al., 2002), or other desert ecosystems, for example, Burkina Faso in West Africa (Bruemmer et al., 2008), or Baja California, Peninsula, Mexico (Hastings et al., 2005).

For global ecological modelling, desert ecosystems are important because of their vast spatial extent, but there are only few studies of energy, water and CO$_2$ in these ecosystems (Hastings et al., 2005; Bruemmer et al., 2008). In particular, the performance of LSMs at desert ecosystem sites has been largely unknown. At FSDE in CA, the dominated role of sensible heat in energy budget at FSDE was exaggerated in the CLM model, causing an underestimate of the latent heat flux. To overcome the weakness in the CLM model, likely in other LSMs, a simply empirical RWUF was used instead of the default one in CLM and significantly corrected the bias in latent heat flux. The newly proposed function considered roots of desert shrubs were able to dynamically respond to varying soil wetness and more efficiently to absorb water from soil layers, especially under low soil water conditions. This mechanism of desert plants in CA was associated with the long-term adaptation to extremely dry environment (Xu et al., 2007; Xu and Li, 2008), which enables desert plants being able to maximize the use of limited water from soil. The selected root function may affect the outcome of simulations of moisture recycling, the sustainability of plant physiological activities (transpiration and photosynthesis) and the regional climate (Lee et al., 2005). This research indicates that a suitable representation of root functioning in responding...
to soil wetness in the CLM model was necessary for the correct simulation of energy and water vapour fluxes in CA desert shrub ecosystems. Although the modified RWUF was essentially established on the empirical basis, it supported the previous hypothesis on desert plants’ water use strategy and improved the performance of the CLM model significantly in desert environment.

Roots are the primary pathway for plants to uptake water and nutrients from soil. They connect the soil environment to the atmosphere through water, energy and mass exchanges between plant canopy and atmosphere (Feddes et al., 2001). Better understanding and generalizing root water uptake function are important to improve the predictability of LSMs. Considerable studies have attempted to propose universal RWUFs which can be used for various water conditions and ecosystems, but none was found to be successful. Drought can occur in different patterns. For example, seasonal drought is a dominant type of drought in Amazon rainforest (Baker et al., 2008; Li et al., 2012). In contrast, Central Asia is characterized as chronic drought. Different ecosystem may show different strategy to adapt for different drought. In Amazon rainforest, hydraulic redistribution is an effective mechanism to maintain transpiration (Olivera et al., 2005; Lee et al., 2005). In Central Asia, higher root water uptake efficiency may be a strategy for desert shrubs to adapt for environment (Xu et al., 2007). We have addressed this issue at a representative desert shrub site in Central Asia and introducing this mechanism into the RWUF in the CLM model demonstrated its significance for the estimation of evapotranspiration. The next step is to investigate its effects on regional evapotranspiration estimation and hydrological budget.

5. Conclusion

To the best of our knowledge, this study provided the first evaluation of LSMs for energy and water vapour exchanges in application to desert ecosystem in Central Asia area. From this study, the following is concluded:

- The default CLM model was able to well reproduce net radiation, however, underestimated latent heat flux and overestimated sensible heat flux. The simulated latent heat flux was only around half of the observations while the simulated sensible heat flux was 27% higher than the observed values.
- A modified empirical RWUF, describing root water uptake efficiency as an exponential function of soil water potential matrix with a power m, was applied to the CLM model, significantly improved the model’s performance for both latent and sensible heat fluxes. This implies that root water uptake process in CLM could be better improved by increasing the efficiency of water uptake by roots.
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