Abstract

Purpose – As technology in tourism and hospitality (TTH) develops technical artifacts according to visitors’ demands, it must deal with both behavioral and design constructs in the context of structural equation modeling (SEM). While behavioral constructs are typically modeled as common factors, the study at hand introduces the composite into TTH to model artifacts. To deal with both kinds of constructs, this paper aims to exploit partial least squares path modeling (PLS-PM) as a confirmatory approach to estimate models containing common factors and composites.

Design/methodology/approach – The study at hand presents PLS-PM in its current form, i.e. as a full-fledged approach for confirmatory purposes. By introducing the composite to model artifacts, TTH scholars can use PLS-PM to answer research questions of the type “Is artifact xyz useful?”, contributing to a further understanding of TTH. To demonstrate the composite model, an empirical example is used.

Findings – PLS-PM is a promising approach when the model contains both common factors and composites. By applying the test for overall model fit, empirical evidence can be obtained for latent variables and artifacts. In doing so, researchers can statistically test whether a developed artifact is useful.

Originality/value – To the best of the authors’ knowledge, this is the first study to discuss the practical application of composite and common factor models in TTH research. Besides introducing the composite to model artifacts, the study at hand also guides scholars in the assessment of PLS-PM results.
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1. Introduction

New technologies such as the internet and information systems play a pivotal role in tourism and hospitality (Balouchi et al., 2017; Ip et al., 2011; Kamboj and Rahman, 2017). Accordingly, the provision of a company’s sound and sustainable information technology (IT) infrastructure has been characterized as a key success factor, a contributor to strategic management (Bilgihan et al., 2011), and a significant driver (Collins et al., 2013; Wang et al., 2015) for the tourism and hospitality industry. When booking online, users tend to consume impulsively as an experience (Holt, 1995; Rezaei et al., 2016) that can be supported, for example, by online word-of-mouth (Blackshaw and Nazzaro, 2006; Gretzel et al., 2008; Pan et al., 2007; Pan and Crotts, 2012) or peer-reviewing (O’Connor, 2008) in terms of, e.g. hotel ratings, ease of use (Di Pietro et al., 2012), hotel website functionality, and security and privacy (Ali, 2016). In general, technology in tourism and hospitality (TTH) considers the interplay of technologies and customers to improve customers’ experience in order to increase their purchasing intention. Consequently, it is important to consider consumers’ behavior when developing and establishing technology-based offers for travel and tourism.

To address this demand, TTH must combine both design and behavioral research because it develops artifacts according to visitors’ needs, such as providing them with green services or using environmental technologies and facilities (Hsiao et al., 2018), aiming to create long-term relationships with customers to achieve a competitive advantage (Huang et al., 2009; Moliner et al., 2007). In doing so, TTH investigates tourists’ behavior to design and implement proper IT infrastructure. Thus, it links TTH directly to behavioral sciences. However, because TTH also creates and improves tourism technologies, it can be understood as a design research, i.e. it is a “science of the artificial” (Simon, 1969).

To address both the behavioral and the design research paradigm in empirical research on TTH, structural equation modeling (SEM) is eminently suitable because it allows for expressing theoretical constructs through sets of observable indicators and to relate them via a structural model (Bollen, 1989). In doing so, theoretical constructs from the behavioral sciences are often understood as latent variables, such as customer attributes and attitudes that are typically modeled by a common factor. While this way of construct modeling is widely acknowledged for ontological entities, it does not seem reasonable for design constructs, so-called artifacts, since they are constructed and not measured. To account for this characteristic, the composite model, which assumes a definitorial relationship between the indicators and the construct, can be used (Henseler, 2017).

Generally, two types of estimators can be distinguished in SEM:

1. covariance-based (CB); and
2. variance-based (VB) estimators.

While CB estimators, such as the maximum likelihood estimator (Jöreskog, 1969), minimize a discrepancy function of the empirical and the model-implied indicator covariance matrix to obtain the parameter estimates, VB estimators, such as generalized structured component analysis (Hwang and Takane, 2004), build linear combinations of observed variables that
are subsequently used to estimate the model parameters. Among VB estimators, partial least squares path modeling (PLS-PM) (Lohmöller, 2013) has shown to have favorable properties (Hair et al., 2017a) and is applied in various fields of research, such as marketing (Hair et al., 2012), information systems (Hair et al., 2017b), and human resource management (Ringle et al., 2018). PLS-PM is based on an iterative algorithm to obtain weights used for building linear combinations of observed indicators as proxies for all constructs in the model. Thus, PLS-PM is inherently suitable to deal with constructs modeled as composites. Moreover, in its current form – known as consistent partial least squares (PLSc) – it is able to consistently estimate structural models containing both composites and common factors (Dijkstra and Henseler, 2015a).

The study at hand exploits PLS-PM as a confirmatory tool to bridge behavioral and design research to deal with both research paradigms in TTH, i.e. latent variables from behavioral sciences and artifacts from design research. Besides giving a brief review of PLS-PM in its current form, this study shows how latent variables and artifacts can be operationalized in SEM by applying PLS-PM. While Henseler (2017) introduced the composite as a construct modeling approach for artifacts in advertising research, the study at hand adopts his proposal to model artifacts in TTH. This allows for addressing new research questions of the type “Is artifact xyz useful?”, which contributes to a further understanding of TTH. Because the use of PLS-PM as a confirmatory tool is still rare in field of THH (Ali et al., 2018), this study also provides guidance for the assessment of the estimated model.

The remainder of the article is structured as follows: Section 2 briefly reviews the PLS-PM. The specification of the model underlying PLS-PM, i.e. the structural model including the operationalization of the constructs by means of common factors and composites is presented in Section 3. Section 4 discusses model identification which is still a largely neglected topic in the PLS-PM domain but must be ensured prior to the estimation of the model. Section 5 provides guidelines on assessing the common factor and the composite model. Section 6 adopts an empirical example from Rezaei et al. (2016) that demonstrates the two ways of construct modeling. Finally, the paper presents a conclusion and discussion in Section 7.

2. Partial least squares path modeling

PLS-PM belongs to the group of variance-based estimators for SEM and was developed by Wold (1975) for the analysis of high-dimensional data in a low-structure environment. In recent years, PLS-PM has been subject to intense scientific debate about its pros and cons. While PLS-PM proponents even call the approach a “silver bullet” (Hair et al., 2011), its opponents call for abandoning its use (Antonakis et al., 2010; Rönkkö et al., 2016). As an outcome of this debate, PLS-PM has undergone various extensions and modifications. In its most modern form, known as consistent partial least squares (PLSc), it is able to consistently estimate recursive and non-recursive structural models containing constructs modeled as composites and common factors (Dijkstra and Schermelleh-Engel, 2014; Dijkstra and Henseler, 2015b). Moreover, it can deal with ordinal categorical indicators (Schuberth and Cantaluppi, 2017; Schuberth et al., 2018), and correlated measurement errors (Rademaker et al., forthcoming). Moreover, a test for overall model fit was introduced, making PLS-PM a full-fledged method for confirmatory purposes (Dijkstra and Henseler, 2015a).

The PLS-PM algorithm creates linear combinations of indicators as proxies for all kinds of constructs, i.e. for latent variables and artifacts. In doing so, it can emulate several of Kettenring’s (1971) techniques for generalized canonical correlation analysis (Tenenhaus et al., 2005). Subsequently, these proxies are used to estimate the parameters of the model. In
the case of the model containing constructs modeled as common factors, the proxies’ correlations must be corrected for attenuation to obtain consistent parameter estimates. This approach is known as PLSc (Dijkstra and Henseler, 2015b). Depending on the structural model, i.e. recursive or non-recursive, ordinary least squares (OLS) or two-stage least squares (2SLS) is applied to consistently estimate the model parameters. Moreover, a test for overall model fit was introduced (Dijkstra and Henseler, 2015a), making PLS-PM a full-fledged method for confirmatory purposes.

3. Model specification
As the study at hand employs PLS-PM for confirmatory purposes, the researcher must transfer his theory into a statistical model. In the context of SEM, this step means that the nomological net including the conceptual variables must be transferred to a structural model relating the constructs - the representations of the conceptual variables (Sarstedt et al., 2016b). Subsequently, it must be decided how the observed indicators are related to the constructs, i.e. how the constructs are modeled.

3.1 The structural model
In confirmatory research, the structural model is theory-based and the prime focus of the research question. It defines which constructs are included in the model and how they are interrelated. Usually, the relationships between the constructs are assumed to be linear and recursive, i.e. the model does not contain any feedback loops.

In specifying their structural model, practitioners must pay particularly attention to omitted but relevant constructs. Such constructs have not been considered in the structural model, even though they explain the dependent construct and are correlated with at least one other construct predicting this dependent construct. Ignoring those omitted constructs leads to inconsistent and biased parameter estimates because of omitted variable bias and therefore to questionable conclusions (Antonakis et al., 2010). One way to deal with this endogeneity issue is the use of the 2SLS estimator for the structural model (Benitez et al., 2016; Hult et al., 2018).

Once the structural model is specified, the researcher must operationalize the constructs from the structural model. For this purpose, the following two sections outline the fundamentally different ways of construct modeling, provide guidelines on construct modeling and present an example from the TTH literature.

3.2 Construct modeling
Constructs represent conceptual variables and are the focal entities of SEM. To investigate and relate constructs in a structural model, the researcher must decide how to model these constructs. This decision should be grounded primarily on theoretical reasoning rather than on statistical testing (Borsboom et al., 2003). In recent decades, two ways of construct modeling have been established:

1. the common factor model to model latent variables, which is well-known in behavioral and social sciences (Jöreskog, 1969); and
2. the composite model to model artifacts (Henseler, 2017). The existing literature also mentions a third way to operationalize constructs: the causal-formative measurement model (Bollen and Bauldry, 2011).

However, models containing causal-formative measurement models are difficult to be identified (Rönkkö et al., 2016), and therefore, they are not part of this study. Figure 1
provides the key differences between the two construct modeling approaches which are elaborated in more detail in the following section.

3.2.1 The common factor model. In social and behavioral sciences, a construct is often understood as an ontological entity, such as an ability or an attitude. It rests on the assumption that the construct of interest is not observable but exists in nature, regardless of whether it is the subject of scientific examination (Bollen, 1989). The dominant approach to model constructs in behavioral sciences is the common factor model.

The reflective measurement model, which embodies the common factor, is rooted in the true score theory (Spearman, 1904), which assumes that each observed indicator – the so-called effect indicator – is the consequence of an underlying construct. Thus, the construct causes the structure of inter-correlations among its connected indicators. Therefore, at least in theory, the indicators can be interchanged or dropped without changing the meaning of the construct.

The literature distinguishes between two kinds of reflective measurement models: the multiple-indicator measurement and the single-indicator measurement (Diamantopoulos et al., 2012; Hayduk and Littvay, 2012; Sarstedt et al., 2016a). While the former means that more than one indicator is connected to the common factor, the latter indicates that only one indicator measures the construct of interest. The single-indicator measurement does not explicitly allow for measurement errors to be taken into account, i.e. in the case of measurement error, indicator reliability needs to be adjusted manually based on prior knowledge. However, approaches have been developed to estimate the indicator reliability externally (Wanous and Reichers, 1996).

Typical latent variables in tourism and hospitality that are modeled as common factors include perceived usefulness (Sox et al., 2016), perceived value (Deng et al., 2013), consumers’ behavioral intention (Balouchi et al., 2017) and perceived winning in table gaming (Jeon et al., 2013).
The formal representation of the reflective measurement model is given in the following equation:

\[ x = \lambda \eta + \epsilon, \]  

(1)

where the vector \( x \) contains the effect indicators, which are the manifestations of the underlying latent variable (\( \eta \)), while the factor loadings and the measurement errors are captured in the vectors \( \lambda \) and \( \epsilon \). In doing so, the measurement error accounts for the remaining indicator’s variance, which cannot be explained by the latent variable. Consequently, it comprises all unmodeled causes. Usually, the measurement errors are assumed to be uncorrelated among each other and independent of the underlying common factor. As the construct scores are undetermined in the common factor model, they cannot adequately represent the construct (Steiger, 1979).

Generally, VB estimators cannot consistently estimate models containing common factors, as their estimates suffer from attenuation bias. However, PLS\( c \) produces consistent parameter estimates for models containing common factors by using weights obtained by mode A (correlation weights) and applying a correction for attenuation on the parameter estimates. Therefore, the use of PLS\( c \) is imperative when the model contains common factors.

### 3.2.2 The composite model

In contrast to the social and behavioral sciences, in design research constructs represent human-made objects—so-called artifacts. Artifacts have their origin in constructivist epistemology and are built instead of measured. Hence, assuming that an observed indicator is a manifestation of an underlying construct is not reasonable for design constructs.

Accounting for these characteristics, the composite was introduced only recently to model artifacts (Henseler, 2017). The composite model assumes a definitorial relationship between the indicators and the construct, i.e. the indicators make up – but do not cause – the construct. Therefore, following Aristotle, the relation between the indicators and the construct in the composite model is best understood as the material cause rather than the efficient cause.

The following equation displays the formal representation of the composite model:

\[ \eta = x' w, \]  

(2)

where the artifact (\( \eta \)) is the result of its weighted indicators, i.e. \( x' w \), therefore, the construct scores adequately represent the underlying construct.

In contrast to the common factor model, the composite model does not put any restrictions on the correlations among the indicators belonging to one artifact (Henseler et al., 2014a). Consequently, the indicators forming the construct do not necessarily show a particular correlation pattern. However, as the ingredients determine the artifact, interchanging or dropping an indicator likely alters the meaning of the construct. In general, the composite model assumes that the indicators are free from measurement error.

In PLS-PM, the weights to form composites are usually estimated by mode B (regression weights), but in case of high multicollinearity among the indicators, it may be recommendable to use weights obtained by mode A (correlation weights). In general, predefined weights or weights obtained by other routines are also conceivable (Dijkstra, 2013).

As the composite model for confirmatory purposes was introduced only recently, empirical examples cannot be found at first glance in the literature on TTH. However,
potential artifacts in this field could be computer-based multimedia training (Clemenz et al., 2000), formative referents (King et al., 2017) and various types of e-marketplaces.

4. Model identification

An important but often neglected topic in PLS-PM is model identification. Prior to the estimation of the model, identification of the specified model must be ensured, i.e. the parameters can be uniquely retrieved from the indicator covariance matrix. In doing so, model identification distinguishes between three states:

1. under-identified;
2. just-identified; and
3. over-identified.

An under-identified or not-identified model offers several sets of parameters that are consistent with the model constraints, and thus, no unique set of model parameters exists. Consequently, only questionable conclusions can be drawn from the estimated model. In contrast, a just-identified model provides a unique solution for the model parameters; however, in empirical analysis, the overall model fit of such a model cannot be assessed because it perfectly fits the collected data. Hence, in empirical research, an over-identified model is most favorable. Similar to a just-identified model, an over-identified model also has a unique solution; however, it provides more non-redundant elements of the indicator covariance matrix than model parameters. This fact can be exploited to assess the overall model fit, as these constraints should hold for a sample within the limits of sampling error if the model is valid (Section 5).

As PLS-PM always estimates a composite model regardless of whether the constructs are modeled as common factors or composites, the identification rules for composite models must be applied. A necessary condition for ensuring identification is to normalize each weight vector, which is typically done in PLS-PM by scaling the weight vectors, leading to a unit variance for all composites[1]. Besides the normalization, each composite must be connected to at least one composite. Along with the scaling of the weight vectors, all model parameters, i.e. weights and composite correlations, can be uniquely retrieved from the indicator covariance matrix. Apart from connecting the composites via the structural model, it must be additionally ensured that the structural model is also identified. For recursive models with uncorrelated structural error terms, this step is straightforward, as they are always identified (Bollen, 1989, p. 104). However, for more complex composite models, further identification rules are required (Dijkstra, 2017).

Furthermore, only the magnitude of factor loadings and weights for a block of indicators is determined, but not their sign. Hence, in empirical research, it could be that all indicators of a construct have a sign opposite to what one would expect. To address this issue, it is recommended to apply the dominant indicator approach (Henseler et al., 2016), i.e. determine one indicator that must correlate positively with the construct and thus dictates the orientation of the construct.

Apart from theoretical model identification, empirical identification must be taken into account (Kenny, 1979). Although a model is in principle identified by its structure, i.e. just-identified or over-identified, model parameters can be undetermined and unstable due to the indicator sample covariance matrix. As a consequence, the empirical distribution of estimated parameters can be bimodal (Rönkkö and Evermann, 2013). In such a situation, it is recommended to employ predefined weights or weights obtained from other techniques such as principal component analysis.
5. Model assessment

After the identification of the model is ensured and the parameter estimates are obtained, the estimated model must be evaluated. While the use of PLS-PM is prevalent in many fields, e.g. information systems research (Marcoulides and Saunders, 2006) or marketing research (Hair et al., 2012), in TTH, its use remains scarce (Ali et al., 2018). Therefore, in the following section, we provide guidelines on the assessment of the overall model, the structural model, and the incorporated constructs.

5.1 Assessing the overall model

An acceptable overall model fit is required before interpreting the parameter estimates because it indicates whether the underlying theory is reflected in the data. To obtain empirical evidence on whether the estimated model fits the collected data, the estimated model is compared to the saturated model, i.e. a model that perfectly fits the data. For this purpose, several distance measures have been proposed, such as the geodesic distance ($d_G$), the Euclidean distance ($d_L$) and the standardized root mean squared residual (SRMR). The reference distribution of these measures can be obtained by bootstrap, which allows for statistical inferences on the fit of the estimated model (Beran and Srivastava, 1985).

Depending on the assumed significance level, the value of the discrepancy measure based on the original data set is compared to the 95 or 99 per cent quantiles of the reference distribution for decision-making. The null hypothesis assuming that the population covariance matrix of the indicators equals the population covariance matrix implied by the model is rejected when the value of the measure is larger than the quantile of the reference distribution (Henseler et al., 2016).

However, in many empirical studies, there is often a statistically significant discrepancy between the empirical and the model-implied covariance matrix. Therefore, more and more scholars rely on measures of model fit such as the SRMR instead of on statistical testing and compare the value of the measure to threshold values recommended in the literature (Barrett, 2007). It is emphasized that this practice should be performed cautiously because measures of model fit are based on heuristic rules. Generally, researchers facing a rejected model are better advised to examine the sources of the model’s lack of fit instead of moving to measures of fit, e.g. by considering the residual matrix.

5.2 Assessing the common factor and composite model

Once the overall model shows an acceptable fit, the common factor and the composite models incorporated into the model must be assessed.

5.2.1 Common factor model. The assessment of the common factor model refers to the investigation of construct validity. However, the question of validity can be answered in various non-exclusive ways. Following Ali et al. (2018), we consider:

- the indicator reliability;
- internal consistency;
- convergent validity; and
- discriminant validity to assess the common factor model.

While indicator reliability is typically assessed by examining the standardized factor loadings, internal consistency is assessed through the correlations among the indicators belonging to one construct, reflecting the reliability of the reflective measurement model. To evaluate internal consistency for a block of indicators belonging to one latent variable, the use of the reliability measures \( \rho_A \) (Dijkstra and Henseler, 2015a) and Raykov’s \( r \) (Raykov, 1997) is recommended.
Furthermore, measures of composite reliability such as Dillon-Goldstein’s $\rho$ – also known as Jöreskog $\rho_c$ (Chin, 1998) – or Cronbach’s $\alpha$ are also applied in this context. However, Cronbach’s $\alpha$ usually underestimates the true reliability and should therefore be considered only as a lower boundary (Sijtsma, 2009).

Moreover, convergent validity refers to the extent to which the effect indicators belonging to one construct actually measure the same construct. Typically, the average variance extracted (AVE) is used as a measure of convergent validity (Fornell and Cha, 1994). AVE indicates how much of the indicators’ variance can be explained by the underlying factor. Therefore, an AVE larger than 0.5 has been established to show convergent validity, as the underlying factor explains more than the half of the variance and, consequently, all other factors can only explain less (Fornell and Larcker, 1981).

In contrast to convergent validity, discriminant validity refers to the extent to which a given latent variable differs from the other latent variables in the model. Thus, empirical evidence for discriminant validity is provided when indicators of distinct latent variables are not highly correlated. Discriminant validity is preferably assessed by the Fornell–Larcker criterion, i.e. a factor’s AVE should be higher than its squared correlations with all other factors in the model, or by the recently introduced heterotrait-monotrait ratio of common factor correlations (HTMT) (Fornell and Larcker, 1981; Henseler et al., 2015). For the HTMT, all values should be significantly lower than 1. As a recommended threshold, a value of 0.85 has been established to provide sufficient evidence of the discriminant validity of a pair of constructs (Voorhees et al., 2016). To avoid the use of heuristic rules for the HTMT, bootstrapping can be applied to construct confidence intervals (Henseler et al., 2015). To obtain further evidence of discriminant validity, cross-loadings are usually considered. In doing so, all cross-loadings of an indicator, i.e. the correlations between the indicator and the other constructs, should be smaller than the corresponding factor loading.

5.2.2 Composite model. As the composite model follows a different notion than the common factor, most of the assessment criteria for common factor models are not applicable to the assessment of the composite model. Following Henseler (2017), the composite model should be assessed by the three characteristics:

1. nomological validity;
2. reliability; and
3. composition.

As the composite model is not identified on its own, the composite must be embedded in a nomological net, i.e. connected to at least two antecedents and/or consequences, to assess its nomological validity[2]. To obtain empirical evidence of nomological validity, the test of overall model fit from Section 5.1 can be applied to the model with a saturated structural model, i.e. the structural model of the specified model is ignored during the evaluation of the model fit. When the model containing the composite does not show a significantly worse fit than the model without the composite, the composite can be said to have nomological validity. Thus, it can be inferred that the composite - rather than the individual indicators – acts within a nomological net.

Besides nomological validity, composite reliability must be evaluated because it may need to be adjusted. Typically, the indicators forming the composite are assumed to be free from measurement error; therefore, the composite reliability is equal to 1. However, if the researcher doubts this assumption, indicator reliabilities can be taken into account during the estimation. In contrast to the common factor model with multiple indicators, the share of
random measurement error in the indicators must be determined externally, e.g. by previous studies.

Finally, the estimated weights should be examined with respect to their statistical significance, size and sign. In this context, considering collinearity among the indicators that form a composite is particularly important when mode B is applied, as it can lead to unexpected signs and huge bootstrap confidence intervals.

5.3 Assessing the structural model

Once the common factor and the composite models are deemed to be of sufficient quality, in the next step, the researcher should focus on the structural model. Assuming that the structural model is estimated by OLS, the coefficient of determination $R^2$ for the endogenous constructs is usually considered[3]. The $R^2$ value indicates how much of the variance in an endogenous variable is explained by its antecedent constructs. As the $R^2$ practically always increases by adding a construct to the explanation of an endogenous construct, consideration of the adjusted $R^2$ is more reasonable when comparing different models (Hair et al., 2014).

Subsequently, to draw conclusions about the underlying population, the path coefficients should be evaluated for their significance, i.e. statistical significance and practical significance. In PLS-PM, the statistical significance of the path coefficient estimates can be assessed by bootstrap confidence intervals. In doing so, whether the bootstrap confidence interval covers the zero is investigated. If this is not the case, it is assumed that the path coefficient in the underlying population is different from zero. Various ways to determine bootstrap confidence intervals exist; among them, the percentile bootstrap confidence intervals are most recommendable (Aguirre-Urreta and Rönkkö, 2018). In this context, multicollinearity should be investigated (for instance, by means of the variance inflation factor), since high collinearity among the explanatory constructs can mask potential significant effects. To evaluate whether a statistically significant effect also has practical relevance, it makes sense to evaluate its effect size $f^2$. Following Cohen (1988), values above 0.35, 0.15, and 0.02 are regarded as strong, moderate and weak, respectively. Moreover, the assessment of the structural model should involve the interpretation of the coefficient estimates. Depending on the sign, the direct effects equaling the estimated coefficients are interpreted as the change in standard deviations of the dependent variable if the independent variable increases by one standard deviation keeping all other variables constant, i.e. ceteris paribus.

Not only the direct effects but also the indirect effects and the total effects are important. While the former are particularly relevant in mediation analysis (Zhao et al., 2010), the latter are useful for business success factor studies (Albers, 2010).

6. Empirical example

In the following, we demonstrate how PLS-PM can be used as a confirmatory approach to estimate structural models containing latent variables and artifacts by adopting the empirical study of Rezaei et al. (2016). These authors consider a sample of 405 individuals to examine the relationship between website personality (WSP), utilitarian web browsing (UWB), hedonic web browsing (HWB), and online impulse buying of tourism products (OIB). Since the original study provides only the construct correlation matrix, a simulated dataset is used. For this purpose, we draw a sample from the multivariate normal distribution of exactly the same size and with an identical mean and covariance structure as the original sample. To estimate the two models from Figure 2 using PLS-PM, we use ADANCO
In doing so, the factorial scheme is applied for inner weighting and $10^{-6}$ is set as stopping criterion in the PLS algorithm.

As a starting point, we re-estimate the original model displayed in Figure 2a assuming that the construct website personality is a latent variable that is measured by the following five constructs: solidity; enthusiasm; genuineness; sophistication; and unpleasantness. As the empirical study serves only as a showcase, the original article should be consulted for more information on the theoretical model and the constructs used. Compared to the original study, we obtain different path coefficient estimates because PLSc is used to obtain consistent parameter estimates for models containing common factors. Table I contrasts the original results from Rezaei et al. (2016) with those obtained by PLSc. Additionally, the 95 per cent percentile bootstrap confidence intervals (CIs) for the path coefficient estimates are reported.

To obtain empirical evidence for the specified model, its overall model fit must be assessed. In doing so, it is helpful to also assess a saturated model, i.e. a model with a saturated structural model (Gefen et al., 2011). The model with a saturated structural model ignores potential misspecifications in the structural model and is therefore helpful to assess the measurement model. Considering Table I, the results for the tests of overall model fit

<table>
<thead>
<tr>
<th></th>
<th>Original model</th>
<th>WSP modeled as common factor</th>
<th>WSP modeled as composite</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Estimate</td>
<td>Estimate</td>
<td>CI</td>
</tr>
<tr>
<td>WSP → UWBB</td>
<td>0.818</td>
<td>0.933***</td>
<td>[0.913; 0.951]</td>
</tr>
<tr>
<td>WSP → HWBB</td>
<td>0.789</td>
<td>0.867***</td>
<td>[0.833; 0.898]</td>
</tr>
<tr>
<td>WSP → OIB</td>
<td>0.402</td>
<td>1.032***</td>
<td>[0.646; 1.539]</td>
</tr>
<tr>
<td>UWBB → OIB</td>
<td>0.168</td>
<td>-0.302*</td>
<td>[-0.651; -0.032]</td>
</tr>
<tr>
<td>HWBB → OIB</td>
<td>0.218</td>
<td>0.008</td>
<td>[-0.245; 0.184]</td>
</tr>
</tbody>
</table>

Notes: ***Significant on a 1% level; **significant on a 5% level; *significant on a 10% level

---

Notes: (a) Website personality modeled as a common factor; (b) website personality modeled as a composite

---

Figure 2. Estimated models

Table I. Path coefficient estimates and confidence intervals
give no empirical evidence for the model containing website personality modeled as a common factor. The values for $d_L$, $d_G$ and SRMR are all above the 99 per cent quantile (HI99) of their corresponding empirical distribution for the estimated and the saturated model. Therefore, all tests reject the null hypothesis at a 1 per cent significance level that the indicator population covariance matrix equals the indicator population covariance matrix implied by the model. Hence, factorial validity is not provided, and it is very unlikely that the empirical data stem from a world that functions as theorized by the assumed model.

As the test for overall model fit was introduced only recently (Dijkstra and Henseler, 2015a), the original study could not provide any test results. However, for future studies, we highly recommend reporting the overall model fit of the estimated model, as a fitting model is required before the model can be further assessed; see Section 5.

We might also take the role of a researcher who assumes that website personality is an artifact instead of a latent variable; see the model depicted in Figure 2b. Hence, website personality is modeled as a composite. A potential research question might be whether it makes sense to create the artifact website personality out of solidarity, enthusiasm, genuineness, sophistication, and unpleasantness. While Table II contains the results of the test for overall model fit, Table I reports the path coefficient estimates. Again, all tests of overall model fit are rejected for the estimated and saturated model, and therefore, empirical evidence for the nomological validity of the composite is unfounded.

### 7. Discussion

#### 7.1 Conclusions

TTH research specially challenges statistical tools as combining design and behavioral research plays a crucial role in this discipline. Current studies mostly consider only latent variables; hence, interesting research questions concerning the design character of TTH can only be limited answered. Therefore, the study at hand shows how PLS-PM can be applied in a confirmatory way to SEM, addressing the needs of both strands of science by modeling behavioral constructs – so-called latent variables – with common factors and design constructs – so-called artifacts – with composites. This approach is particularly useful because it enables scholars to ask new research questions of the type “Is it useful to create the artifact xyz?”, further contributing to the understanding of TTH.

#### 7.2 Theoretical implications

Besides emphasizing the importance of the overall model fit in PLS-PM, the study at hand provides a modern view of PLS-PM for confirmatory purposes and state-of-the-art reporting standards for common factor and composite models. Apart from properly reporting the PLS-PM results, researchers must justify their use of PLS-PM since primary journals have already begun to desk-reject manuscripts using PLS-PM due to flawed arguments.

<table>
<thead>
<tr>
<th>WSP modeled as common factor</th>
<th>WSP modeled as composite</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Original model</strong></td>
<td><strong>Estimated</strong></td>
</tr>
<tr>
<td>dL</td>
<td>NA</td>
</tr>
<tr>
<td>SRMR</td>
<td>NA</td>
</tr>
<tr>
<td>dG</td>
<td>NA</td>
</tr>
</tbody>
</table>

**Table II.** Results of the test for overall model fit

**Notes:** ***Significant on a 1% level. To obtain the reference distribution, 999 bootstrap runs are conducted.
Although the test for overall model fit was introduced only recently to PLS-PM, its use is highly recommended for confirmatory analysis in general. Without considering its results, researchers cannot statistically conclude that the set-up theory matches with the collected data. Moreover, outdated justifications, such as PLS-PM is advantageous in situations with small sample sizes, non-normal data or causal-formative measurement models, should be avoided (Rigdon, 2016).

7.3 Practical implications
To benefit the recently introduced methodological and conceptual achievements in PLS-PM, TTH scholars need guidelines for their empirical studies that take into account these new developments and insights. The study at hand provides such guidelines and enables practitioners in the TTH field to develop and apply new technologies according customers' demands. In doing so, researchers benefit from the use of PLS-PM for confirmatory purposes, as it can estimate structural models containing both behavioral and design constructs.

7.4 Limitations and future research
In our study, we distinguish between two kinds of constructs – the latent variable and the artifact – to justify the use of composites and PLS-PM. However, taking a purely realist perspective can also be used to justify the use of PLS-PM, which assumes that both a common factor and a composite can serve as proxies for latent variables (Rigdon et al., 2017; Sarstedt et al., 2016b).

Moreover, the study at hand focuses primarily on PLS-PM for confirmatory purposes; however, the predictive capabilities of PLS-PM should not be disregarded (Becker et al., 2013; Sarstedt et al., 2014, 2017; Wold, 1985). In predictive modeling, the model parameter estimates based on one sample are applied to generate predictions for individual cases outside of that sample (out-of-sample prediction). Hence, the assessment of predictive models requires different criteria such as the predictive power of the model (Shmueli, 2010; Shmueli et al., 2016). In the context of TTH, predictive modeling might be an additional field of application of PLS-PM. For inspiration on the use of PLS-PM as a tool for predictive modeling, TTH scholars should refer to the special issue of the Journal of Business Research (Cepeda Carrión et al., 2016).

Notes
1. We ignore trivial regularity assumptions such as weight vectors containing zeros only or non-semi-positive-definite indicator covariance matrices.
2. A composite with at least two antecedents/consequences provides an over-identified model. In the case of one antecedent/consequence, the model is just-identified and its overall model fit should not be assessed.
3. The $R^2$ can be used not only in confirmatory research but also in predictive research as a metric that provides insights into a model's out-of-sample predictive power. For an empirical example applying PLS-PM, see the study by Miltgen et al. (2016).
4. As neither the indicator correlation matrix nor the original data set are publicly available, we could not apply the repeated-indicators approach (Wold, 1982) originally used or the three-stage approach (Van Riel et al., 2017). Therefore, we take the first-order constructs as indicators for the second-order construct and assume the consistency of the reported construct correlation matrix.
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