We perform a computational study of damage formation in extreme ultraviolet (XUV)-irradiated ruthenium thin films by means of combining the Monte Carlo approach with the two-temperature model. The model predicts that the damage formation is most affected by ultrafast heating of the lattice by hot electrons, and is not very sensitive to the initial stage of the material excitation. Numerical parameters of the model were analyzed, as well as different approximations for the thermal parameters, showing the importance of the temperature dependence of the electron thermal conductivity and the electron–phonon coupling factor. Our analysis reveals that the details of photoabsorption and ultrafast non-equilibrium electron kinetics play only a minor role in the XUV irradiation regime.
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1. INTRODUCTION

Survivability of optical elements exposed to ultrafast (femtosecond) high-peak-power free-electron laser (FEL) pulses becomes more and more important in the context of rapidly developing extreme ultraviolet (XUV) and x-ray FEL light sources [1–5]. Such sources are capable of generating pulses with energies sufficiently high to cause significant damage of the optics used at these facilities. A fundamental understanding and accurate description of the processes responsible for the degradation of optics are required in order to increase their lifetime.

The quality of modeling of the interaction of ultrafast high-intensity laser pulses with matter strongly depends on the proper choice of model parameters. Despite the fact that the field of ultrafast laser–matter interaction has been extensively developed in recent decades, reliable thermal parameters such as electron heat capacity, electron thermal conductivity, and electron–phonon coupling factor are still unknown for many materials relevant for XUV and x-ray optics. The knowledge of such parameters, and especially their electron temperature dependence in the regime of strong laser excitation, is crucial in order to get a quantitatively correct description of the processes involved. In the regime of high electron temperature, all the mentioned parameters can significantly differ from their room-temperature values [6]. The use of temperature-dependent thermal parameters for simulations of the electron temperature evolution in a highly excited gold target in Ref. [7] led to a good agreement with experimental findings, while low-temperature values of the parameters failed to reproduce experimental data. In another work, a modification of the common expression for thermal conductivity in order to take into account d-band excitation enabled the authors to explain the details of melting dynamics in silver [8]. Measuring and calculating material properties in the regime of strong laser excitation when the electron temperature reaches values much higher than the Fermi temperature is challenging and requires separate dedicated studies.

Our work focuses on ruthenium (Ru) as a prospective material for XUV [9] and x-ray [10–12] grazing incidence reflective mirrors. The relatively high value of its critical angle (27° at 92 eV photon energy) allows operation in a wide range of grazing incidence angles. In our recent study [13], we investigated femtosecond XUV-induced single-shot damage of a 50 nm thick Ru film on a Si substrate. The experiment was performed at Free-electron LASer in Hamburg (FLASH) [1]. Experimental analysis of the damaged morphologies, together with simulations of photoabsorption and ultrafast evolution of
electron and lattice temperatures, showed that the nature of single-shot damage is photomechanical spallation, a phenomenon that was previously studied in the case of irradiation of solids with optical [14–19] and XUV [20–23] lasers. The spallation threshold for Ru was measured to be $F_{\text{spal}} = 200 \pm 40 \text{ mJ/cm}^2$ of incident fluence [13].

In this paper, we analyze the model parameters of Ru as a material that is still poorly studied in the field of ultrafast laser–matter interaction despite its promising applications as just mentioned. The evolution of electron and lattice temperatures is calculated with our combined approach using the XCASCADE(3D) Monte Carlo (MC) code [24,25] and the two-temperature model (TTM) [26,27]. The influence of a particular choice of model parameters on the results of our calculations is investigated in order to determine which parameters play the most important role in the phenomenon of XUV single-shot damage.

2. MODEL

The interaction of a femtosecond XUV laser pulse with a metal starts with photoabsorption. Depending on the photon energy and the atomic constituents of the target, a photon may be absorbed by the conduction band or core atomic shells with ionization potentials lower than or equal to the photon energy. The photon attenuation length in Ru for the case of normal incidence, as a function of the photon energy, is shown in Fig. 1. The figure compares photon attenuation lengths from Refs. [28–30]. The referenced datasets agree for photon energies above $\sim 200 \text{ eV}$, but in the range from $\sim 50$ to $200 \text{ eV}$ there is some uncertainty in the data. At lower energies, the data from Refs. [28,29], calculated within the atomic approximation, qualitatively diverge from the experimental data on solid Ru from Ref. [30]. This indicates that at energies $< 50 \text{ eV}$, collective effects such as the band structure of Ru and plasmon excitations start to play an important role. In this work, we focus on the photon energy of 92 eV, as was used in experiments at FLASH (see Ref. [13]). At this photon energy, there is almost no difference between the experimental data and data from Ref. [29], so either of them can be used, although one has to keep in mind that the photon attenuation length is only known with some uncertainty for this energy. At photon energies where there is a significant difference, the experimental data from Ref. [30] must be taken.

As was shown in previous studies, an electronic system of a solid under femtosecond FEL irradiation follows the so called “bump-on-hot-tail” distribution [31,32]: the majority of low-energy electrons is almost in thermal equilibrium, with the minority of the highly excited electrons forming the high-energy out-of-equilibrium tail of the distribution. This typical shape allows one to split the electron distribution into the high-energy and low-energy fractions, and treat each of them individually with appropriate methods. Note that a proper interconnection between the fractions (and, correspondingly, the methods) must be made in order to obtain reliable results.

A. XCASCADE(3D)

The absorption of XUV photons and the non-equilibrium high-energy electron kinetics induced as a result of photoabsorption is simulated with an event-by-event MC code XCASCADE(3D) [24,25]. The code models a target as a homogeneous arrangement of atoms (atomic approximation) with a density corresponding to the chosen material. The photoabsorption cross sections and the ionization potentials of the target are also described in the atomic approximation. The model applicability is limited to a particular range of photon energies. The lower limit of 50 eV is due to solid-state effects, whereas the upper limit is defined by relativistic effects, which give an error of $\sim 10\%$ at the energy of 40 keV, or $\sim 20\%$ at the energy of 100 keV.

The code accounts for the following processes: photoabsorption by deep-shell levels, Auger recombination of created holes with release of an Auger electron, propagation of photo- and secondary electrons, and inelastic (impact ionization) and elastic scattering of electrons on neutral atoms [24,25]. Within the MC event-by-event simulation model, both ballistic and diffusive regimes of electron transport appear naturally, and the transition between the two is automatically accounted for based on the kinetic energy of the electrons [25]. All photo- as well as secondary electrons are traced until their energy falls below a predefined cutoff energy. Electrons with energies below this cutoff, as well as holes created in the valence atomic levels, are considered as thermalized and belonging to the bath of the conduction-band electrons. Their energy is treated as the energy of the conduction-band electrons, as will be discussed in more detail.

XCASCADE(3D) takes advantage of the approximation of non-interacting electrons. The free electron–electron scattering is neglected, so the cascades develop independently. Such an approximation is valid if the density of high-energy electrons participating in the cascading process is significantly smaller than the atomic density, thereby making impact ionization and elastic scattering the dominant processes of electron interaction [33,34]. In other words, it means that the fluence of an incident laser pulse must not be too high to produce a density of excited electrons comparable to or higher than atomic density of a target.

Within the XCASCADE(3D) code we also assume that the material properties are not affected during the electron
cascading, i.e., the photoionization, impact ionization, and elastic scattering cross sections do not change significantly due to excitation of the target. Consequently, the cross sections for the unexcited material are applied. This approximation implies that all processes that significantly change the material electronic or atomic structure, such as melting or vaporization, must occur after the electron cascading is finished. In the case of femtosecond FEL pulses, this assumption is consistent with the low-fluence approximation made previously.

The inelastic scattering resulting in impact ionization is modeled with the binary-encounter-Bethe cross section [35], whereas for the elastic scattering, the Mott’s cross section with Moliere screening parameter is employed [34], both valid within the atomic approximation. The cross sections neglect collective effects within the target, which play a role at electron energies below ~50 eV. Although we use the same cross sections for electrons with lower energies, this should not influence the kinetics much, since electrons with such energies reach the cutoff after only a few collisions [36].

When all photo- and secondary electrons lose their energy to a level below the cutoff energy, the cascading stops. At this point we consider the electronic system to be thermalized to the Fermi–Dirac distribution. A possible deviation of the low-energy electrons from the Fermi–Dirac distribution is not taken into account. This would require dedicated simulations with, e.g., the Boltzmann equation [37,38]. It is expected that within the bump-on-hot-tail distribution, such deviations are small.

To calculate the number and energy density depth profiles, we perform the simulation in two steps: first, we perform simulations for bulk material assuming all photons are absorbed at \( z = 0 \) (“surface”). Then, the realistic absorption positions are taken into account by applying a convolution with the Lambert–Beer’s law. Here we treat the region \( z \geq 0 \) as irradiated material, while region \( z < 0 \) is considered as vacuum above the surface. This approach enables one to estimate the total energy emitted from the sample, but not the actual distribution of energy above the surface. The units of energy density, \( \text{eV/atom} \), are used for the vacuum region to be compared with the energy density inside the material, although there are no atoms in vacuum; this should only be used to estimate the total emitted energy, and can be converted into the energy density units of, e.g., \( \text{eV/cm}^3 \) by multiplying with the target atomic density under normal conditions.

**B. Two-Temperature Model**

The low-energy electrons are used as the energy source in the TTM. The transport of energy within this formalism is diffusive in nature since the standard Fourier law of heat conduction is used. Such an assumption breaks when the typical size of a system becomes comparable with the mean free path of the heat carriers [39]. We assume that all ballistic transport effects were captured by the MC modeling of the high-energy electrons described previously, and the low-energy electrons only exhibit the diffusive behavior. When this is not the case, a more general approach should be used, such as the ballistic-diffusive equation [39], which is beyond the scope of the present paper.

The TTM is a set of two coupled nonlinear differential equations, which describe the evolution of electron (\( T_e \)) and lattice (\( T_l \)) temperatures as functions of depth (\( z \)) and time (\( t \)) induced by absorption of an ultrashort laser pulse:

\[
\begin{align*}
C_e \frac{\partial T_e}{\partial t} &= \frac{\partial}{\partial z} \left( k_e \frac{\partial T_e}{\partial z} \right) - G(T_e - T_l) + S(z, t) \\
C_l \frac{\partial T_l}{\partial t} &= G(T_e - T_l)
\end{align*}
\]

\( C_e \) and \( C_l \) are the electron and lattice heat capacities, respectively; \( k_e \) is the electron thermal conductivity; \( G \) is the electron–phonon coupling factor. The lattice thermal conductivity is usually neglected for metals since it is typically much smaller than the electron thermal conductivity. \( S(z, t) \) is the heat source, which is obtained from XCASCADE(3D) as the derivative of the energy density \( U(z, t) \) of low-energy electrons and valence holes:

\[
S(z, t) = \frac{\partial U(z, t)}{\partial t}, \quad z \in [0, L],
\]

where \( L \) is the film thickness. The problem is formulated in only one in-depth dimension \( z \), since the typical laser spot size (~\( \mu \text{m} \)) is much larger than the penetration depth of the radiation (~\( \text{nm} \)), which makes the temperature gradients in the lateral direction much smaller than in the in-depth direction.

The TTM assumes that the atomic lattice can be described in terms of phonons, the collective harmonic oscillators. This approximation requires that (i) the crystal has a perfect periodic structure that is undamaged during the simulation; (ii) the interatomic potential can be approximated as harmonic and does not change in time (due to, e.g., nonthermal effects); and (iii) the characteristic times of the studied processes are larger than the characteristic phonon time (inverse phonon frequency). Strictly speaking, these conditions may not be satisfied under femtosecond FEL pulse irradiation; however, more general approaches to electron–ion energy exchange are computationally much more demanding and will not be used in this work [40,41].

The TTM just formulated is solved numerically using a finite difference method. The initial and boundary conditions are the following:

\[
T_e(z, -2r_p) = T_l(z, -2r_p) = 300 \text{ K}, \quad z \in [0, L],
\]

\[
\frac{\partial T_e}{\partial z} \bigg|_{z=0} = \frac{\partial T_l}{\partial z} \bigg|_{z=0} = \frac{\partial T_e}{\partial z} \bigg|_{z=L} = \frac{\partial T_l}{\partial z} \bigg|_{z=L} = 0,
\]

where \( r_p \) is the pulse duration. As one can see, thermally isolated boundaries are used during the entire simulation, which corresponds to a free-standing film. For this approximation to be accurate, the thickness of the film should be large enough to make sure that the supporting substrate does not affect the thermal evolution of the film near the irradiated boundary.

The enthalpy approach [42] is used in order to take melting into account. The difference in thermal properties between the liquid and the solid phase are neglected for simplicity. The lattice heat capacity dependence on the lattice temperature is extracted from the relationship between the enthalpy and the lattice temperature taken from Ref. [43].

The results of the TTM calculations strongly depend on the choice of the thermal parameters for a particular material of
interest. Generally, all parameters are temperature dependent. In the regime of high fluences, the electron temperature can reach high values on the order of the Fermi temperature or higher. In such a regime, thermal parameters may differ significantly from their room temperature values. In this work, we study various approximations for the model parameters of Ru, as well as their applicability and influence on the behavior of electron and lattice temperatures, with the latter being crucial for understanding the mechanisms of laser-induced damage in metals.

3. RESULTS AND DISCUSSION
A. Model Parameters of Ru
In this section, we describe the different approximations for the following model parameters of Ru: photoelectron velocity distribution (due to the photon polarization), electron cutoff energy (separating high-energy from low-energy electrons in the MC scheme), electron heat capacity, electron thermal conductivity, and electron–phonon coupling factor.

1. Photoelectron Velocity Distribution
In a single-shot damage experiment reported in Ref. [13], the authors used p-polarized light with respect to the sample surface. Generally, polarization influences the direction of photoelectrons emitted after absorption of the photons. In order to study the effect of polarization on the final energy and density distributions of thermalized electrons and valence holes, we consider two limiting cases. In the first case, we assume random directions of photoelectrons (isotropic), as if the polarization had no effect. In the other limiting case, we allow photoelectrons to travel only perpendicular to the surface (up and down), mimicking p-polarization of a pulse under grazing incidence conditions. In that case, the effect of polarization is most pronounced: more electrons and energy are expected to be emitted from the surface on the one hand, and propagate deeper into Ru on the other hand.

The comparison between these two limiting cases is shown in Fig. 2. The total density profiles of thermalized electrons (those with energy below the cutoff of 6.38 eV) and valence holes at time $t = 200$ fs are plotted in Fig. 2(a). Figure 2(b) shows the total energy density. The results demonstrate only minor differences: the peaks are reduced by about 10% for the polarized case, while the tails of the distributions practically coincide. The time when all electron cascades are already finished is chosen as 200 fs.

We conclude that at the photon energy of 92 eV, the polarization does not affect the electronic transport significantly. We expect, however, that the effects will be more pronounced for higher photon energies. For all further calculations in this work, we choose the initial velocities of the photoelectrons to be perpendicular to the surface, since this case is closer to the experimental conditions used in Ref. [13]

2. Cutoff Energy of Cascading Electrons
We perform a similar comparison to that just described, but vary the energy cutoff in the MC scheme, which separates the cascading electrons from the thermalized ones. Two values are considered: 10 eV, which is a standard cutoff energy used in previous studies of electron cascading [25,31], and 6.38 eV, which corresponds to the ionization potential of the outermost shell (5s) of the Ru atom [44]. By the ionization potential, we mean the energy necessary to promote an electron from the 5s state into the unoccupied delocalized states of the conduction band. In the case of 6.38 eV cutoff energy, electrons have additional freedom for the final impact ionization of the 5s shell before their motion is stopped and they are considered as thermalized. The comparison is presented in Fig. 3.

The total density, Fig. 3(a), is slightly higher in the case of 6.38 eV cutoff energy, since an additional impact ionization event of the 5s shell leads to a higher number of thermalized electrons and valence 5s holes at the end of the cascading process. The energy density, Fig. 3(b), in that case is slightly more isotropic, since a lower cutoff energy allows the electrons to travel slightly further. However, the total energy of the system is the same for both cases.
Our results show that the choice of the cutoff energy (within a few eV margin) hardly affects the spatial energy distribution or the duration of electron cascading (not shown). Indeed, the number of escaping electrons and the amount of energy they carry away are only changed by 4% and 2%, respectively. The electronic number and energy densities never differ by more than 9% for the two considered cases. In all further calculations, 6.38 eV cutoff energy is used.

3. Electron Heat Capacity

The linear approximation for the electron heat capacity derived within the Sommerfeld model (free electron gas approximation) is typically used for metals in the regime of relatively low electron temperatures: \( C_e(T_e) = \gamma T_e \), where \( \gamma \) is the electron specific heat constant. In order to go beyond the free electron gas approximation and take into account a realistic density of states (DOS) of a material, we perform calculations of the electron heat capacity dependence on the electron temperature, using the formalism described in [45]. The Ru DOS is taken from Ref. [46]. The results are shown in Fig. 4(a). Dashed and solid lines are the electron heat capacity calculated with the free electron gas approximation and the DOS of Ru, respectively. The results are close to each other up to \( \sim 6000 \) K, after which the increase of \( C_e \) calculated with DOS becomes more gradual compared to the free electron gas approximation.

4. Electron–Phonon Coupling Factor

The temperature dependence of the electron–phonon coupling factor calculated using the formalism described in Refs. [45,48] is shown in Fig. 4(b). The strong enhancement is followed by a decrease, with a maximum value reached at \( T_e \sim 1.2 \times 10^{4} \) K. A similar behavior of \( G \) with increasing electron temperature was previously reported for titanium [6]. Both metals have an hcp crystal structure and relatively low DOS at the Fermi level, which may explain the similar behavior. Note that at low temperatures the calculated values agree reasonably well with the experimental data from Ref. [47] [marked in Fig. 4(b) with a dashed line].

5. Electron Thermal Conductivity

Different approximations for the electron thermal conductivity \( k_e \) are available in the literature [49]. In the regime of low electron temperatures, the following approximation is typically used:

\[
k_e^{\text{linear}}(T_e, T_l) = k_0 \frac{T_e}{T_l},
\]

where \( k_0 \) is the room temperature equilibrium thermal conductivity. It is assumed here that electron–phonon scattering is the dominant scattering process. For higher electron temperatures, both electron–electron and electron–phonon scattering processes play a role, and a more general approximation for \( k_e \) must be used [49]:

\[
k_e^{\text{AB}}(T_e, T_l) = \frac{1}{3} \nu_F \gamma \frac{T_e}{A T_e^4 + B T_l},
\]

where \( \nu_F \) is the Fermi velocity and \( A \) and \( B \) are material dependent constants which are determined by the electron–electron and electron–phonon collision frequencies, respectively. Equation (6) is only valid for electron temperatures considerably smaller than the Fermi temperature; otherwise, a more general expression should be used [49,50]:

\[
k_e^{\text{KB}}(T_e, T_l) = K \cdot \frac{(\theta^2 + 0.16)^{1/4} (\theta^2 + 0.44) \theta}{(\theta^2 + 0.092)^{1/4} (\theta^2 + b \theta^4)}. \tag{7}
\]

Here, \( \theta = k_B T_e / E_F \) and \( \theta_l = k_B T_l / E_F \), where \( k_B \) is the Boltzmann constant and \( E_F \) is the Fermi energy. \( K \) and \( b \) are material dependent constants.

Although the approximations just described are known and widely applied, the constants \( A \) and \( B \) or \( K \) and \( b \) are unknown for most materials. We propose a way of determining the corresponding constants based on a measured temperature dependence of the thermal conductivity, taken from Ref. [51]. Equations (6) and (7) can be fitted to the experimental data with \( A \) and \( B \), or \( K \) and \( b \), as fitting parameters, taking \( T_e = T_l = T \), since experimental values of the thermal conductivity are measured in the regime of thermal equilibrium between electrons and the lattice. Following this procedure for Ru, we find that \( A = 7.82 \times 10^8 \) s\(^{-1}\) K\(^{-2}\), \( B = 3.24 \times 10^{12} \) s\(^{-1}\) K\(^{-1}\) [for Eq. (6)], \( K = 34.98 \) Wm\(^{-1}\)K\(^{-1}\), and \( b = 0.0416 \) [for Eq. (7)]. In the fitting procedure, the data from Ref. [51] are taken only up to the melting point of Ru, which means that the influence of melting on the thermal conductivity coefficient is not taken into account.

The three approximations for electron thermal conductivity are compared in Fig. 5. The dependence on electron temperature is shown with the lattice temperature fixed at room temperature, \( T_l = 300 \) K. The first approximation [Eq. (5)], which we will refer to as the linear approximation, results in a rapid increase of the electron thermal conductivity. The two other approximations [Eqs. (6) and (7)] exhibit a qualitatively different behavior. The initial increase up to \( \sim 1100 \) K is followed by a significant drop of \( k_e \). Equation (6) tends to zero with further increasing electron temperature, while Eq. (7) exhibits a second sharp increase for \( T_e \geq 36000 \) K, as expected in the plasma limit [49].
Based on this behavior, the electron temperature range can be approximately divided into three characteristic regions: (i) “low” temperatures, \( T_e < 1100 \) K; (ii) “intermediate” temperatures, \( 1100 \leq T_e \leq 36000 \) K; and (iii) “high” temperatures, \( T_e > 36000 \) K. The vertical dashed lines in Fig. 5 mark these three regions. Although \( k_e \) in all three approximations is qualitatively similar in region (i), a significant quantitative difference is reached with increasing \( T_e \) (almost a factor of 2 difference at \( T_e = 1100 \) K). This fact makes the linear approximation questionable to use for all temperature ranges.

The results for Eqs. (6) and (7) almost coincide in regions (i) and (ii), but differ strongly in region (iii). From this analysis we conclude that Eq. (6) is valid in regions (i) and (ii), while the most general approximation, Eq. (7), should be valid for all electron temperatures considered here.

### B. Influence of Thermal Parameters on Damage Characteristics

In our recent study [13], we showed that the nature of single-shot damage of a 50 nm Ru film induced by a 100 fs XUV (92 eV) FEL pulse is photomechanical spallation in the stress confinement regime. The phenomenon of spallation was extensively studied both experimentally and theoretically in the field of interaction of optical and XUV lasers with matter [14–23]. The mechanism behind laser-induced spallation in metals is as follows. The laser energy is first absorbed by the electrons in the near surface layer of a metal. Then, the excited electrons propagate into the depth of the target, simultaneously heating the lattice due to electron–phonon interaction. If the heating of the lattice by the hot electrons occurs faster than mechanical relaxation of the system, the heating is almost isochoric. As a result, large compressive stresses are generated. The compressive component of a stress wave is followed by a tensile component due to the existence of a free surface. The amplitude of a tensile stress propagating into the depth of the material is increasing until the threshold value is reached at some depth, which leads to spallation.

The condition of the stress-confinement regime can be formulated in the following way [14,15,19]: \( \tau_{\text{ph}} \leq \tau_e \), where \( \tau_{\text{ph}} \) is the electron–phonon thermalization time and \( \tau_e \) is the acoustic relaxation time. The latter can be calculated as \( \tau_e = L_e / C_g \), where \( L_e \) is the electron diffusion length and \( C_g \) is bulk speed of sound. Therefore, one needs to know the characteristic thermal time \( \tau_{\text{ph}} \) and length \( (L_e) \) scales of the problem in order to find out whether the regime of stress confinement is realized.

Another key process playing a role in the single-shot damage mechanism is melting. It has been shown that for metals, melting typically occurs before the spallation, so that spallation starts in a liquid material [15,19]. The calculated depth of melting can be compared with the experimentally observed depth of the damaged crater in order to check whether the latter is smaller than the former.

In this section, we study the influence of the particular choice of thermal parameters of Ru on the electron and lattice temperature behavior, and on the characteristic values playing a role in the damage process, such as the electron–phonon thermalization time, electron diffusion length, and melted depth. The analysis is performed in such a way that each parameter \((C_g, G, \text{ and } k_g)\) is varied, fixing the choice of the approximations for the other two.

Combined XCASCADE(3D) and TTM calculations are performed in the same way as described previously, and (in more detail) in Ref. [13]. All parameters used in the simulations are for bulk Ru, and are summarized in Table 1. The incident fluence level used in all the simulations is chosen to be \( F = 200 \) mJ/cm\(^2\), which is the experimentally determined

### Table 1. Model Parameters

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Film thickness</td>
<td>( L = 200 ) nm</td>
</tr>
<tr>
<td>Photon energy</td>
<td>92 eV</td>
</tr>
<tr>
<td>Grazing incidence angle</td>
<td>20°</td>
</tr>
<tr>
<td>Fermi energy</td>
<td>( E_F = 8.5 ) eV</td>
</tr>
<tr>
<td>Pulse duration</td>
<td>( \tau_p = 100 ) fs</td>
</tr>
<tr>
<td>Surface reflectivity</td>
<td>( R = 0.68 )</td>
</tr>
<tr>
<td>Electron emission coefficient</td>
<td>( \alpha = 0.12 )</td>
</tr>
<tr>
<td>Incident fluence</td>
<td>( F = 200 ) mJ/cm(^2)</td>
</tr>
<tr>
<td>Absorbed fluence</td>
<td>( F_{\text{abs}} = 56 ) mJ/cm(^2)</td>
</tr>
<tr>
<td>Photon attenuation length</td>
<td>( \delta = 3.4 ) nm</td>
</tr>
<tr>
<td>Electron-specific heat constant</td>
<td>( \gamma = 400 ) J/m(^3)/K(^2)</td>
</tr>
<tr>
<td>Electron–phonon coupling factor</td>
<td>( G_{\text{const}} = 18.5 \times 10^{17} ) W/m(^3)/K</td>
</tr>
<tr>
<td>Equilibrium thermal conductivity factor</td>
<td>( k_b = 117 ) W/m/K</td>
</tr>
<tr>
<td>Latent heat of melting</td>
<td>( H_m = 4.7 \times 10^3 ) J/m(^3)</td>
</tr>
<tr>
<td>Bulk modulus</td>
<td>( B = 310 ) GPa</td>
</tr>
<tr>
<td>Density</td>
<td>( \rho = 12.3 ) g/cm(^3)</td>
</tr>
</tbody>
</table>

\(^{1}\)Ref. [46].

\(^{2}\)Ref. [29]. at 92 eV photon energy, 20° grazing incidence.

\(^{3}\)Extracted from Fig. 2(b).

\(^{4}\)Ref. [52].

\(^{5}\)Ref. [47].

\(^{6}\)Ref. [51].

\(^{7}\)Ref. [43].

\(^{8}\)Ref. [53].
spallation threshold of Ru [13]. The corresponding absorbed fluence is calculated as \( F_{abs} = F(1 - R)(1 - \alpha) \), where \( R \) is surface reflectivity and \( \alpha \) is the fraction of the energy that escapes from the surface due to electron emission. The latter is estimated to be \( \sim 12\% \) for the case of 6.38 eV cutoff energy and velocities of photoelectrons perpendicular to the surface [extracted from Fig. 2(b)]. The thickness of the film \( L \) is taken to be 200 nm. In that way, we make sure that the increase of the rear surface temperature of the film is negligible compared to the changes of the front surface temperatures, so that the Si substrate can be excluded from the calculations.

1. Influence of Parameters on Electron and Lattice Temperatures

Figure 6(a) compares the temporal evolution of electron and lattice surface temperatures for different electron heat capacities. Calculations with \( C_{e}^{DOS} \) result into a much higher electron temperature peak value, since \( C_{e}^{DOS} \) is significantly lower than \( C_{e}^{linear} \) at electron temperatures on the order of \( 2 - 3 \times 10^4 \) K [see Fig. 4(a)]. Although the initial difference in temperatures (both electron and lattice) between calculations with \( C_{e}^{linear} \) and \( C_{e}^{DOS} \) is noticeable, the strong electron–phonon coupling factor of Ru [see Fig. 4(b)] results in rapid attainment of thermal equilibrium between electrons and the lattice, after which the difference in temperatures is negligible. This is confirmed with electron temperature depth profiles plotted at different moments of time, shown in Fig. 6(b). The small difference in temperatures in the near surface region before electron–phonon thermalization (\( \sim 0.5 \) ps) vanishes at later times. The fact that \( k_e \) and \( G \) dependencies are fixed results in almost identical depth profiles for the entire thickness of the film. Note that here and further only the top 50 nm of the total 200 nm thickness is shown.

A similar analysis is performed for two other thermal parameters: \( G \) and \( k_e \). Figure 7 compares calculations performed for a constant value of \( G \) (measured at room temperature, see Ref. [47]) and for electron temperature dependent \( G(T_e) \) obtained with the DOS taken into account [Fig. 4(b)]. In contrast to the variation of \( C_e \) described previously, different \( G \) functions almost do not affect the electron temperature peak value, while the dynamics of electron–phonon thermalization is different, as could be expected [Fig. 7(a)]. Stronger electron–phonon coupling \( [G^{DOS}, \text{ see Fig. 4(b)}] \) results in earlier thermal equilibrium compared to a constant value of \( G \). Electron temperature depth profiles, Fig. 7(b), demonstrate a significant difference in temperature in the top \( \sim 20 \) nm of Ru at early times (\( t = 1, 2 \) ps), although the difference decreases with time (\( t = 3 \) ps). No significant difference in temperatures profiles is found for deeper parts of Ru.

Figure 8 compares the calculations performed with different approximations for the electron thermal conductivity \( k_e \). There is almost no difference in temperature behavior between calculations with \( k_e^{linear} \) [Eq. (6)] and \( k_e^{K,b} \) [Eq. (7)], which is not surprising, since these approximations are almost identical for the electron temperature range in the simulations (see Fig. 5). However, a larger difference is expected for higher fluences. A dramatic difference is observed when comparing \( k_e^{linear} \) or \( k_e^{K,b} \) with the linear approximation. A much higher \( k_e^{linear} \) leads to much faster heat transport from the surface into the depth of the Ru film. As a result, the model gives significantly lower surface temperatures [Fig. 8(a)]. The electron thermal conductivity significantly affects the distribution of the absorbed energy in the Ru film. Lower \( k_e \) in Eqs. (6) and (7) result in confinement of heat in the top \( \sim 20 \) nm during the first few ps after the pulse, while for a higher \( k_e \) in the linear

\[ k_e^{linear} = \frac{1}{2C_e^{linear}} \]

\[ k_e^{K,b} = \frac{1}{2C_e^{K,b}} \]
approximation, the heat propagates much deeper. This indicates that the simple linear approximation may result in significant underestimation of the temperatures.

Summarizing the analysis performed, we found that the electron thermal conductivity has the most significant impact on electron and lattice temperature evolution in irradiated Ru.

Finally, to emphasize the importance of a proper choice of thermal parameters, we compare calculations of temperature evolution for two sets of parameters: the simplest set \((C^{\text{linear}}, G^{\text{const}}, k_e^{\text{linear}})\) and (presumably) the most accurate one \((C_e^{\text{DOS}}, G^{\text{DOS}}, k_e^{\text{DOS}})\). The results are shown in Fig. 9, illustrating the dramatic qualitative and quantitative difference in temperature behavior.

2. Influence of Parameters on the Melting Dynamics

As described previously, melting plays an important role in laser-induced damage of metals. We demonstrate the influence of thermal parameters on the melting dynamics in the example of varying electron thermal conductivity, since we showed that this parameter has the strongest impact on the temperature behavior. No significant difference was found between Eqs. (6) and (7) for the temperature range obtained in the simulations, and therefore we will focus on comparing the linear approximation with the most accurate one, Eq. (7). The other two thermal parameters are chosen as those with the DOS taken into account \((C_e^{\text{DOS}}, G^{\text{DOS}})\).

Figure 10 shows such a comparison for the calculated depth of melting changing with time. Both curves exhibit a similar behavior: (i) fast melting of the top 10–15 nm of Ru during the first 2 ps in the regime of thermal non-equilibrium between electrons and lattice, (ii) slower propagation of the melting front in the equilibrium regime before the maximum depth of melting is reached, and (iii) cooling down and recrystallization. Although the general behavior is similar, the dynamics of melting and recrystallization is different. Higher thermal conductivity in the linear approximation makes the heat diffusion from the surface into the depth of the material much faster. As a result, melting starts slightly later, but propagates faster.

The maximum depth of melting \(L_{\text{melt}}\) is almost the same for the two approximations \((L_{\text{melt}} \approx 16.5 \text{ and } 15.8 \text{ nm for } k_e^{\text{linear}} \text{ and } k_e^{\text{DOS}} \text{, respectively})\), but is reached at different times: at \(\sim 13 \text{ ps for } k_e^{\text{linear}}\) and at \(\sim 27 \text{ ps for } k_e^{\text{DOS}}\). Both values of \(L_{\text{melt}}\) are larger than or equal to the experimentally determined thickness of the spallated layer at the spallation threshold (5–16 nm, see Ref. [13]), which is consistent with the assumption that spallation starts in a melted material.

The same value of \(L_{\text{melt}}\) for different \(k_e^{\text{DOS}}\) approximations can be explained by the fact that the total amount of melted material after irradiation with a femtosecond pulse is mostly determined by the absorbed fluence, heat capacity, and latent heat of melting \(H_m\) as \(L_{\text{melt}} \sim F_{\text{abs}}/(C_e(T_{\text{melt}} - T_0) + H_m)\). The thermal conductivity only has a strong effect on how fast \(L_{\text{melt}}\) is reached. The slightly larger value of \(L_{\text{melt}}\) in the case of \(k_e^{\text{linear}}\) is due to the fact that, for a higher thermal conductivity, a larger amount of energy diffuses away from the melted region before \(L_{\text{melt}}\) is reached. Cooling and ensuing recrystallization is also faster for a higher \(k_e^{\text{linear}}\).

3. Influence of Parameters on the Stress Confinement Condition

To check whether the condition of stress confinement is satisfied, one needs to know the thermal and mechanical characteristic time scales \(\tau_{el-ph}\) and \(\tau_s\), respectively. The electron–phonon thermalization time \(\tau_{el-ph}\) is defined as the time when the normalized difference between the electron and lattice surface temperatures decreases to the \(1/e\) level. To determine \(\tau_s\), the electron diffusion length \(L_e\) is extracted from the electron temperature depth profile at \(t = \tau_{el-ph}\), as the depth where the normalized temperature decreases to the \(1/e\) level. The bulk speed of sound \(C_s\) is calculated as \(C_s = \sqrt{B/\rho} \approx 5000 \text{ m/sec}\), where \(B\) is the bulk modulus and \(\rho\) is the density.

We found that the condition of stress confinement is satisfied for all possible parameter combinations, although the particular values of \(\tau_{el-ph}\) and \(L_e\) vary significantly. This is illustrated in Table 2, where \(\tau_{el-ph}\) and \(L_e\) (and corresponding \(\tau_s\), together with the maximum values of the electron and lattice temperatures, are shown for two sets of thermal parameters, namely \((C_e^{\text{linear}}, G^{\text{const}}, k_e^{\text{linear}})\) and \((C^{\text{DOS}}, G^{\text{DOS}}, k_e^{\text{DOS}})\), the same as in Fig. 9.)
As one can see from Table 2 and Fig. 9, different $k_e$ values strongly affect the electron diffusion length $L_e$ and, as a result, the maximum values of both the electron and lattice temperatures. In the case of irradiation of a Ru film with a femtosecond XUV laser pulse considered in this work, the stress-confinement regime is satisfied for any set of available thermal parameters. Hence, the mechanism of damage does not depend on the particular choice. However, the quantitative description of the processes differs significantly. Moreover, for other materials or laser pulse parameters, inaccurate choice of the thermal parameters may lead to unreliable conclusions about the nature of laser-induced damage and its kinetic pathways. Dedicated experimental studies are required to validate thermal parameters in the regime of high electron temperatures reached during the laser ablation of metals.

4. CONCLUSIONS

We performed the analysis of model parameters used in simulations of interactions of a high-fluence femtosecond XUV FEL pulse with a Ru target. For simulations, we used a combined approach where photoabsorption and non-equilibrium electron kinetics were modeled with the Monte Carlo code XCASCADE(3D), and the electron and lattice temperature evolution was described with the TTM. Variation of the parameters used in the XCASCADE(3D) part of the simulations (photoelectron velocity distribution and energy cutoff) showed no significant difference in the description of electron cascades, although larger differences are expected for higher photon energies.

The following thermal parameters were varied within the TTM part of the simulations: electron heat capacity, electron-phonon coupling factor, and electron thermal conductivity. The latter was found to have a major impact on temperature behavior and, hence, on the description of single-shot damage processes. Although we found that the condition of stress confinement, proposed as the key mechanism responsible for damage, is fulfilled for all possible parameter combinations in our particular case, it may not hold universally for other materials or laser parameters. Moreover, the choice of model parameters considerably affects the temporal kinetics of heating and relaxation of the target. Therefore, the proper choice of model parameters, especially the electronic thermal conductivity in the regime of high electron temperatures, is important.
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